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A B S T R A C T   

The refractory alloy, such as Niobium-1 wt% Zirconium (NbZr1) alloy, is a promising candidate for diverse 
applications in extreme environments. This study investigates an integrated experimental and computational 
methodology that can predict the mechanical properties of wire-arc directed energy deposited (DED) refractory 
NbZr1 alloy. The effect of large columnar grains with strong texture induced by the wire-DED process has been 
successfully incorporated into the representative volume element (RVE). Performing crystal plasticity (CP) 
simulation on RVE of NbZr1, deformation behavior and stress-strain relationship are predicted to explore the 
process-structure-property (PSP) relationship. The RVE has been created in synthetic microstructure generation 
software utilizing the grain statistics derived from electron backscatter diffraction (EBSD) analysis, capturing 
essential microstructural features. A phenomenological constitutive model and appropriate boundary conditions 
have been applied and solved, using the CP fast Fourier transform method. The CP model has been calibrated and 
validated utilizing the tensile test data along the build direction and deposition direction, respectively. The error 
in predicting yield strength and ultimate tensile strength is 0.91% and 0.67%, respectively, for the calibration 
simulation, whereas these values are 2.51% and 1.81% for the validation simulation. The results suggest strong 
agreement between the simulation and experimental observation. Even though global deformation behavior 
remains consistent across multiple RVEs with the same microstructural features, local stress-strain values vary, 
indicating structural anisotropy, which is also consistent with the digital image correlation (DIC) result. It is 
proven that this proposed CP method can effectively predict the mechanical responses of components with large 
grains and strong textures resulting from the wire-arc DED.   

1. Introduction 

Refractory metals, such as tungsten (W), niobium (Nb), tantalum 
(Ta), molybdenum (Mo), and rhenium (Re), and their alloys, exhibit 
extraordinary melting points surpassing 2400 ◦C [1]. These materials 
possess unique physicochemical attributes, encompassing strengths at 
high temperature, exceptional thermal conductivities, and resistance to 
corrosion [2]. These characteristics make them well-suited for ultra-high 
temperature applications across different industries, such as nuclear, 
power, chemical, and aerospace [3]. Nevertheless, the application of 
refractory alloys is mainly limited due to challenges associated with 

poor manufacturability and high machining costs [1]. Additive 
manufacturing (AM) could facilitate new opportunities for fabricating 
components from refractory alloys with the advantages of near-net 
shape deposition, resulting in a lower buy-to-fly ratio that reduces ma
terial wastage. In addition, it provides the capability for complex ge
ometry fabrication and reduces the need for assembly operation, further 
enhancing the versatility [4,5]. 

By utilizing metal AM processes, several research groups have 
deposited refractory metals and alloys. Deposited W and Mo pure metals 
and their alloys show inferior mechanical properties due to the presence 
of defects [6]. Different post-processing including heat treatment, hot 
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isostatic pressure is required to improve their mechanical property 
which is associated with time and cost. Among refractory metals, pure 
Nb is the least dense, with a density of 8.57 g/cm3, and shows excellent 
room temperature ductility (up to 40%) [7]. Notably, Nb-based alloys 
can retain their strength even at temperatures as high as 1400 ◦C, 
exceeding the operational limit for most of the nickel-based superalloys 
[8,9]. The body-centered-cubic (BCC) crystal structure of Nb provides 
favorable solubility for alloying elements. The inclusion of Zirconium 
(Zr) enhances solid-solution strengthening, resulting in improved 
strength [10]. Specifically, the Nb-1 wt% Zr alloy (NbZr1) demonstrates 
better ductility, exceptional resistance to irradiation, and considerable 
strength at elevated temperatures, making it promising for applications 
as structural components in various industries [11]. The mechanical 
properties of AM-fabricated Nb-based alloys especially NbZr1 are either 
better or equivalent compared to conventional methods [1,7]. However, 
it is noteworthy to mention that the powder bed fusion process is 
associated with a lack of fusion defects, which degrades part integrity 
[1]. 

In this regard, wire-arc directed energy deposition (DED) also known 
as wire-arc additive manufacturing (WAAM) offers a viable option with 
the benefits of higher deposition rates (160 g/min.), energy efficiency, 
and low equipment cost [12]. Furthermore, it can reduce 
post-machining time by around 15–20%, relative to subtractive 
manufacturing [13]. Bypass wire-arc DED, a modified WAAM method, 
can further increase the deposition rate and reduce the heat input to the 
deposited layers [14]. Islam et al. [7] deposited NbZr1 using tungsten 
inert gas (TIG)-based WAAM process without porosity and cracks. 
Although maximum tensile of 418 MPa with an elongation limit of 25% 
was achieved, the structure exhibited anisotropic characteristics. This 
phenomenon is caused by the unique microstructure associated with the 
WAAM process due to the non-equilibrium thermal cycles. A compre
hensive understanding of microstructural characteristics, related pro
cess parameters, and associated mechanical properties is necessary for 
part qualification. It requires substantial time and resources to conduct 
experiments with refractory alloys due to their high cost. For this, 
computational modeling and simulation analysis can complement 
experimental analysis by reducing the number of experiments required. 

Establishing process-structure-property (PSP) relationships in AM for 
refractory alloys is crucial for identifying optimal process parameters 
which can ensure the desired location-specific properties in the fabri
cated components [4,15]. Nevertheless, it is significantly challenging to 
develop PSP relationships using experiments alone due to its large 
dimensionality in the AM design space. Moreover, refractory alloys 
including NbZr1 are expensive, which inhibits the development of 
design rules solely focusing on the experimentation due to the resource 
constraints. In order to address these issues, computational approaches 
are required for simulating mechanical behavior, thereby accelerating 
the design rule establishment [15]. However, there is currently a lack of 
integrated methodology that combines experiment and simulation for 
establishing the design rules in refractory alloys. 

Crystal plasticity (CP) simulations provide a significant advantage in 
characterizing the deformation behavior of polycrystalline materials 
due to their unique capability to predict grain-scale stresses and strain 
fields [16,17]. In addition, these simulations can calculate the crystal
lographic orientation-dependent lattice strain. During the simulation, 
the constitutive model incorporates multiple factors, such as the acti
vation of slip systems, microstructural features encompassing grain 
orientation and morphology, as well as elastic constants and hardening 
parameters. It facilitates the accurate prediction of mechanical re
sponses in materials comprising heterogeneous microstructures. The CP 
models are classified as a crystal plasticity finite element method 
(CPFEM) or crystal plasticity fast Fourier transform (CPFFT) models 
based on the solvers used to solve the boundary-value problems [18]. 
Both models can capture the detailed complexity of the plastic defor
mation at the mesoscale and provide a better prediction of the realistic 
deformation process, as compared to traditional FEM. Nevertheless, 

CPFFT models are computationally more efficient since they do not need 
to calculate the global stiffness matrix, a requirement in CPFEM models 
[18]. 

Researchers have applied the CP model to predict the mechanical 
and anisotropic characteristics of numerous polycrystalline materials 
including Mg alloy [19], copper [20,21], aluminum [22], and steel [23, 
24]. CPFEM has also been applied to study the mechanical deformation 
under the tensile tests of refractory metals. Lim et al. [25] applied in
tegrated experimental and CPFEM to investigate the deformation of 
columnar tantalum (Ta) oligo-crystals. An interrupted tensile test at 
different strain levels was conducted and surface level strain was 
measured using the high-resolution digital image correlation (DIC) data. 
The simulation result showed good agreement with the experiments. In 
another study, geometrically necessary dislocations and their effect on 
back stress were experimentally and computationally quantified in Ta 
samples. The results indicated that back stress contributed to 25% of the 
overall flow stress in the CPFEM simulation [26]. Wang et al. [27] 
investigated the deformation characteristics of irradiated tungsten (W) 
under uniaxial compression test at elevated service temperatures uti
lizing a mechanism-based CPFEM approach. The model accounted for 
various attributes such as thermal softening and irradiation hardening. 
The precited macroscopic stress-strain results matched closely to the 
experimental results. In a study by Xiao et al. [28], CPFEM was utilized 
to simulate loading curves under nano-indentation for pure W at 
elevated temperatures. Numerous plasticity parameters were also 
calculated including lattice friction and dislocation grain interaction for 
varied temperature ranges (300–600 K). In the study of Ahn et al. [29], 
grain texture and morphology effects on yield anisotropy were investi
gated by employing a grain-shape model combined with CPFEM for 
Zr-2.5 wt% Nb alloy pressure tube. The results indicated that texture had 
more significant effect on anisotropy compared to grain morphology. 

Computational modeling is being used to study the mechanical re
sponses of AM components. In the study of Zhang et al. [17], CPFFT 
simulations were performed to evaluate the impact of Al-phase hard
ening parameters and different microstructural features on the me
chanical properties of additively manufactured AlSi10Mg alloy. CP 
model parameters were calibrated using experimental results from 
in-situ x-ray diffraction. Azhari et al. [30] established the multiscale FFT 
method for the Ti-6Al-4 V, fabricated using the selective laser melting 
process to predict stress-strain curves up to fracture. Crack band theory 
was incorporated with the CP model to accomplish this behavior. In the 
study of Chakrabarty et al. [31], through a combination of experiments 
and CPFEM simulations, the impact of grain morphologies on the tensile 
performance of additively fabricated AlSi10Mg alloy was elucidated. CP 
constitutive parameters were calibrated by developing an interactive 
ABAQUS and MATLAB environment utilizing genetic algorithm code. 
Motaman et al. [32] used physics-based CP constitutive modeling to 
investigate the effect of plastic anisotropy due to the presence of het
erogeneous microstructures in laser powder bed fusion (LPBF) manu
factured HMnS. The study also found that grain morphology and texture 
had equal effect on the stress-strain curve. In Acar et al. [33], columnar 
grains and crystal orientations in AM alloys were incorporated in CPFEM 
simulations. Through Voronoi tessellation, multiple microstructures 
were generated, and the load was applied to mimic the condition of the 
uniaxial tensile test in three different orientations. Flow stress varies 
significantly due to varied loading directions. It is evident that CP 
models can successfully predict the mechanical behavior of AM 
components. 

Existing literature reveals that the CP model has been individually 
applied to study the mechanical behavior of refractory alloys and AM- 
fabricated components. However, the CPFFT method, specifically for 
predicting the stress-strain relationship in refractory NbZr1 alloy fabri
cated by the WAAM process, has not been investigated. Unique micro
structural characteristics observed in WAAM NbZr1 [7], such as large 
columnar grains with strong texture along build direction, are chal
lenging to incorporate in the RVEs. Consequently, this study aims to 
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address these research gaps and overcome technical challenges by pre
senting an integrated experimental and computational approach 
designed to predict the deformation behavior of WAAM NbZr1 alloy to 
comprehend the PSP relationship. CP method has been successfully 
implemented to simulate stress-strain behavior of WAAM NbZr1 alloy 
incorporating distinctive microstructural characteristics. The results of 
the calibration and validation simulation demonstrate good agreement 
with the experimental observations, indicating better reliability of the 
model. 

2. Proposed methodology 

Fig. 1 shows the proposed methodology consisting of three sections: 
experimentation, RVE generation, and CP simulation. The following 
sections briefly explain the overall methodology. 

The experimental part consists of the fabrication of a WAAM NbZr1 
thin wall structure, microstructure characterization, and mechanical 
testing of the fabricated component. NbZr1 thin wall structure is fabri
cated using an in-house developed gas tungsten arc (GTA)-WAAM sys
tem. Microstructure characterization involves obtaining statistical 
information regarding grain morphology and crystallographic texture. 
In this study, the electron backscattered diffraction (EBSD) analysis has 
been performed and the dataset is used to extract information about 
grain size, shape, and crystal orientation. This data is required for the 
virtual microstructure synthesis in the subsequent steps. The tensile test 
has been conducted at room temperature in two orientations: one along 
the build direction for model calibration and another along the depo
sition direction for model validation. Tensile samples with different 
orientations have been selected to reduce bias in the simulation and 
improve the reliability of the model. Digital imaging correlation (DIC) is 
integrated into the tensile test to analyze local stress-strain behavior and 
explore anisotropic characteristics. Section 3 provides a detailed 
description of the procedures outlined above. 

The first step of the simulation process is to synthesize a virtual 

microstructure known as a representative volume element (RVE). It 
should represent the experimental microstructural features from EBSD 
analysis. The RVE is generated using the DREAM.3D software 
(v6.5.171). The software has the capability to directly incorporate 
experimental microstructural features and generate the RVE identical to 
the experimental microstructures. Grain texture and morphology data 
obtained from the EBSD analysis including grain size distribution, Euler 
angles, and aspect ratio data are directly incorporated in the software. 
Initially, a single large RVE is generated to incorporate significant 
number of grains. Smaller RVEs are subsequently extracted from the 
larger one to perform the simulation more efficiently. Virtual micro
structure cropped along the build direction is utilized in calibration 
simulation and those cropped along deposition direction is used for 
validation simulation. The results are visualized using the ParaView 
software (v5.12). The attributes of virtual microstructures are validated 
to ensure that they contain proper repetitiveness of experimental grain 
statistics. This step mainly develops the linkage between experimental 
microstructure and RVE. The overall steps are explained in detail in 
Section 4.1. 

Upon the generation of RVEs, geometry and material configuration 
files are generated using DREAM.3D software. The geometry file mainly 
consists of grid points, physical size of RVE, phases, grain texture and 
morphology. The most important attributes of the material configura
tion file are definition of crystal structure, slip planes, and values of CP 
constitutive parameters. These files can be directly incorporated into the 
FFT-based DAMASK framework to run the simulation. Section 4.2 ex
plains the theoretical background of the phenomenological CP model 
which is utilized in this study. CP simulations are performed in DAM
ASK, which virtually generate stress-strain curves, providing insights 
into the deformation behavior. The software integrates constitutive 
models and enables application of boundary conditions including 
external loading configurations, and constraints on the displacement or 
rotation along certain planes. The loading condition is kept consistent 
with the experimental tensile test. Using a trial-and-error approach, the 

Fig. 1. Proposed methodology for the study.  
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constitutive parameters are calibrated until the predicted stress-strain 
curve matches with the experimental data. A similar approach has 
been implemented in the study of Bulgarevich et al. [34]. Validation of 
the model has been performed, utilizing these calibrated CP parameters 
to predict the stress-strain curve in validation RVE. Post-processing is 
performed afterward which involves analyzing the results of the simu
lation and extracting information about stress-strain curves, texture 
evolution, or deformation mechanisms. Simulated stress-strain curves 
are compared with experiments to represent the accuracy of the model. 
A comprehensive discussion of these procedures is provided in Sections 
4.2–4.4. 

3. Experimental results 

3.1. Data preparation 

3.1.1. Thin wall deposition 
The WAAM system consists of a 6-axis Fanuc ArcMate 120iC robot 

arm with a Fanuc R-J3iB controller, a Miller Dynasty 400 GTA welding 
power source, and a wire feeder as shown in Fig. 2. The wire feeder and 
power source individually adjust the feed speed and welding current, 
respectively. A torch travel speed is modulated by the welding robot. A 
consistent spacing of 5 mm has been maintained between the substrate 
and tungsten electrode tip throughout the deposition process to ensure 
consistency of the voltage. Details of the experimentation have been 
explained in an earlier study [7]. No microstructural defects such as 
cracks or pores were found in the deposited structure. Previous study of 
the author explains in detail the forming quality of WAAM NbZr1 [7].  
Tables 1 and 2 

3.1.2. Sample preparation for microstructure and mechanical property 
analysis 

The material characterization specimens have been cut at the loca
tion, as presented in Fig. 3 using the wire electrical discharge machine 
(EDM). After cutting, the samples are hot-mounted, grounded, and 
polished. The samples are also chemically polished, using a solution of 
96 ml Colloidal Silica + 2 ml Ammonium Hydroxide + 2 ml Hydrogen 
Peroxide. A Helios 5 Hydra Dual Beam scanning electron microscope 
(SEM) integrated with an EDAX EBSD detector has been used to perform 
the material characterization. The data has been collected and initially 
analyzed using the EDAX OIM software, and post-processed using 
MTEX-5.9.0 extension with the MATLAB code. EDM machine has been 
used to generate two tensile test specimens from the deposited wall, one 
with a gauge section along the build direction and the other along the 
deposition direction as shown in Fig. 3. The gauge section of the tensile 
specimen is 11 × 3.175 × 2 mm3. 

At room temperature, the uniaxial tensile test has been conducted, 
using the TestResources 810 E4 Electrodynamic Test Machine with a 
strain rate of 10−3 s−1. A digital image correlation (DIC) setup has been 
incorporated during the tensile test, as exhibited in Fig. 4. A 14.929 ×
14.929 mm2 grid panel of 9 × 9 dots and 1.78 mm pitch size is utilized 
for the calibration process. The subset size has been maintained at 27 ×
27 pixels and the corresponding step size is 7 pixels. The gauge section of 

the tensile specimens has been focused, and images are continuously 
captured during the tensile test until the final rupture. Images are taken 
at a rate of 5 Hz to match the test acquisition rate. The VIC-Snap soft
ware has been utilized to capture the images, and corresponding strain 
calculations are performed in VIC-3D (Correlated Solutions, Inc.) soft
ware [35]. Lagrangian and logarithmic Hencky strains have been 
calculated from the measured displacements. Using a 15-pixel Gaussian 
smoothing decay filter, the spatial and displacement resolutions are 
enhanced for analysis. 

3.2. Microstructure analysis using EBSD 

The EBSD analysis has been performed along two perpendicular 
planes of the specimen. This process allows for the stereological deri
vation of different aspects of 3D grains without the requirement of 3D 
EBSD experiments [18]. Multiple images are taken and merged to 
incorporate more grains in the analysis. BD, DD, and TD in Fig. 5 denote 
the build direction, deposition direction, and thickness direction, 
respectively. On the TD-BD plane, ten images are taken and merged with 
a total scanned area of 8.6 × 5.11 mm2. On the DD-TD plane, the total 
scanned area is 6.5 × 3.66 mm2. Fig. 5 shows the inverse pole figure 
(IPF) map for both regions. In Fig. 5(a), it can be found that columnar 
grains are formed with a major axis parallel to the BD. Layer interfaces 
have also been marked in the figure. The coloring of the IPF maps shows 
that the <001> directions of the columnar grains are aligned along the 
BD. This phenomenon is commonly observed and reported in other 
studies during the WAAM process [7]. Some of the grains have grown 
across multiple layers. Smaller grains could be found at the side of the 
IPF map. The heat transfer at the side of the walls is faster, compared to 
the middle due to higher convection and radiation possible with sur
roundings. This feature promotes finer grains towards the side of the 
wall. Grains along the DD-TD plane are coarse equiaxed in shape, as 
shown in Fig. 5(b). However, some of the equiaxed grains are very large. 

In the case of AM, the pole figure data can provide insights into 
crystal orientation and texture formation throughout the process. To 
have same alignment between the grains of two perpendicular planes, 
rotation matrix has been applied to transform Euler angles of the TD-BD 
plane using MTEX-5.9.0 extension in MATLAB. Grain area fraction has 
been included as weight factor with the Euler angles for generating the 
pole figures. Fig. 6 shows the pole figure images for WAAM NbZr1 
specimens. In both cases, the pronounced cluster of data points at the 
figure center indicates that the <001> crystal directions of the central 
grains are strongly aligned along the BD. The distributed intensity 
observed along the pole figure’s outer edge suggests that some of the 
<001> grain orientations are aligned with DD and TD. These might be 
due to the presence of smaller grains at the side of the microstructure. 
Moreover, they constitute a small area fraction resulting in weaker 
texture. The center is a little bit dislocated which can be attributed to the 
tilt of the grains in relation to the BD as evident in the IPF map in Fig. 5. 
The center in Fig. 6(b) (001) is deviated from the center due to tilt as 
well as rotation of the sample surface during the experiments which 
causes the scanning to be no longer parallel to DD/TD. 

Fig. 7 displays the grain size distribution for the WAAM NbZr1 
specimen. The equivalent circle diameter (ECD), indicative of grain size, 
is equal to the circle diameter which encompasses the respective grain 
area [36]. In the TD-BD plane, the grain size varies significantly. Mini
mum grain size is 18 µm and maximum grain size is 3260 µm. Only two 
larger grains constitute almost 36.4% of the EBSD measurement area. 
Although the number of grains smaller than ECD of 50 µm is high (about 
33%), their area fraction is only 1.3%. To measure the average grain 
size, smaller grains with ECD less than 20 µm are omitted. The average 
grain size has been measured 295 µm for the TD-BD plane. Similar 
characteristics are also observed for the grain morphology from the 
DD-TD plane. Moreover, compared to the TD-BD plane, the variation in 
grain size is smaller. Mean grain size measures 251 µm. The log-normal 
distribution is used to characterize the grain size distribution. The Fig. 2. Schematic diagram depicting the GTA-WAAM configuration [7].  
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log-normal parameter μ andσ values for the TD-BD plane are 4.84 and 
1.31, respectively. In the DD-TD plane, the μ and σ values are 4.78 and 
1.13, respectively. 

3.3. Mechanical property investigation 

Engineering stress-strain curves of the tensile tested specimens are 
depicted in Fig. 8. Table 3 provides a summary of the tensile test results. 
The 0.2% offset initial yield strength (YS) and ultimate tensile strength 
(UTS) for the DD specimen are 358 MPa and 410 MPa, respectively. In 
BD specimens, YS and UTS have been measured to be 327 MPa and 
418 MPa, respectively. YS is higher in DD specimens whereas UTS is 
higher in BD specimens. However, the difference is not significant. This 
trend might be due to plastic anisotropy, which is prevalent in the 
WAAM structure [37]. This feature could be explained with a true 
instantaneous strain-hardening exponent, ni, which has been calculated, 
using the following equation: 

ni =
ln σ
ln ε (1)  

where σ and ε are the true stress-strain. It is shown in Fig. 8(b), ni is 
larger for the BD specimens, which contributes to the higher UTS. 
Similar findings have been also described in the study of Kindermann 
et al. [37]. The uniform elongation limits for DD and BD specimens are 
19.4% and 17.3%, respectively. The corresponding total elongations are 
37.5% and 27.1%. Higher elongation indicates that both samples 
showed good ductility during the test. Nevertheless, DD specimens 
showed better ductility compared to BD. BD specimen consists of a 
multiple-layer interface and interlayer region [7]. Due to the segrega
tion of elements in these regions, the mechanical strength varies within 
the tensile sample. It can cause strain concentration, premature failure, 
and reduced ductility. In contrast, in horizontal specimens, layer dif
ferences uniformly influence the entire specimen length, without 
distinct sections of varying strength [38]. Similar results have been re
ported in other studies [38,39]. The true UTS values for the DD and BD 
specimens at corresponding uniform elongations of 19.4% and 17.3% 
are 486 MPa and 496 MPa, respectively. Young’s modulus has been 
measured to be 102 GPa and 117 GPa for the DD and BD specimens, 
respectively, revealing significant anisotropy in elastic stiffness 
contributed to the alignment of <001> crystal orientations along the 
BD. Young’s modulus also has been calculated using the Euler angles. 
The corresponding values are 107 GPa and 113 GPa in the DD and BD. 

4. Crystal plasticity simulation results 

4.1. Representative Volume Element (RVE) generation 

First step of the CP simulation is RVE generation. It is one of the most 
important aspects of the CP simulation. The RVE should contain all the 
necessary information to be representative of the original 

Table 1 
NbZr1 wire composition (wt%) utilized during experiments [7].  

Alloying Elements Nb Zr Ta O W Mo Hf C N Fe Al Si Ni 

Composition (wt%) Bal. 0.8–1.2  0.05  0.025  0.05  0.05  0.02  0.01  0.01  0.01  0.005  0.005  0.005  

Table 2 
Different parameters for the fabrication of WAAM NbZr1 thin wall [25].  

Deposition 
Condition 

Travel 
Speed 
(mm/ 
min) 

Current 
(A) 

Wire feed 
speed (mm/ 
min) 

Energy 
density 
(J/ mm3) 

Heat input 
(J/mm)  

1  200  200 1500  153  900  

Fig. 3. Deposited NbZr1 thin wall and location of uniaxial tensile tests and 
microstructure characterization specimens. 

Fig. 4. Experiment setup for tensile test with DIC for WAAM NbZr1.  

Fig. 5. Inverse pole figure map showing the grains of WAAM NbZr1 deposit: (a) 
TD-BD plane and (b) DD-TD plane. 
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microstructure. Based on the grain morphology and the texture data 
characterized from the EBSD analysis in Section 3.2, a 3D RVE has been 
generated, using the DREAM.3D software [17]. The pipeline used in 
generating the RVE is shown in the Appendix. The statistical micro
structure information obtained from the EBSD analysis is assigned in the 
‘StatsGenerator’ filter in DREAM.3D using the single-phase BCC crystal 
structure. Details of each filter can be found in the software database. 

The DREAM.3D software generates synthetic 3D microstructures by 
modeling grains as ellipsoids. It is required to estimate the three axes of 
the ellipsoidal grains by utilizing grain size distribution from EBSD 
analysis. ECD, which is measured utilizing EBSD in the TD-BD plane is 
considered as the principal axis (largest) of the ellipsoid as shown in  
Fig. 9. ECD measured from the EBSD data in the DD-TD plane is the 
equivalent axis of the ellipsoid in the normal direction. The other axis is 
calculated using the experimental grain aspect ratio data. Fig. 9 presents 

the schematic diagram showing an ellipsoid and its principal axes as well 
as two corresponding EBSD planes. After deriving all three axes of in
dividual grain, ellipsoidal volume is calculated and consequently, 
equivalent sphere diameter (ESD) is derived for individual grain. ESD is 
equivalent to the ellipsoidal grain size. ESD value is directly incorpo
rated in the ‘StatsGenerator’ filter of DREAM.3D software. The Euler 
angles obtained from EBSD analysis along two orthogonal planes are 
directly integrated into the ’StatsGenerator’ filter to assign crystal 
orientation to the grains. In addition, the area fraction of each grain is 
incorporated as a weight factor within the Euler angle file to incorporate 
the effect of grain size on the texture. The average grain aspect ratio 
acquired from both the TD-BD and DD-TD planes is directly imple
mented in the software as shown in Fig. 9. 

From the experimental data, it has been found that grains parallel to 
the BD are very coarse spanning multiple layers. It is very difficult to 

Fig. 6. Pole figure showing the crystal orientation of WAAM NbZr1 deposit: (a) TD-BD plane and (b) DD-TD plane.  

Fig. 7. Grain Size distribution map for WAAM NbZr1 specimen: (a) TD-BD plane and (b) DD-TD plane.  
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incorporate a significant number of grains in the RVE if the size is small. 
On the contrary, larger RVE is computationally inefficient to run the 
simulation. To encounter this trend, one larger RVE is generated, using 
the DREAM.3D software to incorporate all the microstructural features.  
Fig. 10 shows the generated RVE. It consists of 128 × 128 × 128 voxels 
with a resolution of 200 × 150 × 100 along the x, y, and z directions. The 
specified voxel size is 1 × 1 × 1 μm3. The total dimension of the big RVE 
is 25.6 × 19.2 × 12.8 mm3, which contains more than 80,000 grains. 

From the large RVE, smaller microstructures parallel to BD and DD, 

characterized as calibration and validation RVEs are cropped to run the 
simulation. Fig. 11 shows the generated calibration and validation RVE. 
This step is to evaluate the effect of relatively large grains located inside 
the gauge volume of tensile samples on the overall mechanical behavior. 
The crop RVE consists of 55 × 20 × 20 voxels with a resolution of 200 ×
150 × 100 along the x, y, and z directions. The specified voxel size is the 
same as the big RVE. The cropped RVE size is 11 × 3 × 2 mm3, close to 
the dimension of the actual tensile specimen gauge volume and contains 
more than 1000 grains in each condition. It is evident from the 
morphology and texture of the calibration RVE that elongated grains are 
formed parallel to the BD, which resembles the experimental 
microstructure. 

In Fig. 12, the attributes of 3D RVE generated with DREAM.3D are 
compared with experimental microstructure to validate their statistical 
equivalence and accuracy. Fig. 12 shows the comparison of the grain 
morphology and texture between the simulated RVEs and the merged 
experimental grain information from the TD-BD and DD-TD planes. The 
pole and inverse pole figures match closely with data from the experi
ments, as presented in Fig. 12(a) and (b). In both instances, the major 
texture is parallel to the BD. To compare the grain morphology, both the 

Fig. 8. (a) Engineering stress-strain curves and (b) corresponding instantaneous strain hardening exponents for WAAM NbZr1 tensile specimens.  

Table 3 
Tensile test data summary for the WAAM NbZr1 specimen.  

Orientation YS 
(MPa) 

UTS 
(MPa) 

Uniform 
Elongation 
(%) 

Total 
Elongation 
(%) 

Young’s 
Modulus 
(GPa) 

Deposition 
direction  

358  410  19.4  37.5  102 

Build 
direction  

327  418  17.3  27.1  117  

Fig. 9. Schematic diagram showing ellipsoid and two EBSD planes.  
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aspect ratio and grain size distributions have been considered. The 
aspect ratio is fitted with the beta distribution function, and the log- 
normal distribution function has been used to fit the grain 
morphology. The average grain ESD calculated from experiments is 
281 µm. The calculated ESD for the RVE is 292 µm, as shown in Fig. 12 
(c). The mean aspect ratios along the BD and DD are 0.35 and 0.41, 
respectively, for the experimental data. For the simulated RVE, these 
values are 0.35 and 0.46, respectively, as shown in Fig. 12(d). Overall, 
the grain statistics of the simulated 3D virtual microstructure and 
experimental data are well aligned when compared. It can be concluded 
that the simulated RVE captures all the necessary microstructural in
formation required to be considered a representative RVE. In the liter
ature, it has been explained that [40], if the RVE size is 50 times more 
than the average grain size, the differences in predicted properties will 
be less than 1%. In our case, the cropped RVEs are approximately 40 
times the average grain size, indicating that RVE is size representative 
enough to provide good accuracy and repeatability. 

4.2. Crystal plasticity framework 

After generating the RVE, the next step is to perform the simulation. 

The DAMASK spectral solver [41] has been utilized in this study to 
perform CP simulations. The FFT is an efficient method for solving the 
CP boundary value problem, especially with large RVEs that contain 
complex microstructural features [41]. Furthermore, the linking of 
DREAM.3D with DAMASK can be performed by introducing the filter, 
‘Export DAMASK Files,’ in the RVE generation pipeline. This filter en
ables direct export of the resulting RVE to a geometry file that can be 
processed by FFT applications. The CP model utilized in this study is an 
adaptation of the modified phenomenological model outlined for BCC 
crystals [42] within the DAMASK framework [43]. According to the 
model, plastic deformation is assumed to occur on a slip system when 
the resolved shear stress surpasses a critical threshold [42,43]. 

Given the assumption that plastic deformation occurs due to the 
dislocation slip, the plastic velocity-gradient tensor, Lp, is given by, 

Lp =
∑24

α=1
γ̇αbα ⊗ nα 

Here, bα and nα refer to unit vectors that characterize the slip di
rection and the normal direction to the slip plane within the α-th slip 
system, respectively. γ̇α denotes the slip rate of the slip system. The ki
netic law governing the activation of each slip system is described as 
follows: 

γ̇α = γ̇0

⃒
⃒
⃒
⃒
τα

Sα

⃒
⃒
⃒
⃒

n

sgn (τα)

where, γ̇0 is the reference slip rate, and n is the stress exponent. The 
resolved shear stress, τα = σ⋅(bα ⊗ nα +nα ⊗ bα)/2, is obtained by the 
stress, σ, while Sα is the critical resolved shear stress. 

Slip resistance, Sα, on 12 {011} <111> and 12 {211} <111> slip 
systems are indexed by α = 1, 2, …24. These slip resistances increase 
with the applied γ̇α up to Sα

∞ as described by the following relationship: 

Ṡα
=

∑24

α=1
h0

(
1 − Sα/

Sα
∞

)ahαβγ̇α,

where h0, a, and S∞ are hardening parameters. hαβ denotes the diagonal 
and off-diagonal components of the interaction matrix. 

4.3. CPFFT model calibration 

The CP model has been calibrated by matching the simulated stress- 
strain data with the BD tensile test specimen. The major axis for the 
calibration RVE is along the x-direction, which is parallel to the BD. The 
current work incorporated mixed boundary conditions uniaxially along 
the RVE’s x-direction. It is ensured that the out-of-plane surfaces in all 
geometries remain free of stress, and a strain rate of 1 × 10−3 s−1 has 
been maintained to precisely mimic the conditions of tensile 
experiments. 

Ḟij =

⎡

⎣
&1&&0&&0
&0& ∗ &&0
&0&&0&&∗

⎤

⎦ × 10−3⋅s−1  

Pij =

⎡

⎣
& ∗ && ∗ &&∗

& ∗ &&0&&∗

& ∗ && ∗ &&0

⎤

⎦Pa  

where, Ḟij is the deformation gradient rate, and Pij is the first Piola- 
Kirchhoff stress tensor. Components marked with an asterisk (*) are 
assigned complementary conditions. 

The focus of the calibration model is to match the simulated curve 
exactly with the experimental curve by optimizing different constitutive 
parameters. The elastic constants used in the simulation are C11, C12, 
and C44 with the value of 228 GPa, 124 GPa, and 27 GPa, respectively 
[44,45]. The shear-strain rate and stress exponent, n, do not significantly 
affect the plastic region of the stress-strain curve. The exponent, n, has 

Fig. 10. Generated 3D RVE for WAAM NbZr1 using DREAM.3D.  

Fig. 11. Cropped RVE from Generated 3D RVE of WAAM NbZr1: (a) calibration 
RVE and (b) validation RVE. 
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no physical meaning and is usually used as a numerical variable to 
approximate the Schmidt law. The value of these parameters is kept 
constant during the simulation and has been collected from the litera
ture as 1 × 10−3 s−1 and 20 [43]. hαβ denotes the interaction-hardening 
parameters. The components of hαβ are distinguished into diagonal (α 
= β) and off-diagonal (α ∕= β), representing self and latent hardening, 
respectively. For self-hardening, the value has been used as 1.0 and for 
latent hardening as 1.4 [46]. The constant CP parameters throughout the 
simulation are outlined in Table 4. 

An iterative approach has been implemented to calibrate the model, 
adjusting its parameters until the simulation result precisely matches the 
experimental data. For calibration of the plastic region, true stress-strain 
data has been employed. The four iteratively varied parameters are 
initial slip resistance, S0, saturation slip resistance S∞, slip hardening 
parameter, h0, and curve-fitting parameter, a. Among them, the 

parameter, a, is utilized to indirectly account for the effect of in
teractions between slip systems. The influence of various CP parameters 
on the stress-strain curve has been included in the Appendix. The cali
brated constitutive parameters are summarized in Table 5. 

Fig. 13 compares the predicted result from the calibrated CPFFT 
model with the experimental result. The simulation was performed up to 
a 0.173 true strain. It can be found that the calibrated CP-model curves 
and experimental curves match closely with each other. The YS and true 
UTS for the calibrated model are 330 MPa and 492 MPa, respectively. 
The difference values with the experiment are 0.91% and 0.67%, 
measured using Eq. (2). As the difference is lower than 1.0%, it can be 
concluded that the CP constitutive parameters have been calibrated 
successfully. 

Difference(%) =

⃒
⃒
⃒
⃒
pModel − pExperiment

pExperiment

⃒
⃒
⃒
⃒ × 100 (2) 

Fig. 12. Comparison of grain morphology and texture between experimental EBSD data and simulated RVE: (a) pole figure, (b) inverse pole figure, (c) grain size 
distribution, and (d) aspect ratio in WAAM NbZr1. 

Table 4 
Constant CP parameters for the simulation.  

Symbol Attributes Unit 

C11 228 GPa 
C12 124 GPa 
C44 27 GPa 
γ̇0 1×10−3 s−1 

hαβ 1.0, 1.4 - 
n 20 -  

Table 5 
Calibrated phenomenological constitutive model parameters for the simulation.  

Parameter Definition Symbol Attributes Unit 

Initial slip resistance on {011} <111> S0  166 MPa 
Saturation slip resistance on {011} <111> S∞  379 MPa 
Initial slip resistance on {211} <111> S0  167 MPa 
Saturation slip resistance on {211} <111> S∞  389 MPa 
Slip hardening parameter h0  1100 MPa 
Curve fitting parameter a  2.0 -  
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4.4. Model validation 

For the model validation, RVE along the DD, which has not been 
utilized for the calibration, is considered, and the load is applied along 
the y-direction, which mimics the experimental tensile test condition 
along the DD. The loading condition is described as follows: 

Ḟij =

⎡

⎣
& ∗ &&0&&0

&0&1&&0
&0&&0&&∗

⎤

⎦ × 10−3⋅s−1  

Pij =

⎡

⎣
&0&& ∗ &&∗

& ∗ && ∗ &&∗

& ∗ && ∗ &&0

⎤

⎦Pa 

The simulation is performed up to 19.4% of the true strain. The 
calibrated parameters summarized in Table 5 have been used for the 
validation simulation. The simulated validation curve matches closely to 

the experimental one, as shown in Fig. 14. YS and UTS for the validation 
simulation are 349 MPa and 495 MPa respectively. To evaluate the 
model precision more comprehensively, YS and UTS are derived from 
the stress-strain curves and then compared using Eq. (2). The difference 
in YS is 2.51% and UTS is 1.81% respectively. Table 6 summarizes the 
difference between calibration and validation simulation results with 
the experimental ones. 

5. Discussion 

The CP parameters have been calibrated by running the simulation 
using cropped RVE along the BD. The microstructure and boundary 
conditions are different for the validation simulation in which RVE is 
cropped along the DD. Since different RVE and loading conditions pro
vide a close match between the experimental and predicted curves, it 
can be concluded that the CP model is validated [30]. In this study, the 
difference in YS and UTS is 2.51% and 1.81% respectively, indicating 
high accuracy. Similar accuracy has also been reported in other studies. 
In the study of Park et al. [22], it has been found that the average error 
percentage is 2.25% for normalized yield stress. Azhari et al. [30] found 
that the maximum error between the experimental stress-strain curve 
and that obtained from the CP-FE simulation is around 2% in most re
gions of the stress-strain curve in their study. They concluded that 
incorporating appropriate microstructural characteristics into the RVE 
from experimental data leads to improved accuracy of the model. Fig. 12 
shows that experimental and simulated RVE characteristics match 
closely which has contributed to higher accuracy in this model. 

From Fig. 8, which illustrates the average stress-strain behavior, YS 
along the BD is lower, compared to the DD. Whereas UTS is higher in the 
DD relative to the BD. It represents evidence of anisotropy in the 
deposited structure, which is similar to the findings of the previous study 
[7]. The use of a single physical strain gauge cannot provide accurate 
results if heterogeneity is present in the microstructure. In addition, the 

Fig. 13. Comparison between the optimized calibration simulation and 
experimental tensile results along the BD. 

Fig. 14. (a) Comparison between the validation simulation and experimental tensile results along the DD, (b) differences in YS and UTS for the calibration and 
validation simulation. 

Table 6 
The difference between model prediction and experimental results.  

RVE YS (%) UTS (%) 

Calibration  0.91  0.67 
Validation  2.51  1.81  
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global strain of the stress-strain curve is the average of the entire gauge 
section, making it impossible to interpret the location-specific defor
mation behavior. Therefore, the DIC analysis has been performed in this 
study to analyze local deformation behavior because of their unique 
microstructure, compared to traditional materials [47]. Fig. 15 describes 
the DIC analysis results for WAAM NbZr1 specimens. A scale bar is 
shown in each figure to identify a local strain distribution. Fig. 15(a) 
shows the analysis of the BD specimen. The leftmost figure presents the 
region of analysis before the application of an external load. Different 
locations in the stress-stain curves identified in Fig. 8 have been denoted 
as P1-P5 based on the increasing strain values. In the elastic region, the 
strain field is uniform, although little strain is found due to the bucking 
of the sample. This trend may be due to the residual stress in the sam
ples. As the applied load increases, the sample starts to deform plasti
cally, as shown in P2. With further elongation, local stress concentration 
occurs at the top of the sample. With the increase in load, necking oc
curs, and the load-bearing capacity starts to decrease. When the local 

strain reaches a maximum value, the sample fails. The strain evolution of 
the BD specimen is similar to conventional materials. Fig. 15(b) shows 
the analysis for the DD specimen. In the elastic region, the strain dis
tribution is uniform. With the increase of the applied load, strain 
localization occurs at the middle region of the specimen. As the strain 
increases, strain localization shifts to the bottom of the specimen. 
Necking also occurs at that location, and the specimen fails accordingly. 
The result indicates the presence of heterogeneity due to the relatively 
large size of central grains, compared to the dimensions of the tensile 
specimen, as exhibited in Fig. 5. 

The simulated stress-strain curves in the calibration and validation 
cases match very closely with the experimental ones. In the calibration 
simulation, the difference in YS and UTS is within 1.0%. In full-field 
simulations, the global stress-strain is the average response of material 
behavior and does not provide information regarding the local stress- 
strain concentration. In the WAAM case, as explained in the DIC anal
ysis local stress-strain might be different while having the same global 

Fig. 15. Strain evolution during the tensile test of WAAM NbZr1 deposit: (a) BD specimen and (b) DD specimen.  
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deformation. To analyze these results computationally, three different 
RVEs are cropped from the larger one to study the global and local stress- 
stain behavior. The principal axis of the grains is parallel to the BD. 
Simulation results are summarized in Fig. 16. The global deformation 
behavior shown in Fig. 16(a) indicates that the stress-strain curves 
match very closely with each other. Visually from the local stress-strain 
distribution in Fig. 16(b) and (c), the von Mises stress-strain looks 
different. The location of stress concentration varies with respect to 
different RVEs. Although the same scale has been used to show the stress 
variation within the RVEs, it is difficult to visually differentiate between 
the results. To statistically compare the results, the probability density 
function (PDF) has been calculated and shown in Fig. 16(d) up to a strain 
of 35%. The result reveals that there has been a clear difference in the 
local stress-strain behavior among the RVEs, indicating anisotropy. 

To study the RVE size sensitivity on the simulation results, three 
different RVEs are generated, using the DREAM.3D software having 
dimensions of 32 × 32 × 32, 64 × 64 × 64, and 128 × 128 × 128 with a 
resolution of 10 × 10 × 10 along the three directions, following the 
procure explained in Section 5.2. The calibrated CP parameters sum
marized in Table 5 have been used for the simulation. Load is applied 
parallel to columnar grains, similar to the BD condition up to a strain of 
20%. Uniaxial tension simulation results are summarized in Fig. 17. It 
can be found that stress-strain curves match closely in each of the 
simulation cases. There has been an exceedingly small variation in the 
UTS with a difference of values of less than 1.0%, which is negligible. It 
can be concluded that, if the grain statistics remain the same, the RVE 
size does not considerably affect the stress-strain behavior. 

6. Conclusions 

This paper provides a methodology for generating RVE and pre
dicting mechanical properties for wire-arc additively manufactured 
NbZr1 components. Full-filed CPFFT simulations on the DAMASK plat
form have been performed to predict the stress-strain property as well as 
global and local deformation behavior. 

• The EBSD analysis from two perpendicular planes has been incor
porated in generating the RVEs to consider the effect of grain size and 
crystal orientation. The statistical microstructure characteristics 
obtained from the simulated RVEs match closely with the experi
mental measurements. 

• The model calibration has been performed by adjusting the CP pa
rameters to match the simulated stress-strain curves in the BD with 
the experimental data using trial and error methods. Variation in YS 
and UTS of less than 1.0% indicates a good match between the 
predicted and experimental curves.  

• The calibrated CP parameters have been utilized for the validation of 
uniaxial tension simulations in the DD. The validation result shows 
good agreement with the experimental data having a difference of YS 
and UTS within 2.51% and 1.81% respectively.  

• The presence of anisotropy in the microstructure, as evidenced by the 
DIC analysis and CPFFT simulation, highlights the complex nature of 
material behavior at the microstructural level. Understanding and 
characterizing this anisotropic behavior is crucial for predicting and 
optimizing the mechanical properties of materials in various engi
neering applications. 

Fig. 16. (a) stress-strain curves, (b) strain distribution, (c) von Mises stress distribution (Pa), and (d) PDF for stress analysis for three different RVEs.  
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Although the result indicates good agreement, still there are some 
mismatches between the experimental and simulation results. This trend 
might be due to the inability of the CPFFT model developed in this study 
to account for the distribution of residual stresses arising from uneven 
thermal strain in the WAAM process. Unlike the surface of actual spec
imens that distorts depending on the grain morphology during uniaxial 
tension tests, the use of periodic boundary conditions in the CPFFT 
model forces to maintain a smooth and parallel surface, potentially 
influencing the strain-localization behavior. For a more accurate rep
resentation of the microstructure characteristics, detailed sub-grain 
scale features, such as the dendritic structure formation and sub-grain 
boundaries, need to be incorporated into the RVE. However, these are 
out of the scope of the present study. The authors plan to expand this 
study and implement these concerns in future research. The approach 
explained in the study, which combines computational and experi
mental methods, can be utilized for other refractory alloys to predict 
mechanical properties, and advance the fundamental understanding of 
the PSP relationship. 
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Appendix 

Figure A1 shows the pipeline used in the DREAM.3D software for the generation of RVEs. 

Fig. 17. RVE size sensitivity analysis for WAAM NbZr1.  
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Figure A1. DREAM.3D pipeline for generating the RVE.  

The parameter sensitivity analysis is performed to identify the impact of each parameter on the overall tensile stress-strain curve. The result is 
summarized in Figure A2. Figure A2(a) shows the effect on the initial slip resistance. S0 has a direct effect on yield strength. With the increase of S0, 
yield strength increases. The effect of S∞ has been summarized in Figure A2(b). With the increase of S∞, the yield strength increases a little while the 
strain hardening increases significantly with the increase of UTS. The macro-strain hardening rate also depends on the slip hardening parameter, h0. 
Although the yield strength remains the same, with the increase of h0, strain hardening increases. Figure A2(d) shows that the strain hardening rate 
decreases with the increase of a value. 
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Figure A2. Effect of calibration parameter on the overall stress-strain behavior.  
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