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ABSTRACT

Computational approaches to detect the online risks that the youth

encounter have presented promising potentials to protect them on-

line. However, a major identified trend among these approaches is

the lack of human-centered machine learning (HCML) aspect. It is

necessary to move beyond the computational lens of the detection

task to address the societal needs of such a vulnerable population.

Therefore, I direct my attention in this dissertation to better under-

stand youths’ risk experiences prior to enhancing the development

of risk detection algorithms by 1) Examining youths’ (ages 13–17)

public disclosures about sexual experiences and contextualizing

these experiences based on the levels of consent (i.e., consensual,

non-consensual, sexual abuse) and relationship types (i.e., stranger,

dating/friend, family), 2) Moving beyond the sexual experiences

to examine a broader array of risks within the private conversa-

tions of youth (N = 173) between 13 and 21 and contextualizing the

dynamics of youth online and offline risks and the self-reports of

risk experiences to the digital trace data, and 3) Building real-time

machine learning models for risk detection by creating a contex-

tualized framework. This dissertation provides a human-centered

approach for improving automated real-time risk predictions that

are derived from a contextualized understanding of the nuances

relative to youths’ risk experiences.
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1 INTRODUCTION

Most youths’ social and developmental growth has been mediated

through social media extensive usage [2].While themediated access

to such platforms enables them to experience important learning

and communication skills, it also exposes them to a broader array

of risks than before [30]. Recently, Artificial Intelligence (AI)-based

risk detection models have been presented as a potential solution

to mitigate the online risks that youth encounter such as sexual

risks, cyberbullying, and self-harm [4, 18, 28]. Such detection ap-

proaches should be harnessed to translate youths’ behaviors, and
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societal and psychological needs into practical solutions. This will

ensure digital equity, especially for socio-economically disadvan-

taged youth [39]. Therefore, a sub-field of Computer Science called

“Human-CenteredMachine Learning” (HCML) has emerged to lever-

age human knowledge into the computing automatic approaches to

address societal needs and enhance the practicality and applicability

of these approaches [24].

Upon reviewing the current machine learning risk detection

approaches incorporating the human-centered lens, multiple gaps

have been identified. Most of these detection models: 1) are built

using public datasets that are not ecologically valid (i.e., not repre-

sentative of youths’ language) [40], 2) lack youths’ risk perspectives

when identifying ground truth annotations [27], and more impor-

tantly, 3) lack the comprehensive understanding of the societal

and psychological context of risks to identify patterns of risks that

could be used to prevent any occurrence of victimization before

or when it happens [40]. Human-centered real-time risk detection

is crucial for youth to be able to provide them with in-time treat-

ment resources, support, and interventions in effective ways [1].

Therefore, in my dissertation, HCML will be applied primarily by

deeply understanding the prevalent risks that youth encounter as

well as the dynamics of these risks across contexts (e.g., online and

offline), and then identifying an appropriate algorithmic contex-

tual framework to advance real-time risk detection models. This

process incorporates youths’ societal, psychological, temporal, and

linguistic-driven features that are indicative of risks. The follow-

ing are associated research questions that will be examined in this

dissertation:

• RQ1: What insights can we gain regarding the online risk

experiences of youth through their disclosures of sexual risk

experiences when seeking peer-support online?

• RQ2: How does creating profiles of youth based on their self-

reported online and offline risk behaviors inform their lived

risk experiences on social media??

• RQ3: Can the insights gained from the prior two studies be

built upon to create algorithms that accurately detect the most

common risks youth encounter online in real-time?

To address these research questions, this dissertation conducted

three studies that leveraged a mixed-methods approach: statisti-

cal analysis, qualitative analysis, and machine learning algorithms

(topic modeling, sentiment analysis, and Natural Language Process-

ing (NLP)). The first study addressed RQ1 and was published at the

ACM Conference On Computer-Supported Cooperative Work And

Social Computing (CSCW 2022) [6]. The second study addressed

RQ2 and was rejected from the Conference on Human Factors in

Computing Systems (CHI 2023) for not citing enough papers to

frame the paper clearly, which was something missing due to the
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word count limit; therefore, I planned to work with my advisor Dr.

Pamela Wisnwiski to revise and resubmit it to CSCW (January 15).

I also planned to work on study 3 to address RQ3 during 2023.

This year (Fall 2022 and Spring 2023) is my fourth year in the

Ph.D. program of Computer Science at Vanderbilt and the plan is

to graduate by the end of Spring 2024. The long-term goal of this

dissertation is to incorporate the trained risk detection algorithms

into a web-based dashboard for youths’ evaluations. This dashboard

leverages human-in-the-loop approach to enhance the accuracy of

these models based on youth feedback on the predictions. Although

this dashboard will not be part of my dissertation, I already built

the web-system and published a demonstration about it in CSCW

2022 [5]. The three studies will be presented below in further detail.

2 FIRST STUDY (RQ1): FROM ‘FRIENDS WITH
BENEFITS’ TO ‘SEXTORTION:’ A NUANCED
INVESTIGATION OF ADOLESCENTS’
ONLINE SEXUAL RISK EXPERIENCES

In prior research, the online sexual risk experiences of youth have

mainly been studied in direct relation to risky sexual behaviors and

coercion [9, 26, 47]. In fact, a significant line of research suggests

that youth online sexual experiences can entail the most harmful

outcomes including mental health, teen pregnancy, sexually trans-

mitted diseases, and drug and alcohol misuse [9, 16, 44]. This gen-

eralized view of youths’ online sexual experiences may impede risk

interventions and prevention plans. For example, machine learning

algorithms to detect youths’ online sexual experiences could cause

unintentional harm if these models were not contextualized [19].

Prior research has found that youths’ online sexual experiences can

be significantly vary based on the consensus state of the interaction

(i.e., consensual or non-consensual) [45] and on the relationship

types between the youth and the other person involved (e.g., inti-

mate partners or strangers) [14]. Therefore, the focus of this study

is to examine the role of the context on youths’ online sexual expe-

riences to inform nuanced insights into the multifaceted nature of

these experiences.

2.1 Methods

In this study [6], a licensed dataset of public disclosures (𝑁 =
45, 955) made by adolescents (ages 13–17) on an online peer support

platform was used to examine their online sexual risk experiences.

Deep learning classifiers were trained to identify disclosures (man-

ually labeled) (𝑁 = 8, 271) for online sexual risk experiences, and

then these classifiers were contextualized to identify the levels of

consent (i.e., consensual, non-consensual, sexual abuse) and rela-

tionship types (i.e., stranger, dating/friend, family). Convolutional

Neural Network (CNN) performed the best for the three tasks, with

an average accuracy of (𝐴𝑈𝐶 = 0.90). The CNN was then used to

machine label the whole dataset, which resulted in identifying a

total of (𝑁 = 25, 808) posts containing online sexual risk disclosures.
Between-group analysis 𝜒2 was used to identify statistically sig-

nificant differences in the proportions of the disclosures based on

the levels of consent and relationship types. Then, topic modeling

was applied to the disclosures divided by the two contexts (i.e.,

consent and relationship types). The study used the Dirichlet Mix-

ture Model (DMM), which is specifically designed for overcoming

the sparse and high-dimensional problem of clustering short texts

[49]. The topic modeling results were packed by content analysis

[21] to further unpack the nuances in how these online sexual risk

experiences were contextualized.

2.2 Results

Youths’ disclosures of sexual experiences were significantly differ-

ent based on the levels of consent and relationship types. Youthwere

more likely to engage in consensual sexting with friends/dating

partners; unwanted solicitations were more likely from strangers,

and sexual abuse was more likely when a family member was in-

volved. Youth found to be consented participants within their online

sexual experiences with their friends and dating partners, which

implies a narrative shift in youth sexual education and interven-

tion efforts to consider these interactions as normative with safety

in mind. Another key finding of this study was that while youth

explicitly consented to the sexual interactions with strangers, the

emergent topics and the content analysis showed that mental illness

indicators (e.g., depression, low self-esteem, self-harming behaviors,

suicidal ideation) undercut these experiences. This finding uncov-

ered a hidden complexity behind youth online sexual experiences

that shed light on the importance of studying these experiences in

tandem with other risks such as mental illness. Therefore, a broader

lens of risks was adopted in my second study to incorporate mental

health indicators and other offline risk behaviors to comprehen-

sively understand modern-day youth online experiences.

3 SECOND STUDY (RQ2): PROFILING THE
OFFLINE AND ONLINE RISK EXPERIENCES
OF YOUTH TO DEVELOP TARGETED
INTERVENTIONS FOR ONLINE SAFETY

Prior scholars have studied a wide array of youths’ online and

offline risk behaviors, ranging from online sexual predation to self-

harm [38]. A line of research has previously investigated the impact

of social media usage on youths’ risk behaviors [12, 13] and mental

health [25, 31]. However, many of these works have focused mainly

on the impact of youths’ exposure to risky content on such plat-

forms or focused on specific risk types without providing a holistic

understanding of how different risk experiences may influence one

another across online and offline contexts [3, 10, 15, 23, 35]. In ad-

dition, a plethora of prior works on youth online safety has mainly

relied on the self-reports of youth to examine their risk experiences,

which has been presented as a limitation in this literature due to the

possibility of recall bias [35, 43]. Therefore, in study two, the focus

is to improve our understanding of youths’ online risk experiences

across online and offline contexts by aligning their self-reports with

explicit risk flagging, the evidence of which can help provide youth

more agency for their online/offline safety.

3.1 Methods

Under an NSF-funded project, a study was conducted called Insta-

gram Data Donation (IGDD) [37], which was published as a case

study at CHI 2022. This user study was conducted to first collect

self-reports of youth (ages 13-21) using pre-validated psychological

constructs to measure the frequency in which youth reported Risky
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Behavior Questionnaire [8], Inventory of Statements About Self-

harm [29], Cyber-Aggression Victimization [42], Cyber-Aggression

Perpetration [42], Unwanted Sexual Solicitations and Approaches

[33], and Youth Produced Sexual Images (Sexting) [33]. Then, the

participants were asked to upload their social media (Instagram)

data to self-assess the risks in their private conversations based

on risk types including harassment, sexual messages or solicita-

tions/nudity, hate speech/threat of violence, sale or promotion of

illegal activities, digital self-injury, or spam. These were derived

from Instagram reporting feature risk categories 1. The participants

were also asked to assess the severity levels of the risks (i.e., high,

medium, and low), which were adopted based on prior literature

[46]. Instagram was found to be one of the most popular and used

platforms by the youth, therefore, it was the selected platform

for this study [7]. In addition, the most prevalent risks that youth

encounter online was found to occur within private spaces [32];

therefore, in this study, the study was conducted to collect youths’

private Instagram conversations.

During the second study, 173 youth participants were able to

successfully complete both parts of the study. Demographically,

two thirds of participants were females (67%), (23%) were males,

and (10%) were non-binary. The participants were between the ages

of 13 and 21 (avg.= 17 yrs, Std.=2.15). For this study, profiles of

youth (𝑁 = 173) were created based on their self-reported online

and offline risk experiences using Mixture Factor Analysis (MFA)

[34]. Then, between-group analysis (𝜒2) was conducted to identify

significant differences between the youth risk profiles based on

their flagged risk types and levels. The linguistic differences in the

profiles’ unsafe conversations were identified using Sparse Additive

Generative Model (SAGE) [17] followed by content analysis, which

was used to further unpack the resulted keywords from SAGE [21].

Figure 1: Youth risk profiles (N=173).

3.2 Results

Five unique profiles of youth were identified: 1) Low Risks (51%

of the participants), 2) Medium Risks (29%), 3) Increased Sexting

(8%), 4) Increased Self-Harm (8%), and 5) High-Risk Perpetration

(4%), as shown in Figure 1. Overall, youth self-reports of online and

offline risk experiences were fairly aligned with their social media

trace data. Low Risks profiles who self-reported the least number

1https://www.facebook.com/help/instagram/192435014247952

of online and offline risk experiences, were found to be exposed to

and flagged a wider variety of spam and scam messages and the

self-harm disclosures of others. Medium Risks profile self-reported

medium levels of risk experiences, yet, this profile mostly encoun-

tered harassment in the form of sexual flirtations and harassing

comments. The rest of the profiles faced higher levels of risk ex-

periences. Youth in the Increased Sexting profile self-reported the

most sexting and often flagged in-person meeting requests they

received within their private sexual conversations. Youth in the

Increased Self-Harm profile reported the highest levels of offline

self-harm, but their unsafe conversations did not contain digital

self-harm content; instead, they engaged in more unsafe sexual

conversations, including sugar daddy relationships with strangers.

Youth that belonged to the High Risks Perpetration profile reported

the highest average scores of online harassment perpetration and

offline risk behaviors, including conflicts they initiated offline that

escalated online, as well as promotions of illegal products. The

alignment of the self-reports from youth with their social media

trace data showed ecological validity. Therefore, the limitations re-

garding the reliance on the self-reported data in prior research may

not be generalizable across all possible contexts. This study also

demonstrated the importance of calibrating self-reported responses

with social media data to uncover such nuances. Therefore, self-

reports of online and offline risk experiences of youth will be used

as features to examine their role in improving the risk detection

algorithms.

4 THIRD STUDY (RQ3): REAL-TIME ONLINE
RISK DETECTION FOR YOUTH GROUNDED
IN CONTEXTUALIZED RISKS

Prior research on Perverted Justice dataset 2 has not been suc-

cessfully able to predict sexual predatory conversations after that

risk occur [11, 19], yet most of these works have not been able to

detect predatory lines within the risky conversation [22]. While

the models that utilize the whole conversation could capture the

whole context of the conversation, these models could not protect

the youth from being victimized on time [40]. On the other hand,

risk detection models that rely on single messages to provide risk

detection might fail to capture the context of the risky messages

within the conversations [36]. As such, these models could not

provide accurate and efficient risk detection within youths’ private

conversations in real-time. Therefore, the focus of the third study

is to leverage a human-centered approach to improve real-time

risk detection models for youth by using the insights from my

first and second studies and creating an algorithmic contextualized

framework to identify the optimal level of context that can improve

detection accuracy.

4.1 Methods

For this study, the ecologically valid dataset (IGDD) [37] will be

also used to train the risk detection models using youths’ Insta-

gram private conversations as well as their risk self-assessments as

ground truth. From 198 participants, (𝑁 = 13, 465) conversations
were flagged as safe and (𝑁 = 2, 623) were flagged as unsafe. Within

2http://www.perverted-justice.com/
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the unsafe conversations, (𝑁 = 22, 354) messages were flagged as

safe and (𝑁 = 3, 667) were flagged as risky (including the risk types

that were mentioned in study two).

The risk detection task will be performed to compare three dif-

ferent levels of context: 1) considering single messages only as

input, 2) considering the linguistic and temporal context of the

message, which could be either prior, succeeding, or both prior and

succeeding messages of the risky messages based on the availabil-

ity within the conversations, and 3) considering the societal and

psychological contexts from youths’ self-reported demographics

(i.e., age, relationship status, sexual orientation, and sex) and offline

and online risk experiences (stated in the second study).

Different types of Long Short-Term Memory (LSTM) networks

will be applied, which can learn long-term dependencies [20], to

compare the LSTMs performances for the three levels of context.

LSTM shows efficient performance on Natural Language Inference

(NLI) tasks such as Recognizing Textual Entailment, which identifies

the relationship between two inputs [41]. Multiple LSTMs will be

used: one model will read the risky message and one or two will

be used to read prior and/or succeeding messages. In addition,

sentence-level attention-based LSTM [48] models will be used to

compare its performance with the original LSTM as well as to

use the attention wights to identify what part of the messages

contributes to the accuracy of the models. Lastly, conditional LSTMs

[41] will be used to examine if it will improve the accuracy of the

models since this type of model is conditioned based on the prior

messages of the risky message. The models’ accuracy results will

be followed by the error analysis on the misclassified messages.

5 EXPECTED CONTRIBUTIONS AND
DOCTORAL CONSORTIUM AT CHI 2023

My knowledge background is mainly in data science, so I am rela-

tively new to the field of HCI. While applying the machine learning

models for study 3 is straightforward, I am still in the stage of

identifying the appropriate algorithmic contextualized framework.

Therefore, attending CHI 2023 Doctoral Consortium (DC) would

greatly benefit me to connect with the HCI researchers’ experts

to ensure that the real-time risk detection approaches for study

3 are ecologically valid and human-centered. Their feedback will

be significantly helpful to strengthen the algorithmic contextual

framework for these approaches. Participating in the CHI DC will

be valuable for me as it will be the first doctoral consortium that

I will attend. I will be honored to attend virtually to connect with

other Ph.D. students from different fields to share our personal and

academic experiences and challenges as Ph.D. students and discuss

possible future collaborations.

Attending CHI DC will allow me to be beneficial to others as I

have a strong background in Data Science, mainly related to statisti-

cal analysis and implementing machine learning algorithms. I have

great experience in implementing such approaches, publishing, and

reviewing works, which allows me to give feedback and discuss

related topics with other participants in the DC. I will be mainly

helpful in addressing the challenges when conducting ethical re-

search or studies with youth as well as the related IRB concerns

and suggesting suitable statistical measures and machine learning

approaches.
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