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ABSTRACT 
Accurate real-time risk identification is vital to protecting social 
media users from online harm, which has driven research towards 
advancements in machine learning (ML). While strides have been 
made regarding the computational facets of algorithms for “real-
time” risk detection, such research has not yet evaluated these 
advancements through a human-centered lens. To this end, we 
conducted a systematic literature review of 53 peer-reviewed arti-
cles on real-time risk detection on social media. Real-time detec-
tion was mainly operationalized as “early” detection after-the-fact 
based on pre-defined chunks of data and evaluated based on stan-
dard performance metrics, such as timeliness. We identified several 
human-centered opportunities for advancing current algorithms, 
such as integrating human insight in feature selection, algorithms’ 
improvement considering human behavior, and utilizing human 
evaluations. This work serves as a critical call-to-action for the HCI 
and ML communities to work together to protect social media users 
before, during, and after exposure to risks. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in collab-
orative and social computing. 
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Online Risk, Human-Centered Machine Learning, Real-Time Risk 
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1 INTRODUCTION 
Within the evolving field of Human-Centered Machine Learning 
(HCML), scholars have highlighted the need to keep machine learn-
ing algorithms grounded in human social and psychological needs 
[21], to minimize bias by being more inclusive to adequately rep-
resent the myriad of individuals’ experiences, and to incorporate 
transparency and interpretability to understand the potential harms 
that could be caused to people by these algorithms [14, 40, 54]. As 
such, there has been a shift in which scholars within the SIGCHI re-
search communities have begun to apply a human-centered lens to 
synthesize and critique computational approaches for various forms 
of automated risk detection, including but not limited to online 
harassment, unwanted sexual solicitations, and mental health disclo-
sures that occur via social media platforms (c.f., [3, 66, 120, 144, 146]). 
Indeed, social media has become a prominent part of people’s lives 
that allows users to connect with others, share, create, and engage 
with various forms of digital content [2]. In 2022, there were 3.96 bil-
lion social media users who spent hours a day using various social 
media platforms (e.g., Facebook, Twitter, Instagram) [10], demon-
strating how social media is now an irrevocable and important part 
of our daily lives. 

While social media can undeniably be beneficial, it can also fa-
cilitate digitally-mediated risks (e.g., amplifying misinformation, 
mental health challenges, and interpersonal violence [50, 103, 111, 
112, 131, 148]) that cannot be ignored. As a case in point, Meta (i.e., 
Facebook) recently faced significant criticism and legal scrutiny af-
ter the release of internal documents1 suggested that the company 

1https://www.wsj.com/articles/the-facebook-files-11631713039 
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took inadequate actions to mitigate risks related protecting youth 
from sexual exploitation, preventing human and drug trafficking, 
unfairly influencing political outcomes, and other harms to users 
and society-at-large [43]. Yet, Meta is not alone regarding such 
criticism [130], nor have they or other social media platforms been 
inactive in addressing these mounting concerns. Legislators are also 
grappling with how to make social media companies accountable 
for the harms that occur on their platforms and have introduced 
several bills (e.g., Kids Online Safety Act [32], Fight Online Sex Traf-
ficking Act [33, 63]) to proactively protect social media users from 
informational, mental health, and physical threats that have been 
at the forefront of news media reports, and consequently, machine 
learning (ML) and Human-Computer Interaction (HCI) research. 
These issues are hard to tackle because of the complexities inherent 
in human behavior that may result in risk misidentification. 

Timely and accurate risk identification is necessary to effectively 
prevent harm and to provide a safe environment for all social media 
users [48]. Therefore, recent advancements in ML and automated 
risk detection have grown beyond the traditional supervised learn-
ing paradigm to tackle more complex and dynamic problems, such 
as “real-time” risk detection [101]. The real-time aspect of detection 
is important as identification must occur as early as possible to 
prevent the spread of the risk (e.g., fake news) or to mitigate harm 
as a result of it (e.g., mental health problems). Therefore, several 
recent works [118, 122] on computational machine-learning algo-
rithms for real-time risk detection on social media have called for 
more research to advance the technical aspects of real-time risk 
detection to optimize performance. These works provide valuable 
insights about advancing the computational approaches for real-
time risk detection; yet, there is still a need to evaluate real-time 
algorithms for detecting risks from a human-centered perspective 
(e.g., whether and how such algorithms can impact users in the real 
world) to ensure that they can effectively be leveraged as a first 
defense to prevent online harm, as opposed to contributing to it. 

To apply such a human-centered perspective, we leveraged and 
extended Razi et al.’s [120] generalizable framework established for 
conducting human-centered systematic reviews of computational 
risk detection research. We apply this framework to the novel con-
text of real-time risk detection within social media and augment 
it by adding new dimensions (e.g., input prioritization, timeliness) 
related to ’real-time’ risk detection, which has been conceptual-
ized and operationalized in the literature in multiple, and at times, 
conflicting ways. In this paper, we considered both computational 
and human-centered aspects of this literature to create a forward-
thinking research agenda that advances our capacity to proactively 
protect social media users from online harm as it unfolds. As such, 
we set forth to answer the following high-level research questions: 

• RQ1: How has ‘real-time’ social media risk detection been 
defined and operationalized in the literature? 

• RQ2: What are the state-of-the-art computational trends for 
real-time risk detection on social media? 

• RQ3: Using a human-centered lens, what are the potential 
gaps and areas for future research for real-time risk detection 
on social media? 

To answer these questions, we systematically reviewed 53 peer-
reviewed papers published between 2015 and 2023 that tackled core 

aspects of ‘real-time’ risk detection using social media data. We 
broadly considered all types of social media risks that may result 
in individual-level harm (e.g., mental health, sexual solicitations) 
or community-level harm (e.g., fake news, misinformation). We 
qualitatively coded the articles to answer our research questions. 
Overall, we found that real-time risk detection has been predomi-
nantly operationalized as early risk detection after-the-fact, but as 
early as possible (RQ1). For RQ2, the computational trends in prior 
studies included utilizing publicly available large-scale datasets, us-
ing commonly known machine learning features, improving deep 
learning-based approach, presenting the performance evaluation 
metrics mainly using pre-defined chunks of data. For RQ3, we iden-
tified gaps and opportunities for future research to advance these 
computational approaches based on a human-centered perspec-
tive. Opportunities included placing humans at the center of data 
collection and model evaluation endeavors, with the aim of compre-
hending their behaviors to serve as the foundation for the selection 
of features and the optimization of real-time risk detection models. 
To synthesize our findings, we created a cohesive framework to 
direct future research on creating efficient and human-centered 
real-time risk detection algorithms for social media. Our systemiza-
tion of knowledge makes the following novel contributions to the 
HCI, HCML, and ML research communities: 

• Formally defined and expanded the term “real-time” within 
the context of social media risk detection by incorporating a 
spectrum of detection mechanisms to detect the risk before, 
early, and to mitigate harm after-the-fact. 

• Highlighted trends and best technical practices of the exist-
ing state-of-the-art computational approaches for real-time 
risk detection. 

• Extended Razi et al. [120] and discovered potential gaps 
within the literature and provided agendas toward human-
centered real-time risk detection that goes beyond the cur-
rent state-of-the-art in computational risk detection. 

• Established a research agenda for advancing real-time com-
putational risk detection to address both the computational 
challenges and human-centered gaps. 

Next, we will synthesize the related work that motivated the 
need for this systematic literature review. 

2 BACKGROUND 
In this section, we synthesize the current literature on trends within 
computational approaches for social media risk detection, timeli-
ness in social media risk detection, and human-centered lens to 
review risk detection algorithms. 

2.1 Trends within Computational Approaches 
for Social Media Risk Detection 

Prior literature reviews of computational risk detection on social 
media focused predominantly on evaluating the data collection and 
prepossessing techniques, feature engineering process, algorithms, 
and common machine learning metrics for benchmarking perfor-
mance [23, 51, 114, 159]. A major number of these reviews have 
been centered around evaluating which machine learning algorithm 
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performed best for detecting risks on social media. Traditional algo-
rithms such as Logistic Regression, Support Vector Machines, Ran-
dom Forest, and Naive Bayes have been extensively used in detect-
ing risks in various social media platforms [4, 9, 23, 44, 51, 110, 163]. 
However, given the massive scale of social media data, these al-
gorithms were found to not adapt well to the evolving patterns 
of the risks and struggled to handle large volumes of data [13]. In 
recent years, there has been an increased interest in leveraging 
deep learning models, particularly suited for large-scale and com-
plex datasets such as social media dataset [47, 90]. For instance, 
Dowlagar and Mamidi [41] found that transformers with selective 
translation demonstrated promising results compared to other com-
mon neural network-based models. As such, prior research has 
pointed to the importance of capturing the intricate patterns and 
evolving trends of risks on social media, which could mainly be 
accomplished through leveraging dynamic, novel, and specialized 
techniques for annotating datasets, crafting features, or enhancing 
models [4]. In fact, these techniques were shown to enhance risk 
detection capabilities and provide more reliable and effective risk 
management solutions in social media contexts. For instance, Yi and 
Zubiaga’s [163] showed that novel models (i.e., MMCD [115] and 
XBully [29]) outperformed all pre-trained language models (e.g., 
BERT). Expanding beyond these works, in this review, we focused 
on identifying the trends within novel computational approaches, 
rather than off-the-shelf models, to detect the rapidly changing 
nature of risks within social media in real time. 

2.2 Research on ‘Real-Time’ Risk Detection on 
Social Media 

Research has called for current and future efforts on detecting and 
mitigating risks in social media to move towards building real-time 
risk detection systems [66, 120]. One of the main efforts toward 
presenting and evaluating timely risk detection was introduced 
by the Early Risk Prediction on the Internet (eRisk) group, to ex-
amine methodologies and metrics related to early risk detection. 
Based on their yearly events, several reviews [83–86, 106, 107] have 
been published to evaluate the timing risk detection for a myriad 
of issues (e.g., depression, self-harm, pathological gambling, and 
eating disorders) using social media data. Real-time solutions lie in 
performance-oriented evaluations; for example, detection time [39]; 
yet, a remaining question is what the real-time aspects of these mod-
els are that set them apart from more traditional and cross-sectional 
approaches for computational risk detection. 

Ample literature within computer science has focused on speci-
fying the definition of “real-time” problem-solving [39, 67, 104, 133]. 
Examples of common real-time definitions were “there is a strict 
time limit by which a system must have produced a response, re-
gardless of the algorithm employed” [104] and “ability of the system 
to guarantee a response after a (domain defined) fixed time has 
elapsed [67].” These definitions carry flexibility, leaving room for 
varied interpretations based on application. Therefore, researchers 
have attempted to identify specific components of real-time sys-
tems [39, 133]. For example, Shin et al [133] presented three main 
components of real-time systems, which were time, arguably the 
most important aspect of real-time systems, task that must be ac-
complished before the deadline, and message or response that should 

be received in a timely manner. Given these efforts of identifying 
real-time components, a more unified and comprehensive definition 
of real-time was still needed to provide clarity and precision. There-
fore, Bruda and Akl [18] presented a formal and unified theory of 
real-time definition that was generalizable across domains. This 
theory consisted of two concepts centered on real-time systems: 
“computing with deadlines, and input data that arrive in a sequential 
manner or real-time”, which is the definition of our review. 

2.3 Using a Human-Centered Lens to Review 
Real-Time Risk Detection Algorithms 

The SIGCHI community has recently exhibited a growing interest 
in human-centered reviews, aiming to assess the effectiveness and 
impact of algorithms in real-world contexts (e.g., [21, 66, 120, 129]). 
Scholars have presented systematic reviews that underscore the 
importance of a human-centered approach to online risk detec-
tion, focusing on specific topics such as cyberbullying [66], sexual 
risks [120], child welfare system [129] or mental health [21]. In the 
context of misinformation detection, Das et al. [37], reviewed NLP 
approaches for fact-checking from different human-centered strate-
gies. They suggested guiding technology development for human 
use and practical adoption, and human-centered design practices 
early in model development. In another work, using a three-prong 
human-centeredness algorithm design framework, Kim et al. [66] 
analyzed cyberbullying detection approaches and found a lack of 
human-centeredness in defining cyberbullying, establishing ground 
truth in data annotation, assessing detection models’ performance, 
speculating the uses and users of the models, including poten-
tial negative consequences. These prior reviews highlighted that 
human-centered approaches to evaluating risk detection algorithms 
are pivotal to ensure that the algorithms are designed to benefit 
those who are negatively affected by the risks the most [120], and 
how their involvement in research can lead to more practical, widely 
accessible solutions catering to individuals’ diverse needs [66]. 

In this paper, we adopted the human-centered framework pro-
posed by Razi et al. [120] for systematically evaluating real-time risk 
detection algorithms in terms of: 1) characteristics of the dataset, 
2) pre-processing and model development, 3) evaluation, and 
4) applications and interventions (As shown in Table 1). While 
our work leverages Razi et al.’s framework for how to conduct a 
human-centered review of computational risk detection research, 
the scope of our research differs. Razi et al.’s work focused solely 
on online sexual risks, similar to the other human-centered reviews 
of computational risk detection that focused on singular risk types 
(e.g., online harassment [66], and mental health [21]). In contrast, 
our review synthesizes computational approaches across multiple 
risk types. This approach allows us to consider these risk detection 
algorithms’ broader implications and potential consequences in 
real-world settings, ensuring the development of more effective 
and socially responsible solutions. Most importantly, while these 
systematic and human-centered reviews [21, 66, 120] covered many 
aspects of computational risk detection, in general, they did not 
specifically focus on the real-time aspect of risk detection, which is 
the novel focus and contribution of this paper. 
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Table 1: Codebook for RQ2 RQ3 (𝑁 = 53 articles) based on the Razi et al. framework [120] for performing a human-centered 
review of computational research. Note: * and bolded text in the table represents new dimensions and/or emerging codes we 
added to the Razi et al.’s framework to extend it to better account for research that focuses on ‘real-time’ computational risk 
detection. 

Razi’s et al. [120] Dimensions Codes Sub-Codes 
Characteristics of the Datasets: 
What were the sources for data 
collection? What was the privacy level of 
the dataset? Was the data collected from 
targeted users? How large were the 
datasets? What were the data types? 
How was the data annotated for training 
datasets? What was the distribution of 
classes? 

Data Source Twitter (68%), Weibo (26%), Instagram 
(15%), Vine (9%), Reddit (9%), Meta (4%). 

Privacy Level Public (100%), Private (0%) 
Selection Criteria* Unidentifiable users (94%), Targeted 

users (6%) 
Dataset Size* Large (47%), Medium (25%), Small (28%) 
Data Type Text (100%), Meta (100%), Images (11%), 

Videos(4%) 
Ground Truth Existing (74%), Third-party annotators 

(26%), Automatic (17%) 
Class Distribution* Balanced (42%), Unbalanced (58%) 

Pre-Processing and Model 
Development: How was the data 
processed for simulating real-time? 
What were the features and how were 
they calculated for the model? How the 
data were prioritized to review and 
detect risk? What machine learning 
model (s) were used? 

Data Processing* Fixed chunks of data (83%), Dynamic 
input (17%) 

Feature Selection Domain specific/ Theory Driven (32%), 
General ML features (100%) 

Feature Computation* Straightforward (92%), Optimized (8%) 
Input Prioritizing* Equal prioritization (96%), Prioritizing 

technique (4%) 
Algorithms Deep learning (60%), Statistical (40%) 

Evaluation: What accuracy and 
timeliness metrics were used? What 
explainability analysis was incorporated 
to explain the models’ performance? 

Accuracy F1-score (70%), Accuracy (53%), Re-
call (58%), Precision (51%), AUC (11%), 
RMSE (4%) 

Timeliness* Fixed chunks of input (53%), Fixed time 
window (21%), Time (21%) 

Explainability Qualitative analysis (32%), Error anal-
ysis (13%), Case studies (13%), Models’ 
fairness (2%), and Human evaluations 
(2%) 

Application and Interventions: 
What were the final artifacts? What 
interventions were provided for risk 
mitigation? 

Applications Algorithm only (92%), Interfaces (4%), 
Deployment (6%) 

Interventions Alerts (6%), Immunization (4%), Lan-
guage alteration (2%) 

3 METHODS 
Below, we describe our systematic review of the literature and our 
qualitative synthesis of the articles in our dataset. 

3.1 Systematic Literature Search Process 
We selected five electronic databases (i.e., IEEE Xplore Digital Li-
brary, ACM Digital Library, ScienceDirect, Springer-link, and ACL 
Anthology) that ranged in computational and social science re-
search approaches for the initial literature search to ensure broad 
coverage. We searched using combinations of keywords at the 
intersection of 1) social media (i.e., “social media”, “Twitter’, “Face-
book”, “Instagram”, “YouTube”), 2) real-time detection (i.e., “real-
time”, “forecast”, “early detection”, “early prediction”, “proactive 
prediction”, or “proactive detection”), 3) online risks (“risk detec-
tion”, “mental health”, “cyberbullying”, “sexual”, “hate speech”, “fake 

news”, “incivility”, “harassment”, “abuse”, or “spam”), and 4) com-
putational approaches (“machine learning”, “artificial intelligence”, 
“deep learning”, or “algorithm”). We did not restrict the filter to a 
given date range. The initial search resulted in 2,212 papers, where 
48% of the papers were from the ACM Digital Library. To confirm 
relevancy, we read through the papers’ titles, abstracts, methods, 
results, and conclusions based on the following inclusion criteria: 

(1) The paper was a peer-reviewed published work. Journal 
articles and conference proceedings were both included. 

(2) The paper should not be a purely theoretical analysis or 
summarize or evaluate existing studies (e.g., reviews). 

(3) The paper focused on social media risk detection. We used a 
wide angle of prevalent social media risks since this literature 
review focuses on real-time detection approaches, not online 
risks. Social media was selected due to the affordance of open-
source data, which made these platforms a popular choice 
for researchers to apply risk detection approaches [136]. 
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Figure 1: Number of Publications by Risk Type Over Time. 

(4) The paper presented a real-time approach using a compu-
tational or algorithmic approach such as Natural Language 
Processing (NLP) or Machine Learning (ML) that consists of 
both aspects of real-time models’ definition: 1) sequential 
input and 2) timeliness [18]. 

(5) The paper provided a new computational approach or an en-
hancement of an existing approach, rather than only training 
or fine-tuning off-the-shelf computational models that are 
mainly designed for general use cases and may not provide 
the same level of precision when applied to specific domains 
like real-time risk detecting in social media. 

We coded a paper as relevant if it met all the criteria above, which 
resulted in 45 papers. To identify additional relevant papers that 
were not yielded in our initial search, we cross-referenced the ci-
tations of the relevant papers. This cross-referencing resulted in 
33 unique papers that were potentially relevant, of which 8 papers 
met our inclusion criteria. After one more iteration of this process, 
no additional relevant papers were identified, which suggests that 
we reached a saturation point. Therefore, our final search resulted 
in 53 relevant papers for our review. 

3.2 Data Analysis Approach 
To answer RQ1, we used a thematic analysis approach [16] to code 
papers related to how real-time risk detection was defined. To an-
swer RQ2 and RQ3, we utilized the human-centered framework 
presented by Razi et al. [120] to review papers based on the 1) 
ecological validity of the dataset for detecting the risks, 2) investi-
gating if the models are grounded in human theory, knowledge, and 
understanding, 3) performance of algorithms in terms of meeting 
end users’ needs, 4) their outcomes when deployed in real-world 
settings. Razi’s et al. [120] framework was created based on com-
putational sexual risk detection; therefore, while coding the papers, 
we identified and added emerging codes that were not covered in 
this framework and suited our real-time detection for a generalized 
view of risks. We iteratively created new codes to suit the real-time 

aspect of the detection process. Codes were allowed to overlap for 
double-coding. Two coders labeled the same 10% of articles, and 
we calculated Cohen’s Kappa IRR [31] to ensure the robustness of 
our coding process, which was 0.87. The researchers met to discuss 
the articles to resolve conflicts. Once a consensus was reached, the 
codes were updated. The remaining articles were then divided and 
coded by the two coders. The first author identified key themes by 
reviewing and conceptually grouping the final codes. The defini-
tions of our codes and grounded codes that emerged from our data 
are shown in Table 1. 

4 RESULTS 
We present the characteristics of our dataset, followed by our results 
organized by our over-arching research questions. 

4.1 Defining and Operationalizing “Real-time” 
Risk Detection on Social Media 

4.1.1 Types of Risks Detected. As illustrated by Figure 1, the re-
search papers considered three main types of risk: fake news (55%), 
cyberbullying (30%), and mental illness (15%). There was a pro-
nounced surge in articles on the real-time detection of fake news in 
the years 2020 and 2021. This time span coincided with the COVID-
19 pandemic and the concurrent escalation in both rumors and fake 
news dissemination [55]. This alignment potentially contributed 
to the escalated scholarly output during this period to combat all 
kinds of fake news, including rumors and misinformation. The 
historical significance of 2017 for the increase in the number of 
publications on real-time risk detection for mental health could be 
aligned with the launch of the ERISK workshop, 2 as discussed in 
our Background section. A common theme among these papers was 
the incorporation of the time-evolving aspect of the risk when build-
ing risk detection algorithms. For instance, cyberbullying implies a 
repetitive behavior over time [82], while mental illness symptoms, 

2https://erisk.irlab.org/2017/index.html 

https://2https://erisk.irlab.org/2017/index.html
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Figure 2: Timing in real-time risk detection approaches. 

Table 2: Real-Time Approches 

Real-Time Types References 

Early (94%) 
Initial Knowledge (51%) [19, 25, 27, 38, 59, 65, 69, 70, 73, 80–82, 88, 89, 93, 97, 98, 100, 

123, 125, 126, 137, 156, 157, 160, 165, 166] 
Early Detection Time (34%) [28, 29, 45, 49, 77, 79, 87, 113, 116, 117, 147, 151, 155, 158, 161, 

162, 164, 167] 
Historical Data (9%) [68, 127, 128, 154, 168] 

Preventive (6%) Before Posted (2%) [36] 
Predictive (i.e., forecasting) (4%) [78, 91] 

such as eating disorders and depression appear for a longer period 
of time to ensure correct diagnosis of mental illness [117, 161]. Ad-
ditionally, papers that addressed fake news and rumor detection 
presented the timing as the spread or propagation of such content 
throughout the network. 

4.1.2 Definitions and Operationalization of ‘Real-Time’ Risk Detec-
tion. For RQ1, we first set out to understand how “real-time” in 
real-time risk detection models were defined and operationalized 
in the reviewed papers. All papers in this review accounted for 
and discussed the timing of risk detection when presenting their 
approach. However, our review revealed that real-time or timely 
detection had different definitions, ranging from preventative risk 
detection to early risk detection. As shown in Table 2 and Figure 2, 
most of the papers (94%) presented early risk detection approaches 
to retrospectively detect the risks after it was posted online; yet, 
differed mainly in terms of the focus. Over half of the papers (51%), 
which form the majority of early approaches, focused on detecting 
the risk using early stages of information propagation or interac-
tions (e.g., when only the initial retweets or comments became 
available). These approaches were trained to learn the risk using 
partial information of online content, such as the comments within 
the first 1-, 3-, and 5-day period [65]. The rest of the papers consid-
ered the optimization of the least number of observations needed to 
make an accurate decision as part of models’ learning. A common 
challenge among these papers was how the model could achieve 
high accuracy with the lack of sufficient cues. 

Another trend for the definition of “real-time” in the real-time 
risk detection papers revolved around the detection time to be as 
“early-as-possible” after the risk already occurred, without consid-
ering limited online content when training the models. Therefore, 
the latency of risk detection, the time gap between when a risk 

is detected and when it’s posted online, became a crucial metric. 
This measure was compared to the model’s accuracy over time 
to showcase the trade-off between early detection and accuracy. 
The improvement in model accuracy came at the expense of early 
detection, implying that the more data the models used to give ac-
curate predictions, the more time the model would take to provide 
predictions. The third group of early detection methods expanded 
their input scope by incorporating historical data when detecting 
the risks early. As mentioned earlier, mental health indicators of-
ten depend on the presence of symptoms over an extended period. 
Consequently, we observed that the majority of papers utilized 
historical online content, such as changes in emotions [128], to the 
detection of mental health issues. 

In this review, we found that sometimes, real-time risk detection 
was defined as a “preventative” approach that attempts to prohibit 
the risk from reaching online platforms (6%). The preventative 
approaches could be divided into two types: 1) prevent the risk 
offline prior to being posted online (2%) [91] or 2) predicting the 
possibility of risk occurrence in the future (4%) [36, 78]. In both 
preventative approaches, the main goal was to prevent the risk from 
reaching online spaces, attempting to reduce its possible harm. For 
the first type of preventative approach, Masud et al. [91] presented 
a normalization real-time model for hate speech that intervenes 
when users type hateful keywords (i.e., an auto-complete fashion) 
and suggests normalized texts as an alternative before toxic words 
are posted online. This approach aimed to encourage individuals 
to post less toxic opinions online by proactively sensitizing them. 

The second type of preventative approach (i.e., forecasting) for-
mulated the risk detection problem for a given post and its initial 
history of comments, the model should forecast the risk, in the 
upcoming comments. Unlike early approaches that relied on delays 



Towards Human-Centered Real-Time Risk Detection CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

to measure the models’ earliness, forecasting approaches relied on 
measuring the leading time for the model to accurately predict fu-
ture risk incidents. Specifically, the effectiveness of these proactive 
approaches was measured by how accurate the model was in pre-
dicting the risk within N number of future comments. For instance, 
Dahiya et al. [36] evaluated the foreseeability of the hate intensity 
model by illustrating how far the model can predict hateful com-
ments for 𝑛 = 1, 3, 5, 7 and showed that the model performed well 
even for 7 future comments with Mean Absolute Percentage Error 
(MAPE) of < 40. Forecasting or predicting social media risks can 
be useful to prevent risks from reaching online spaces and reduce 
damage. However, the applicability of such predictions was found 
to be more challenging than the early approaches as it is difficult 
to determine the exact occurrence and impact of risks beforehand, 
making it challenging to evaluate the effectiveness of forecasting 
models objectively. 

4.2 Applying a Human-Centered Lens to 
Computational Trends for Real-Time Risk 
Detection 

We organize our results by the dimensions of Razi et al.[120]’s 
framework to highlight trends and best practices in HCML. Then, 
we present our findings from the 53 articles analyzed in parallel 
structure to our codebook in Table 1. 

4.2.1 Characteristics of the Datasets. The HCI and HCML commu-
nities care a great deal about leveraging ecologically valid datasets 
that are representative of the target populations they set out to 
study [120, 135]. Given that data size and type are the foundation 
of algorithmic development, the HCML lens emphasizes making 
sure that the datasets match the real-world users’ context [56]. 
From a human-centered perspective, collecting ground truth an-
notations from humans, specifically from actual victims ensures 
that the training risk detection models reflect real-world experi-
ences and accurately represent the risks users face online [66]. 
Furthermore, leveraging human insights and theories when build-
ing real-time risk detection for social media is crucial for building 
human-centered models [12]. Below, we summarize the trends we 
saw in the real-time risk detection literature compared to these best 
practices from the HCML literature. 

Data Source, Privacy-Level, and Selection Criteria: All of the 
articles in this review relied on utilizing publicly available datasets. 
Over half of the papers (68%) used a scraped dataset from Twitter, 
followed by Weibo (26%). Thirteen papers (25%) used datasets from 
image and video-based social media platforms (i.e., Instagram (15%) 
and Vine (9%)). Reddit discussions (9%) were also utilized for real-
time risk detection, while only two papers (4%) [91, 157] used a 
dataset from Facebook. This made the Twitter platform (Now ‘X’) 
the most dominant platform for datasets that were used to train 
and evaluate real-time risk detection models. Since most of the 
datasets were scraped from public social media posts (94%), data 
were scraped from unidentifiable users of the platform, without 
specifying users’ target characteristics (e.g., profile characteristics). 
Only three (6%) papers [68, 117, 161] studied specific user groups in-
stead of using a general query to collect social media data from any 
user, such as obtaining data from both depressed and non-depressed 

users. While they focused on collecting data from targeted groups, 
the selection criteria were still based on keywords and hashtags 
within the posts for identification. Table 4 in the appendix reports 
the datasets that the papers examined in this literature. 

Dataset Size and Data Types: We found that 47% of the papers 
used a large social media dataset that consisted of more than 1 
million instances with a maximum of 40 million tweets [73]. In 
addition, another set of papers (25%) utilized medium-sized datasets 
with thousands of instances, which ranged from equal to or more 
than 10K instances (13%) to more than 100K instances (11%). We also 
found (28%) of the papers used equal to or more than a thousand 
instances, with a maximum of around 5K posts [36, 80, 87, 91, 151]. 
All the papers reviewed relied on text and metadata (e.g., mainly 
the time of the post) datasets. Only 15% of the papers used datasets 
that included media data, such as images or videos derived from 
Instagram or Vine. However, the authors only used the textual 
features extracted from captions of media, media content, comments 
posted on the media, or meta information such as the number of 
likes and shares. For instance, Chelmis and Zois [25] only used the 
text of the extracted emotional cues from the Instagram pictures to 
train their early cyberbullying risk detection model while López-
Vizcaíno [82] used the extracted textual features from the videos, 
including the nature of the video content and emotions. 

Ground Truth: We found a noteworthy proportion of papers 
(72%) were based on existing labeled datasets that were ready for 
other researchers to use, which was illustrated in Table 5 in the 
appendix. Given the large scale of the collected data, most of these 
datasets were labeled using automatic approaches such as keyword 
or event searching (30%) or fact-checking websites (8%). A few of 
the ready-to-use datasets were labeled through researchers (4%), 
experts (6%), or crowdsourcing (8%). Of the research papers that we 
reviewed, 38% of the papers collected and labeled their dataset, most 
of which used human annotations (28%), including researchers (9%), 
psychology students or professionals (6%), crowdsourcing (6%), and 
experts (e.g., platform monitoring team) (6%). The rest of the papers 
relied on automated or rule-based approaches to label the dataset 
(9%). For example, Petrescu et al. [113] used the “Hateful Symbols or 
Hateful People” dataset to label by checking if there was a hateful 
symbol and speech term in the tweet, it was labeled as harmful. 

Class Distribution: Half of the papers (58%) leveraged unbal-
anced datasets while the rest (42%) used balanced datasets for their 
risk detection models (as illustrated in Table 6 in appendix). While 
the unbalanced distribution of classes reflects the realistic distri-
bution of the risks in social media platforms as the online risk 
interactions are significantly less than safe interactions, this un-
balanced distribution could yield severe consequences based on 
learner’s prediction bias toward the majority class [132]. Only 11% 
of the papers presented an approach or discussed how to ensure 
the model fairness when using unbalanced datasets. These papers 
introduced improvements to the models’ equation to ensure the 
reliability of the model results such as using a modified misclassifi-
cation costs ratios [98], adding Class-Balanced loss [35], and Focal 
Loss [74], which apply “a class-wise re-weighting scheme”, that 
were presented by Sawhney et al. [127]. Liu et al. [81] took another 
direction by using the PU-learning approach [71], to learn from pos-
itive (P) and unlabeled (U) instances. This PU-learning framework 
identifies a sample of pseudo-negative instances from the unlabeled 
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dataset and the classifier was then trained using these samples. 
The authors showed that the accuracy performance remained the 
same across the fully labeled balanced dataset and the unbalanced 
dataset, presenting promising results for future research to adopt. 

4.2.2 Pre-Processing and Model Development. The human-centered 
perspective highlights that it is crucial for the computational models 
to be grounded in human knowledge and human theories [12, 120]. 
This grounding ensures that these models can better understand and 
serve the social and psychological needs of individuals and society 
at large [21]. In addition, human-centered models should provide 
local interpretability for individual detection decisions, making it 
easier for users to understand the model’s reasoning behind those 
detection decisions [76]. In this section, we describe the computa-
tional trends of data pre-processing and model development for 
real-time risk detection. 

Data Pre-Processing: Most of the articles (83%) used a “streaming-
like” approach by segmenting the dataset into equal sizes of chunks 
of data that mostly were predefined either by a fixed time window 
such as [69, 87, 161] or a fixed number of posts such as [19, 68, 165] 
as listed in Table 7 in appendix. These chunks of data were fed to 
the training models sequentially to produce real-time risk detection 
decisions. Scholars in this literature have identified that segmenting 
the datasets is a limitation as these chunks are not representative 
of real-world peoples’ interactions. Therefore, a few papers (17%) 
implemented sequential training by incrementally adding data (i.e., 
posts and comments) in chronological order as they were available 
online to mimic how the data was typically available in the real 
world, without any segmentation. In fact, Leiva and Freire [68] 
compared the “first n”, which is the first n of messages that were 
concatenated to make predictions, and the “dynamic” setting, which 
was messages that were used as they became available to make 
the predictions when a confidence value reached a certain thresh-
old. They found the dynamic approach with a 0.5 confidence value 
threshold outperforming the first n chunks of data, with a 0.05 early 
risk detection measure and 0.77 recall, illustrating that the dynamic 
approach could be considered the best practice in this field. 

Features Selection: Upon reviewing real-time risk detection 
for social media literature, we found all papers (100%) relied on 
machine learning features, such as textual, network, user-based, or 
temporal features; among them, significant emphasis was given to 
leveraging textual (66%) features for detecting social media risks 
(Table 8). The textual features were found to be drawn mainly 
from the posts, comments, image captions, or video descriptions, 
which included text embedding, Linguistic Inquiry and Word Count 
(LIWC), term-frequency-inverse document frequency (TF-IDF), and 
Bag-of-Words (BoW). Meanwhile, 51% of the papers emphasized 
the importance of considering the social network contextual clues 
such as the social network (i.e., derived from users’ relations) and 
conversational network (i.e., formed through users’ retweets or 
comments for a given post), which found to improve the detection 
models comparing with comment streams [128]. Domain-specific 
or theory-driven features were found in 32% of the reviewed articles. 
For instance, the real-time risk detection approaches to detecting 
mental illness mainly relied on prior psychological research such 
as suicide ideation on emotional reactivity [145], intensity [75], 
and instability [105] to identify a user’s emotional spectrum over 

time. Theories such as the wisdom of the crowd and domain-specific 
measures such as degree of skepticism and susceptibility were lever-
aged in papers [69, 77, 79, 97] to harness the fake news and rumors 
detection algorithms. For interpersonal risks, we found a trend 
among the papers that mainly focused on using domain-specific 
features such as hate lexicons (e.g., Hatebase3 and Luis von Ahn’s 
Offensive/Profane Word List 4) or counting the number of hateful 
instances [36, 73, 78]. A few papers (11%) leveraged domain-specific 
user behavioral features that described user behaviors associated 
with certain risks such as their influence and role in rumors propa-
gation [59] or extracting the digital “user footprint” of their abusive 
behaviors across multiple platforms [157]. 

Features Computation: Features in real-time risk detection 
models were learned in a sequential and incremental fashion. With 
the massive scalability of social media, computing these features 
was one of the challenges discussed in the real-time risk detection 
literature to provide scalable and timely risk detection solutions 
while maintaining sufficient accuracy. Most of the papers we re-
viewed (92%) used a straightforward approach: computing the fea-
tures over time by doing a full rerun on the data as they become 
available [69]. A few papers (8%) introduced approaches to reduce 
the feature computation timing by applying an attention mecha-
nism to differentiate the importance of calculating the features from 
risk comments [73] or sorting features in increasing order based 
on their importance to make an early accurate decision based on 
the most important features [25]. Dahiya et al. [36] took another 
direction by leveraging majorization-minimization algorithms [30], 
where the model computed the parameters only on the recently 
observed data, which led to faster processing. Another approach 
presented in the papers was that once the features were computed 
for the first set of input (e.g., comments) when new input was avail-
able, the features for the new input were calculated while reusing 
the previously calculated features, leveraging the incremental com-
putation [52, 53]. Unlike the models that perform a full run as each 
new data is available, this approach resulted in less re-computation 
overhead and would capture the naturalistic way of users’ online 
interactions to provide timely risk detection. 

Input Prioritization: In this review, we identified that most of 
the papers (96%) applied the real-time risk detection models by con-
sidering equal importance to classify all public conversations (posts 
and comments) without having a procedure to prioritize these data 
for detection. The significance of this procedure is mainly related 
to increasing the responsiveness of the detection approach to pro-
tecting people when needed. In addition, having less number of 
conversations or messages to classify or schedule the examined 
input for risk detection would lower the computational overhead 
for feature calculation, which in turn would produce faster risk 
decisions. Only two papers (4%) [116, 164] in our review identified 
and addressed this gap. Under the assumptions that “most media 
sessions are not bullying in nature, so not all media sessions need 
to be monitored equally”, Rafiq et al. [116] applied the resources 
on public media sessions (i.e., posts and associated comments) that 
were most likely to result in cyberbullying by presenting a Dy-
namic Priority Scheduler (DPS), which dynamically assigned high 

3www.hatebase.org
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priority to sessions to be examined by the detection model and low 
priority to the ones that were postponed until new comments were 
available. This scheduler showed maximum responsiveness when it 
was compared with other traditional approaches. Zang et al. [164] 
applied a machine learning algorithm to calculate the False/True 
probabilities based on the initial features of the events (multiple 
tweets and replies about a certain event). The events with a high 
probability were assigned a True/False label and the false informa-
tion events were moved to another step to be tracked for the final 
decision. By doing so, the final detection algorithm had a smaller 
set of possible false events to track them rather than inefficiently 
tracking all events. 

Algorithms: Most of the real-time risk detection models ad-
dressed in the literature implemented either deep learning (60%) or 
statistical approaches (40%). Papers that relied on statistical theories 
mainly leveraged Markov models (11%), Bayesian model (9%), pos-
terior probability (8%), and State Space models (4%) as illustrated in 
Table 9 in the appendix. Unlike the aforementioned traditional mod-
els that do not account for the sequentiality of data, deep learning 
models used commonly within real-time risk detection papers were 
expected and proved to be effective. Yet, off-the-shelf deep learning 
models were found to suffer when implemented in real-time risk 
detection, mainly because they can not account for the uneven time 
interval between responses or comments. Therefore, Sawhney et 
al. [127] proposed an approach that utilizes a monotonically de-
creasing function of elapsed time to transfer time into appropriate 
weights. Convolutional Neural Network (CNN)–based classifiers 
often generate complex and less interpretable representations of 
text. Therefore, works such as Liu et al. [81] improved CNN for fake 
news detection by adding a position-aware attention mechanism, 
which is an extension of the basic attention mechanism [94], which 
was used to learn how much attention should be given to the data 
points in the sequence. 

For statistical models such as the Markov model, the risk detec-
tion problem was formulated as a sequential or time-series text data 
that was represented as a chain of posts/comments. The papers 
we reviewed presented their improvements to tailor these models 
for the types of risk that were tackled. For example, Li et al. [69] 
improved the standard Kalman Filter, which is a mathematical al-
gorithm used for state estimation to achieve progressive detection 
through learning the temporal information of time-series data that 
arrive irregularly. A few papers (11%) discussed approaches where 
deep learning and statistical models were combined to foster the 
deep learning models’ capabilities to capture irregular conversa-
tions in an evolving nature. For instance, Dahiya et al. [36] utilized 
state-space models that were combined with deep-learning mod-
els, known as deep-state models, where there was a sequence of 
unknown states that were considered as learned features to rep-
resent the data, and then, at each time step, the model provided a 
probabilistic estimate of the future hidden states conditioned to all 
available data up to time. 

4.2.3 Real-time Risk Detection Evaluation. HCML framework high-
lights that when evaluating computational risk detection models, it 
is imperative to look into the models with human-centered perspec-
tives to understand whether the models could make accountable and 

fair decisions [92, 120]. This assessment could be achieved by incor-
porating qualitative explanations that go beyond the known quan-
titative performance metrics. In addition, leveraging the human-in-
the-loop approach is one of the important standards that should be 
incorporated in building human-centered algorithmic results [37]. 
In the following section, we will provide a detailed explanation of 
the quantitative and qualitative assessments of the models’ perfor-
mance, as derived from the literature we have examined. 

Detection Performance: Timeliness and accuracy are associ-
ated metrics in real-time risk detection literature. All papers in 
this review leveraged commonly known accuracy metrics, includ-
ing F1-score (70%), Accuracy (53%), recall (58%), precision (51%), 
Area Under Curve (11%), and Root Mean Square Error (RMSE) (4%). 
As we explained previously, most of the papers reviewed in this 
paper focused primarily on training the models using predefined 
fixed chunks of data. As a result, the models’ evaluation was also 
done using these chunks of data. The majority of articles evaluated 
the timeliness of the models (i.e., accuracy performance over time) 
based on chunks of a fixed number of posts (53%) and fixed time 
windows (21%). These chunks were fed to the models in chronologi-
cal order to measure the models’ accuracy performance across fixed 
chunks of posts or time windows. A few papers (21%) used the detec-
tion time to evaluate how timely is the model. These papers mostly 
built models that learned when to stop using a widely known prob-
lem in statistics called the Markov Optimal Stopping problem [134]. 
Meanwhile, two papers [158, 166] took another direction by lever-
aging reinforcement learning to identify the optimal number of 
observations needed to make the detection decision, which is the 
most promising approach that could provide assessments about the 
models’ performance when it is deployed in real-world applications. 

Explainability: Our review revealed that (57%) of the papers 
presented explanations for the model performance beyond the time-
liness and known accuracy measures (Table 10). These papers pre-
sented qualitative explanations of real-time risk detection, including 
qualitative analysis (32%), error analysis (13%), case studies (9%), 
and human evaluations (2%). Qualitative or error analysis was dis-
cussed in papers to further explain their models’ performance such 
as [78, 81, 100]. Due to the goal of implementing the models in 
social media, the papers have mainly focused on minimizing and 
discussing the false negatives [78, 81]. For instance, Liu and Gu-
berman et al. [78] found that the false negatives of their hostility 
forecasting mainly occurred when there was no indication of es-
calation with many consecutive similar innocuous messages sent. 
Case studies were leveraged to illustrate and explain how the model 
performed over time using a case. None of the reviewed papers 
integrated user studies or human evaluations, with the exception 
of Masud et al. [91], who surveyed 25 participants to assess their 
model that altered hateful texts and found that their model out-
performed other hate normalization models in terms of generating 
reduced hateful comments and more fluent sentences. This human 
evaluation demonstrated that the effective performance of their 
hate normalization model extended beyond the dataset that was 
used during training. 

4.2.4 Applications and Interventions of Real-Time Social Medial Risk 
Detection. HCML places a strong emphasis on building systems-
based artifacts to foster machine learning transparency that allow 
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humans to explore machine learning used features and decision 
results to build trust, making these models less of a “black box” 
and enhancing their usability and societal impact [144]. The real-
world artifacts should be designed to empower users to interact 
with, question, and comprehend the algorithms’ inner workings to 
elevate stakeholders’ oversight such as victims, clinical practition-
ers, and social media platform owners or moderation teams [120]. 
The HCML community also promotes the development of risk in-
tervention to ensure that machine learning models are designed 
to minimize harm and adverse consequences for individuals and 
society [62]. Below, we identify the artifacts and risk interventions 
that were presented in the literature. 

Applications: The majority of the papers (92%) focused on pre-
senting the algorithmic approaches that enhanced real-time risk 
detection, yet presenting system artifacts or APIs that could be 
integrated with social media platforms was rarely done in the lit-
erature. Two papers (4%) presented an online-offline detection ap-
proach where the model is fully trained offline and the trained 
model was deployed in a social media platform or server hosting 
services [36, 157]. Another two papers [91, 167] developed an in-
terface to demonstrate the performance of their models in the real 
world. For instance, Zou et al. [167] developed a web interface in 
which users can search for an event, then an alert would appear if 
the event was likely to be a rumor along with three visualizations 
that illustrated 1) the event’s timeline to show the event evolution 
along the time deployed, 2) the propagation structure on social 
media, and 3) user information graph. Only one paper by Rafiq et 
al. [116] conducted a simulation for their model in Amazon AWS 
virtual machine instances with 1GB memory to evaluate the scal-
ability of their model by replicating the 100,000 media sessions’ 
traffic up to the scale of 39 million sessions. 

Interventions: The majority of the papers we reviewed (89%) 
focused on the detection algorithms and their performances. How-
ever, a few papers (11%) presented an intervention strategy such 
as alerts, alternating the risk language in posts, or immunizing 
certain users from receiving risk content. Three papers (6%) pre-
sented alerts that were raised when cyberbullying instances were 
detected [25, 116, 160]. Intuitively, these alerts should be raised after 
a classifier produced a decision; however, these papers discussed 
waiting until certain positive decisions have been made to avoid 
false positives, which was identified as a trade-off between respon-
siveness and precision. For example, Yao et al. [160] introduced 
an approach that reviewed Instagram comments as they became 
available over time and raised an alert only when the total number 
of comment–level detection decisions topped a certain threshold. 
Two papers (4%) [113, 155] leveraged the network immunization 
approach with the goal of minimizing the spread of risk information 
such as hate speech or rumors. This approach is mainly derived 
from network science and graph theory to identify these nodes or 
users effectively. For instance, Petrescu et al. [113] utilized preven-
tive immunization, which worked on the network without knowing 
the source of risk content and was applied after detecting hateful 
content, by lowering the rank of that particular post in the feed. As 
such, we have identified prior efforts to advance the state-of-the-art 
of real-time risk detection approaches. Next, we will briefly describe 
the human-centered gaps and recommendations to direct future 
research to the best practices in this field. 

5 DISCUSSION 
In this section, we describe the identified gaps along with the rec-
ommendations to address the identified gaps and advance the real-
time risk detection approaches computationally and from a human-
centered perceptive. 

5.1 Identifying the Gaps in Real-Time Risk 
Detection Research from the 
Human-Centered Perspectives 

First, our analysis provided an opportunity to extend Razi et al.’s 
framework for systematic reviews of computational risk detec-
tion literature by adding unique dimensions for human-centered 
perspectives of real-time risk detection. The new dimensions and 
codes that emerged included characteristics of the dataset (i.e., 
selection criteria, dataset size, class distribution), pre-processing 
and model development (i.e., data processing, feature compu-
tation, input prioritizing), and evaluation (i.e., timeliness). This 
methodological contribution is valuable for future systematic and 
human-centered reviews of computational risk detection literature 
that involve real-time approaches. In this section, we describe the 
gaps in the social media real-time risk detection literature (illus-
trated in Table 3) and how to address them from a human-centered 
perspective moving forward. 

5.1.1 Datasets Gap: The Absence of Ecologically Valid Datasets. We 
raise several questions regarding the ecological validity of datasets 
for real-time online risk detection. The current approach heavily 
relies on publicly available text datasets scraped from platforms, 
excluding input from humans, victims, or survivors of these risks 
at any stage. Depending solely on such data could hinder the effec-
tiveness of real-time online risk detection. Moreover, collecting the 
data and ground truth annotations from humans, specifically from 
actual victims ensures that the training risk detection models reflect 
real-world experiences and accurately represent the users and risks 
they face online [8]. Further, in section 4.1.1, we described the time-
evolving nature of risks; relying solely on static public datasets might 
overlook the nuanced dynamics inherent in how these phenomena 
unfold over time. We note the need for capturing temporal patterns, 
such as escalation during cyberbullying, the gradual unfolding of 
mental health symptoms, or the trust-building stages that have 
been well-documented for sexual grooming [20], which require lon-
gitudinal data for timely and accurate identification. Additionally, 
in fake news and rumor detection, acknowledging the progress of 
content spread could be crucial for collecting datasets that represent 
the dynamic nature of these risks and associated human behaviors. 
Therefore, we recommend considering data collection methods and 
advanced systems designed to gather real-time and continuous data 
streams, or at least robustly simulate interactions that occur over 
time. This approach should be tailored for specific populations (e.g., 
risk victims or survivors), the actual contexts of risks, as well as 
the dynamic aspects of risk escalation and human communication. 

5.1.2 Models Gap: The Need for Grounding Models with Human 
Behaviors. Our analysis revealed that the existing models were 
grounded on primarily computational efficiency considerations, 
without considering human understanding or theories. Most papers 
used a streaming-like data processing approach with data chunks 
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Table 3: State-of-the-art in real-time risk detection computational approaches and the identified human-centered gaps. 

State-of-the-art Computational Approaches Gaps from the Human-Centered Lens 
Dataset Utilized large-scale, public datasets with estab-

lished ground truth. 
The absence of ecologically valid datasets 
that are representative of targeted popula-
tion and the contexts of their online risk ex-
periences. 

Models Trained models using streaming-like data, textual 
and social network features, and improved deep 
learning. 

Lack of grounding pre-processing, features, 
and models with human behaviors. 

Evaluation Evaluated the models’ using chunks of data for 
timeliness and qualitative and error analysis to 
interpret the models’ performances. 

Lack of human evaluations of the models’ 
performance. 

Applications Presented novel algorithmic approaches for real-
time risk detection. 

Lack of artifacts to deploy the models in 
real-world settings and personalized inter-
ventions to intervene after detection. 

lacking conversation context, which could lead to the model mis-
interpreting or missing potential risks. Only 32% of the papers 
developed features based on human theories and domain-specific 
knowledge to capture nuanced context. Therefore, we highlight 
the significance of acknowledging the dialectical nature of human 
communication and the dynamic changes in behavior within risk 
contexts when designing features to enhance the effectiveness of 
real-time risk detection algorithms. This acknowledgment empha-
sizes the need for designing online features that capture sequential 
conversational data rather than traditional (i.e., all conversation at 
once) or chunk-based features [150]. In addition, well-established 
methodological approaches like discourse analysis [17], which pro-
vide a foundation for in-depth exploration of the structural aspects 
of human communication, could be useful to craft these features 
by identifying the time-evolving nature of human communication 
such as shifts in tone, frequency of aggressive language, shifts in 
mood or self-disclosure, or changes in narrative. Incorporating such 
approaches into the design of algorithms enables a more nuanced 
interpretation of online interactions that aligns closely with human 
understanding. In this review, we also found heavy reliance on the 
high capability of deep learning models; yet, these models were not 
inherently human-centered since these models often operated as 
“black boxes.” This can hinder stakeholders, including the victim, 
from understanding the models’ output [143]. Therefore, there is 
still a need to adopt human theories widely and human-centered 
real-time risk detection that effectively identifies social media risks. 

5.1.3 Evaluation Gap: Involving Humans in the Evaluation Process 
is Needed. We found most of the papers relied on purely computa-
tional metrics (e.g., accuracy and timeliness) without incorporating 
user studies or human insights into the evaluation of developed 
risk detection models and identifying the effectiveness of the mod-
els’ timeliness in protecting people. We even conducted additional 
searches for subsequent user studies related to the reviewed papers, 
but we only found one publication by Chang et al. [22] in which 
Liu’s et al [78] hostility forecasting model was embedded into a 
tool assessed by end users. Their data collection included a sur-
vey on participants’ experiences with incivility, responses to tool 
warnings, and overall impressions, alongside real-time recording 

of drafting behavior via usage log data. They found that the proac-
tive incivility warnings enhanced participants’ awareness of their 
interactions by reflecting more on conversation tension, spending 
more time drafting comments, and revising replies to mitigate any 
tension. Similar to this research, future real-time risk detection 
models could consider incorporating human evaluations to ensure 
that these models align with human values, ethics, the complexities 
of online communication, and aligned with evolving risk dynamics, 
ultimately leading to more effective, trustworthy, and responsi-
ble models. However, we recognize the complexities involved in 
carrying out these evaluation studies concerning ethical considera-
tions, especially those related to algorithmic bias [22]. These issues 
present difficulties in mitigating potential negative impacts like the 
reinforcement of stereotypes or the marginalization of vulnerable 
groups, as noted by Xu et al. [157]. Despite these challenges, in 
the user study, Chang et al. [22] established a pathway for future 
researchers to navigate and potentially tackle these ethical and tech-
nical concerns in conducting user studies to evaluate risk detection 
algorithms. Consequently, we emphasize the need for collaborative 
initiatives to engage in ethical discussions, aiming to identify the 
best practices for conducting such important user studies [5]. 

5.1.4 Applications and Interventions Gap: Need for More Real-Time 
Interventions and Real-World Applications. Most papers focused 
more on presenting effective detection algorithms without present-
ing system-based artifacts and interventions using real-time risk 
detection algorithms. The existence of such systems is a necessary 
prerequisite for research on real-world algorithm deployment, sys-
tem design, and user experience resulting from the use of such 
systems. These studies are important to improve our understanding 
of how users engage with and react to applications designed for 
risk detection. In fact, deploying risk detection models in real-world 
applications has become more of an industrial problem than an 
inherent expectation in research presenting these detection algo-
rithms [66]. Moreover, the availability of open-source risk detection 
systems or algorithms is limited, often confined to proprietary plat-
forms or academic papers [5]. Therefore, HCI scholars could bridge 
this gap by redirecting the fields’ attention and resources toward 
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developing interfaces and interventions. Additionally, fostering in-
terdisciplinary collaboration between experts in ML and HCI fields 
could lead to the development of such systems and algorithms with 
the goal of aligning them with user expectations. Building artifacts 
should be designed to empower users, including victims, clinical 
practitioners, and social media platform owners, to interact with 
and understand how these algorithms work. When stakeholders 
can explore predictions, understand decision factors, and question 
the algorithm’s outputs, they can intervene if needed to align with 
human values and privacy considerations, improving the algorithm 
together. For instance, employing personalized interventions could 
play an important role in offering targeted support based on in-
dividuals’ preferences, needs, and behaviors, while empowering 
users with a sense of control and autonomy [26]. As a result, these 
artifacts would foster real-time risk detection models’ transparency, 
making the algorithms less of a “black box” and enhancing their 
usability and societal impact. 

5.2 Establishing a Research Agenda for 
Real-Time Risk Detection on Social Media 

We make several recommendations for advancing real-time risk de-
tection approaches based on our review. Figure 3 illustrates our con-
ceptualized and comprehensive framework to direct future research 
with recommendations for the best technical and human-centered 
practices for real-time risk detection algorithms. 

5.2.1 Towards Leveraging Streaming Mechanisms for Ecologically 
Valid Datasets. We propose that real-time risk detection training 
and testing could eventually be accomplished using private and 
multimedia streaming data or online processing of continuous data, 
instead of relying on predefined chunks of data. Social media en-
vironments are characterized by rapidly changing data patterns, 
influenced by user behaviors, trends, and external events; there-
fore, continuous data streaming systems could capture this dy-
namism [61]. Developers of real-time risk detection are encouraged 
to construct personalized data stream processing systems utilizing 
open-source software and tools such as Kafka, rather than using 
commercial or proprietary systems that may not adhere to the 
users’ privacy [58, 60]. Future research in real-time risk detection 
could also leverage informative reviews on data streaming systems 
such as [60, 61] that provide insightful information about the us-
ability, features, and real-world use case scenarios for different data 
streaming systems. 

From a human-centered perspective, to ensure that training mod-
els reflect the real-world experiences of users, these data streams 
could be obtained directly from victims or survivors of online risks 
in human-subject studies with their consent. We acknowledge that 
data collection from such vulnerable populations is uniquely chal-
lenging as it requires researchers to ask them to share and label 
their intimate online conversations while ensuring that partici-
pating in research does not harm them [99, 119]. We suggest that 
researchers set guidelines beforehand and make sure to follow es-
tablished recommendations to enhance the ethical implementation 
of research involving survivors and victims of traumatic online 
risks, for example by putting in place formal consultation proce-
dures for participants [34]. In addition, scholars in the HCI field 

have initiated efforts such as MOSafely5 (Modus Operandi Safely) 
with the objective of establishing a multidisciplinary collaborative 
community that concentrates on safeguarding young individuals 
in online environments. This innovative approach may serve as 
a potential avenue for resource-sharing, encompassing datasets 
and algorithms, to effectively address the online security concerns 
pertaining to at-risk youth. It is advisable for future research en-
deavors to actively participate in such collaborative initiatives with 
a strong ethical foundation, prioritizing the protection of the rights 
and well-being of people. 

5.2.2 Toward an Optimized Real-Time Models’ Efficiency Grounded 
in Human Understanding. In this review, most papers leveraged an 
aggregate view of features over time or time windows. By aggre-
gating the features, the models consider them as independently 
distributed, meaning that the features calculated for one set of 
data are unrelated to newly available data, which fails to capture 
valuable information from adjacent time periods (i.e., evolutionary 
data) [57]. Due to these reasons, we suggest that an optimal solu-
tion for calculating the features could account for the computation 
overhead. We suggest that the best practice identified to address 
this issue in this review revolved around calculating the features 
for a set of data, and then when new data became available, the 
features of this new data were only calculated while the previously 
calculated features were reused, which has mainly been imple-
mented through incremental computation [116]. This approach 
proved to reduce the computation complexity of feature calculation 
and provide faster classification than classical approaches. There-
fore, setting a benchmark for the performance of the incremental 
computation in features engineering and balancing between the 
models’ computation efficiency and accuracy is a task for future 
research in real-time to further investigate. 

Unlike ML scholars who mainly leveraged the data-driven fea-
tures for real-time risk detection, socio-psychological researchers 
often employ survey-based or interview methods to capture contex-
tual information directly from human subjects. However, in both 
cases, the data may not provide a holistic understanding of human 
experiences or behaviors that could be helpful for real-time risk de-
tection. Therefore, we call ML and socio-psychological researchers 
to collaborate on designing a complementary approach to utilize 
data-driven features that provide objective insights about users’ 
experiences and subjective data collected through well-designed 
surveys to provide a holistic understanding of human experiences, 
behaviors, or perspectives of risk. Additionally, prior research has 
shown that context-based features improve the detection accuracy 
performance [140], and this is particularly relevant to real-time risk 
detection on social media where users’ interactions could transform 
within minutes. Therefore, the dynamic updates of user behaviors 
ensure that the prediction model remains reflective of the shifting 
patterns of these behaviors [142]. Yet, capturing this time-evolving 
context in terms of scale becomes challenging and has been iden-
tified as a crucial avenue for future development [4]. Therefore, 
future research in real-time risk detection approaches could fur-
ther investigate the applicability of incorporating such features, 
monitoring how this will affect the models’ scalability. 

5https://www.mosafely.org/ 

https://5https://www.mosafely.org
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Features

Models
Evalua�on

and
Applica�on

Data

• Optimized Feature Computation
Utilize incremental computation to lower the
feature computation overhead

• Features Based on Human Understanding
Leverage data-driven features and
well-designed surveys for features

• Optimized Models’ Responsiveness
Use resource allocation techniques to target
potential risk social media interaction

• Models Grounded on Human Theories
Incorporate a human-defined risk severity
scale to guide resource allocation

• Timeliness Evaluation
Utilize models’ detection time to
evaluate timeliness
Develop simulations to test models’
scalability

• Humans’ Evaluations
Design user-friendly interfaces
Leverage human-in-the-loop approach 

• Big Data Streaming
Utilize open-source software and tools to build 
customized data streaming process

• Ecologically Valid Dataset
Collect private data from targetusers
coded with individualized ground truth

Figure 3: Recommended Computational and Human-Centered Framework For Real-Time Risk Detection Approaches for Social 
Media 

5.2.3 Towards Advancing Real-Time Risk Detection Responsiveness 
and Interpretability. We identified two papers that adopted a pro-
cedure to enforce the risk detection models targeting potentially 
risky social media interaction (i.e., priority schedulers and machine 
learning-based ranking) [116, 164]. These papers pave the way for 
future real-time risk detection algorithms to be more responsive 
by allocating resources to focus on conversations that are more 
likely to require immediate intervention. However, we also suggest 
exploring and using other resource allocation techniques such as 
adaptive allocation to continuously monitor the workload of the 
risk detection system and allocate resources based on the volume of 
conversations and the urgency of risk detection, or predictive allo-
cation to anticipate periods of high-risk activity based on historical 
patterns to allocate resources during these periods. Reinforcement 
scheduling [11] leverages reinforcement learning that could be used 
to learn when potentially risky conversations or at-risk populations 
would need the detection algorithms. Therefore, future research 
is encouraged to adopt these proactive allocations of resources 
to effectively target conversations or threads that potentially con-
tain risky content and ensure faster responses to emerging risks, 
creating a safer online environment for social media users. 

An ultimate approach to ground these recommended resource 
allocation techniques with human understanding could be by in-
corporating a human-defined risk severity scale; therefore, more 
efforts to understand the severity of online risk from the perspec-
tives of users (e.g., [152]) are needed. One approach could be identi-
fying profiles of at-risk individuals that might need more attention 
from the risk detection algorithms, using unsupervised cluster-
ing techniques [139] or by leveraging survey-based data to feed 
well-established statistical techniques (e.g., Mixture Factor Analy-
sis [96]). Future research on improving the real-time risk detection 
algorithms is warranted to leverage such human-centered practices 
when optimizing the models’ responsiveness. To achieve this goal, 
we urge HCI scholars to collaborate with ML and Data Scientists to 
guide the resource allocation process based on human understand-
ing. In addition, Our findings inform that combining deep learning 

models with state models can help incorporate domain-specific 
constraints and handle uncertainty more effectively. Therefore, we 
recommend future researchers to investigate combining deep learn-
ing and statistical models in an ensemble approach, and how it 
could impact the models’ interpretability. Since ensemble meth-
ods aggregate predictions from multiple models, they can capture 
complex patterns while benefiting from the transparent insights of 
statistical models. 

5.2.4 Towards Designing Applications to Incorporate Human Evalu-
ation and Personalized Interventions. In our review, we found that 
reinforcement learning (RL) such as Q-learning or deep reinforce-
ment learning has the most promising potential to provide informa-
tion when the detection decision was made instead of relying on 
pre-defined chunks of data [72, 138]. These techniques advance the 
detection models to know what level of cues is enough for the model 
to review the input and provide the detection decision. Besides the 
detection time, another performance measure should be considered: 
how well the detection models perform as data volumes increase 
using a nearly realistic environment. Incorporating scalability sim-
ulations into the evaluation process is crucial for ensuring that 
real-time risk detection models can effectively handle the dynamic 
nature of social media data streams. During these simulations, it 
is important to identify potential bottlenecks, limitations, and per-
formance degradation in detection latency and compute times that 
are essential to enhance the overall responsiveness. Therefore, we 
recommend that future research on real-time risk detection pro-
vide performance metrics that are more useful when deploying the 
models in real-world settings. 

To fill the gap between technical solutions and human expecta-
tions, a growing body of work has highlighted the importance of 
human insights into algorithmic performances to facilitate HCML 
by informing developers entrusted with designing ethical machine 
learning algorithms and decision-makers tasked with implement-
ing such systems in social contexts [64]. Given explainability and 
fairness perceptions are highly context-dependent and can vary 
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substantially across domains, tasks, and algorithmic designs [141], 
human involvement in evaluation processes is essential. One way 
to reflect human perceptions in the evaluation of machine learn-
ing systems is through interactive machine learning system de-
sign [7] in which human end users are iteratively involved in the 
model development process. Participatory design strategies allow 
the users to learn about how the machine-learning model works by 
instantly testing various inputs and examining the impact of the 
models [42, 149, 153]. More importantly, these user-led cycles of 
trial-and-error discovery processes can help developers steer the 
model to improve model outcomes in ways that satisfy those who 
are affected by the models the most. Therefore, we call for more 
collaborative approaches among multi-stakeholders including de-
velopers, designers, and users to work together through co-design 
sessions [1], or even more long-term efforts such as the advisory 
board of users [95]. This way, we can make sure that real-time risk 
detection models are working in ways that meet users’ expectations 
and benefit those who are affected by online risks. 

Designing user-centric or personalized interventions could in-
volve multiple steps to ensure the effectiveness of these interven-
tions. First, researchers are recommended to gather data to identify 
the target users and create profiles of users, which include scraping 
social network data and self-reported to understand individuals’ 
needs, behaviors, and preferences. Scholars have also called for go-
ing beyond individual characteristics to explore the effectiveness of 
contextual characteristics such as culture [121]. Additionally, these 
interventions should be adaptable to the evolving nature of users’ 
behaviors and needs by continuously monitoring user interactions 
and feedback to ensure that the support provided remains relevant 
and engaging. Nudges or gamification could be integrated with 
these interventions to improve the overall user experience [6, 15]. 
The design of personalized interventions should possess visual 
attractiveness, simplicity, and personal relevance in order to res-
onate with any particular population [102]. Future researchers are 
encouraged to collaborate with interdisciplinary teams such as psy-
chologists, user experience designers, and data scientists to ensure 
that intervention designs consider psychological, technical, and 
ethical dimensions. 

5.3 Reconsidering ‘Timing’ in Real-Time Risk 
Detection 

We found that 94% of the papers operationalized real-time risk de-
tection tasks as an early detection approach that worked on the data 
retrospectively to detect the risk as early as possible. Social media-
rich data have been proved in prior studies to be successfully used 
to predict the future (i.e., forecasting) across different domains and 
contexts such as marketing, finance, and sociopolitical events [124]. 
However, despite our adoption of a comprehensive view of online 
risks in contrast to prior reviews [66, 120], we observed a similar 
trend in terms of a conspicuous dearth of preventive methodologies 
with respect to risk prediction and mitigation. A possible explana-
tion of this rare implementation could fundamentally arise from 
challenges such as data noise, biases inherent in social media data, 
limited generalizability, and the inherent difficulty in integrating 
domain-specific knowledge and theoretical frameworks [114]. In ad-
dition to these identified challenges, in our review, we observed that 

the rapid dissemination of information on social media frequently 
resulted in temporal intervals that are insufficiently extensive for 
models to anticipate and proactively address emerging risks before 
they materialize or escalate. With that being said, we presented 
three research papers [36, 78, 91] as exemplars that future scholars 
may consider when seeking to apply and explore the efficacy of 
their novel preventive methodologies across diverse datasets and 
various risks. 

Another interesting finding in our review was the trade-offs iden-
tified within early risk approaches between accuracy and latency in 
ways that the more data the models use to give accurate predictions, 
the more time the models take to provide predictions. Trade-offs in 
ML-based computational systems have been well-documented in 
the literature, especially between fairness and accuracy, which is a 
value-sensitive and open question for further discourse [108–110]. 
We highlight that striking a balance between accuracy and timely 
detection is indeed an important and challenging aspect of real-time 
risk detection, especially given that real-time risk detection models 
are designed to provide “just-in-time” intervention to support those 
who are (potentially) at risk. Hence, careful consideration of how 
to balance the two is essential for future work toward designing 
value-sensitive and effective computational systems to support in-
dividuals and society. One way to accomplish this balance might 
be by defining acceptable trade-off thresholds between accuracy 
and latency. For example, accepting a certain drop in accuracy if it 
significantly reduces latency. Thus, the optimal balance between 
accuracy and latency will vary based on the specific use cases and 
requirements of the detection task. 

In fact, preventive and early approaches aim to safeguard people 
on social media platforms from potential harm, yet they differ in 
terms of timing and focus. On one hand, early detection is rooted in 
real-world data, which could lead to more accurate risk assessments 
than preventive approaches. Yet, the time required for detection, 
analysis, and response may result in a delay between risk emergence 
and effective intervention, reducing its efficacy within a rapidly 
evolving environment such as social media platforms. On the other 
hand, the preventive approach utilizes the predictive indicators to 
take action “before” the risk incident occurs or the victim suffers 
from the risk. However, applicability concerns have been posed 
about this approach as explained previously that may lead to un-
necessary content removal or user restrictions if these models were 
not trained very well [24]. As such, each approach (i.e., preven-
tive and early risk detection) has pros and cons that are warranted 
to be balanced in future research. We suggest that ultimately, a 
combination of both strategies along with late risk mitigation, tai-
lored to the specific context and nature of risks, can be the most 
effective way forward in building a safe online landscape, as illus-
trated in Figure 4. This means that preventive, early, and late risk 
mitigation strategies could be developed hand in hand to provide 
a comprehensive risk detection approach that detects the risk as 
early as possible in case the predictive indicators fail to forecast 
and mitigate risks beforehand. Late risk mitigation could serve as 
an analysis stage of the risks that were missed by the preventive 
and early approaches or the risks’ long-term impact (e.g., cyber-
bullying and following mental health indicators). Adopting this 
approach forms a full cycle of real-time risk detection algorithms 
to effectively ensure individuals’ safety. 



Towards Human-Centered Real-Time Risk Detection CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

Figure 4: Comprehensive real-time risk detection approaches. 

5.4 Limitations and Future Research 
There are several limitations of our review that are worth mention-
ing. First, while our review was comprehensive, it is possible that 
we did not include all published work that met our inclusion criteria. 
Additionally, we limited our inclusion criteria to papers that devel-
oped a novel computational real-time risk detection model for social 
media-related risks. Considering the computational complexities 
involved in developing and assessing these algorithms, it is proba-
ble that the human-centered evaluations of these systems were left 
for subsequent work, although we did not find many in this vein. 
Consequently, we strongly encourage more research focused on 
HCI aspects of real-time risk detection on social media, including 
intervention-based approaches, interface design, user experiments, 
and real-world system deployment. Further, there may have been 
some papers that met our inclusion criteria that were held out-
of-scope because it was difficult for us to evaluate relevancy due 
to inconsistent reporting standards. Therefore, we urge the HCI 
and ML research communities to converge on local norms for re-
porting important metrics uniformly across fields to increase the 
communities’ ability to synthesize the results in a way that moves 
the fields cohesively forward. Furthermore, this review primarily 
concentrates on peer-reviewed research, yet it is worth noting that 
numerous social media companies are independently developing 
proprietary algorithms for real-time risk detection [46]. To advance 
the field more effectively, fostering collaboration between academic 
and industry researchers could prove to be highly advantageous. 
Finally, all human-centered research is nuanced, complicated, and 
context-dependent. As such, insights regarding specific risk types 
may not be directly applicable to other risks, especially when com-
paring interpersonal risks, such as cyberbullying or mental health 
to community-level risks, such as fake news. Therefore, future re-
searchers should use their discretion, as well as domain experts’ 
opinions, as to what recommendations make sense in the context 
of their work. 

6 CONCLUSION 
In an increasingly digitalized society, individuals face growing com-
plexity due to the diverse range of social media risks, impacting 
both individuals and society as a whole. Detecting these risks accu-
rately and timely has become a pressing necessity to facilitate effec-
tive interventions for various stakeholders, including governments, 

online platforms, societies, and academic communities. While pre-
vious studies have made great progress in advancing real-time 
risk detection approaches for social media, our review revealed a 
lack of integration with human understanding and behaviors in 
these approaches. Therefore, we strongly recommend that future 
research prioritize placing humans at the center of designing, de-
veloping, and testing real-time risk detection systems to ensure 
their effectiveness in real-world settings. As our review highlights, 
as HCI researchers, it is imperative for us to join forces with ML 
developers and researchers to bridge the gap between theoretical 
socio-psychological knowledge and the hands-on implementation 
of computational solutions for real-time risk. 
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Table 4: Social Media Platforms. 

Social Media Platforms Counts (Percent) References 
Twitter 36 (68%) [19, 27, 36, 38, 45, 69, 70, 73, 77, 79–81, 87–89, 91, 93, 97, 100, 

113, 123, 125–128, 137, 147, 154–156, 158, 161, 164, 166, 168] 
Weibo 14 (26%) [27, 59, 69, 70, 80, 81, 87–89, 151, 156, 165–167] 
Instagram 8 (15%) [25, 28, 29, 49, 78, 98, 160, 162] 
Vine 5 (9%) [29, 49, 82, 116, 162] 
Reddit 5 (9%) [65, 68, 91, 117, 165] 
Facebook 2 (4%) [91, 157] 

Table 5: Ground Truth Annotations 

Annotations Counts (Percent) References 
Existing 38 (72%) [19, 25, 27–29, 38, 45, 49, 59, 65, 68, 70, 73, 77, 80, 81, 87–89, 91, 93, 97, 98, 

116, 117, 123, 125, 137, 151, 155, 156, 158, 160, 162, 164, 166–168] 
Outsiders 15 (28%) [36, 69, 78, 79, 82, 91, 100, 126–128, 147, 154, 157, 161, 165] 
Auto 5 (9%) [79, 100, 113, 154, 157] 

Table 6: Class Distribution 

Class Distribution Counts (Percent) References 
Unbalanced 31 (58%) [19, 25, 28, 29, 38, 45, 49, 65, 68, 73, 78, 81, 82, 87, 88, 93, 98, 113, 117, 

123, 125–128, 137, 154, 155, 157, 162, 165, 168] 
Balanced 22 (42%) [27, 36, 59, 69, 70, 77, 79, 80, 89, 91, 97, 100, 116, 147, 151, 156, 158, 

160, 161, 164, 166, 167] 

Table 7: Dataset Processing 

Dataset Type Counts (Percent) References 
Chunks of data 44 (83%) [19, 27, 29, 36, 38, 45, 49, 59, 65, 69, 70, 73, 78–82, 88, 89, 91, 93, 97, 100, 

113, 116, 117, 123, 125–128, 137, 147, 151, 154–158, 161, 162, 164–168] 
Dynamical 9 (17%) [19, 25, 28, 68, 77, 79, 87, 98, 160] 

Table 8: Features 

Features Counts (Percent) Types References 
ML-Based 53 (100%) Textual (66%) [19, 25, 27–29, 45, 49, 59, 65, 68–70, 73, 78, 80, 81, 87, 

88, 91, 98, 100, 117, 126–128, 147, 156, 160–162, 164– 
168] 

Network (51%) [29, 38, 49, 59, 73, 77, 79, 80, 82, 89, 93, 97, 100, 113, 
123, 125, 126, 128, 137, 147, 151, 155, 158, 164, 165, 
167, 168] 

User (30%) [29, 38, 45, 49, 59, 70, 80–82, 88, 89, 97, 116, 125, 157, 
167] 

Temporal (21%) [27–29, 73, 80, 97, 125, 128, 137, 155, 156] 
Sentiment (19%) [25, 68, 69, 82, 89, 91, 116, 164, 167, 168] 

Domain-Specific 17 (32%) [36, 65, 70, 77–79, 87, 89, 116, 117, 151, 154, 157, 160, 
161, 164, 168] 
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Table 9: Machine Learning Models 

Approach Counts (Percent) Model References 
Statistical 21 (40%) Bayes [19, 69, 70, 82, 97, 98, 100, 155, 160] 

Markov Models [25, 36, 68, 69, 97, 147, 151, 156] 
Hawkes process [97, 128, 158] 

Deep Learning 31 (60%) LSTM [27, 38, 70, 73, 91, 113, 126, 127, 147, 158] 
Graph Neural Network [77, 79, 93, 123, 128, 137, 154, 165] 
Transformers-Based [65, 88, 91, 113, 168] 
CNN [59, 81, 125] 
Neural Network [45, 87, 167] 
Gated recurrent units [80, 165] 

Table 10: Models’ Explainable Approaches 

Models’ Explanibility Counts (Percent) References 
Qualitative analysis 16 (32%) [19, 28, 29, 78, 81, 87, 97, 98, 123, 126, 127, 137, 147, 162, 166, 168] 
Error analysis 7 (13%) [19, 91, 100, 126, 128, 151, 154] 
Case study 5 (9%) [49, 69, 70, 73, 165] 
Human evaluation 1 (2%) [91] 
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