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We associate several invariants to a knot in an integer homology 3—sphere using SU(2) singular instanton
gauge theory. There is a space of framed singular connections for such a knot, equipped with a circle
action and an equivariant Chern—Simons functional, and our constructions are morally derived from the
associated equivariant Morse chain complexes. In particular, we construct a triad of groups analogous to
the knot Floer homology package in Heegaard Floer homology, several Frgyshov-type invariants which
are concordance invariants, and more. The behavior of our constructions under connected sums are
determined. We recover most of Kronheimer and Mrowka’s singular instanton homology constructions
from our invariants. Finally, the ADHM description of the moduli space of instantons on the 4—sphere can
be used to give a concrete characterization of the moduli spaces involved in the invariants of spherical
knots, and we demonstrate this point in several examples.
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1 Introduction

Instanton Floer homology [Floer 1988] and Heegaard Floer homology [Ozsvath and Szab6 2004b] provide
two powerful invariants of 3—manifolds, each of which have knot-theoretic variations: singular instanton
Floer homology [Kronheimer and Mrowka 2011b] and knot Floer homology [Ozsvéth and Szab6 2004a;
Rasmussen 2003]. These knot invariants share many formal properties: they are both functorial with
respect to surface cobordisms, they each have skein exact triangles, and Kronheimer and Mrowka [2010b,
Conjecture 7.25] even conjectured that some versions of the theories agree with one another. Despite
their similarities, each of the two theories has some advantages over the other.

On the one hand, singular instanton Floer homology is more directly related to the fundamental group of
the knot complement. For example, Kronheimer and Mrowka [2004; 2010b] used this Floer homology
to show that the knot group of any nontrivial knot admits a nonabelian representation into the Lie
group SU(2). On the other hand, knot Floer homology currently has a richer algebraic structure which
can be used to obtain invariants of closed 3—manifolds obtained by surgery on a knot [Ozsvith and
Szabd 2008; 2011]. Moreover, knot Floer homology is more computable, and in fact has combinatorial
descriptions [Manolescu et al. 2009; Ozsvath and Szab6 2019].

A natural question is whether there is a refinement of singular instanton Floer homology that helps bridge
the gap between the two theories. An important step in this direction was recently taken by Kronheimer
and Mrowka [2021a]. The main goal of the present paper is to propose a different approach to this
question. Like Kronheimer and Mrowka [2011b; 2011a], we construct invariants of knots in integer
homology spheres using singular instantons. However, in contrast to those constructions, we do not avoid
reducibles, and instead exploit them to derive equivariant homological invariants. As we explain below,
the relevant symmetry group in this setting is S!.

The knot invariants in this paper recover various versions of singular instanton Floer homology in
the literature, including all of the ones constructed in [Kronheimer and Mrowka 2011a; 2013; 2021a].
Moreover, some of the structures of our invariants do not seem to have any obvious analogues in the
context of Heegaard Floer invariants. For instance, a filtration by the Chern—Simons functional and a
Floer homology group categorifying the knot signature can be derived from the main construction of the
present work.

Motivation

The basic idea behind the main construction of the present paper is to construct a configuration space
of singular connections with an S'-action. Let K be a knot in an integer homology sphere ¥ and fix
a basepoint on K. Consider the space of connections on the trivial SU(2)-bundle E over Y which are
singular along K and such that the holonomy along any meridian of K is asymptotic to a conjugate of

1.1 [(1) _(I)] e SU(2)
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Equivariant aspects of singular instanton Floer homology 4059

as the size of meridian goes to zero. (See Section 2 for a more precise review of the definition of such
singular connections.) A framed singular connection is a singular connection with a trivialization of E at
the basepoint of K such that the holonomy of the connection along a meridian of K at the basepoint is
asymptotic to (1.1) (rather than just conjugate to it). The space of automorphisms of E acts freely on the
space of framed singular connections and we denote the quotient by %(Y, K). There is an .S !—action on
%(Y, K) given by changing the framing at the basepoint.

An important feature of this S !—action is that the stabilizers of elements in @(Y, K) are not all the same.
The element —1 € S acts trivially on Z(Y, K). Thus the action factors through S' 2 S1/{£1}, which
acts freely on a singular framed connection in (Y, K) unless the underlying singular connection is
S1_reducible, namely, it respects a decomposition of E into a sum of two (necessarily dual) complex line
bundles. Although framed connections do not appear in the sequel, our constructions are motivated by
the above S !—action and the interactions between framed singular connections with different stabilizers.
An important source of inspiration for the authors was a similar story for nonsingular connections which
is developed in [Donaldson 2002; Frgyshov 2002; Miller Eismeier 2019].

S—-complexes associated to knots

The fundamental object that we associate to a knot K C Y in an integer homology 3—sphere is a chain
complex (Cx (Y, K), d ) which is a module over the graded ring Z[x]/(x?), where x has degree 1. The
ring Z[x]/(x?) should be thought of as the homology ring of S, where the ring structure is induced
by the multiplication map. In particular, one expects a similar structure arising from the singular chain
complex of a topological space with an S!—action. In our setup, singular homology is replaced with Floer
homology. In fact, the chain complex 5*(Y, K) we associate to a knot K decomposes as

(1.2) Cx(Y,K) = Cx(Y,K)® C: (Y, K)[1]® Z.

Here C« (Y, K) is Z /4—graded, C« (Y, K)[1] is the same complex as C« (Y, K) with the grading shifted
up by 1, and Z is in grading 0. The action of x on C’*(Y, K) maps the first factor by the identity to the
second factor, and maps the remaining two factors to zero. We call a chain complex over the graded ring
Z[x)/ (x?) of the form (1.2) an S—complex. Although the complex Cx(Y, K) depends on some auxiliary
choices (eg a Riemannian metric), the chain homotopy type of Cx (Y, K) in the category of S—complexes
is an invariant of (Y, K). (See Section 3 for more details.) In particular, the homology

I.(Y,K) := H(C.(Y,K),d)

is an invariant of the pair (Y, K). We will see below that this homology group is naturally isomorphic to
the 7%(Y, K) from [Kronheimer and Mrowka 2011a].

By applying various algebraic constructions to the S—complex Cx (Y, K) we can recover various knot
invariants and also construct new ones. One of the invariants we recover is a counterpart of Floer’s instanton
homology for integer homology spheres, and may be compared to a version of the orbifold instanton
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4060 Aliakbar Daemi and Christopher Scaduto

homology of Collin and Steer [1999]. The differential d gives rise to a differential d on C« (Y, K), and
we write I (Y, K) for the homology of the complex (Cx«(Y, K), d). The Euler characteristic of I« (Y, K)
was essentially computed by Herald [1997], generalizing the work of Lin [1992]. In summary, we have
the following:

Theorem 1.3 Let K C Y be a knot embedded in an integer homology 3—sphere Y. The 7. /4—graded
abelian group 1 (Y, K) is an invariant of the equivalence class of the knot (Y, K). Its Euler characteristic
satisfies

X(I(Y. K)) = 40(Y) + 30(K).

where A(Y') is the Casson invariant of Y and o (K) is the signature of the knot K C Y.

Another chain complex that can be constructed from (6* (7, K), d ) is given by
Ce(V.K):=Co(Y.K)®7z Z[x], d:=—d+x-yx.

The homology of this complex can be regarded, morally, as the S '—equivariant homology of Z(Y, K).
This equivariant complex inherits a Z /4—grading from the tensor product grading of Cx (Y, K) and Z[x],
where the latter has x’ in grading —2i. The homology of (6'* (Y, K), d ) gives a counterpart of HFK™ in
the context of singular instanton Floer homology.

Theorem 1.4 The homology of the complex (@* (Y, K), d ), denoted by I, (Y, K), is a topological
invariant of the pair (Y, K) as a 7 /4—graded Z[x]-module. Moreover, one can construct Z,/4—graded
Z[x]-modules Iv*(Y, K) and I (Y, K) from (6’*(Y, K), c?) which are invariants of the pair (Y, K). These
modules fit into two exact triangles:

1. (Y, K) L.(Y.K)
(1.5) \ /
I.(Y.K)
1.(Y, K) L.(Y.K)
(1.6) \ /
I(Y. K)

The top arrow in (1.6) is induced by multiplication by x. Furthermore, I.(Y, K) is isomorphic to
Z[x~', x] as a Z[x]-module.

The invariants I, «(Y, K), I+(Y,K) and T, x(Y, K) are analogues of the Heegaard Floer knot homology
groups HFKY(Y, K), HFK*®(Y, K) and ﬁﬁ((Y, K). The exact triangles in (1.5) and (1.6) are also
counterparts of similar exact triangles for the knot Floer homology groups in Heegaard Floer theory.
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Remark 1.7 Recently, Li [2021] introduced K H I~ as another approach to define the instanton counter-
part of HFK™ using sutured manifolds. We expect that KH I~ for a knot K in an integer homology
3—sphere Y can be recovered from C;(Y, K) using an algebraic construction similar to what appears in
Section 8.3. o

There are even further refinements of (5* (7, K), d ) which can be constructed following ideas contained in
[Kronheimer and Mrowka 2011b; Daemi 2020]. The refinements come from equivariant local coefficient
systems on the framed configuration space (Y, K) that can be used to define twisted versions of the
complex (6*(Y, K), d ). The universal local coefficient system A that we consider is defined over the
two-variable Laurent polynomial ring

#:=Z[U", T*],

and it gives rise to an S—complex (C’* (Y, K; A), d ). Roughly, the variable T is related to the holonomy of
flat connections around the knot and the “monopole charge” of instantons, while the variable U is related
to the Chern—Simons functional on flat connections and the topological energy, or action, of instantons.
All of the invariants in this paper may be derived from (5* (Y, K; A), d ), assuming one keeps track of all
of its relevant structures. (See Section 7 for more details.)

If . is an #—algebra, we can change our local coefficient system by a base change and define an
S—complex (5*(Y, K;Ay), d ) over the ring ., and its chain homotopy type as an S—complex over
. is again an invariant of the knot. We then obtain, for example, an .“—module /(Y, K; A ) and an
[x]-module I (Y, K; A &), which are also knot invariants. Evaluation of 7" and U at 1 defines an
Z—algebra structure on Z, and the associated S—complex recovers the untwisted complex (5*(Y, K), d ).
Another case of interest is the base change given by .7 = Z[T*!], which is an %-algebra by evaluation
of U at 1, and this gives the S—complex (5*(Y, K; A7), g).

A connected sum theorem

Given two pairs (Y, K) and (Y’, K’) of knots in integer homology spheres, we may form another such
pair (Y #Y’, K# K') by taking the connected sum of 3—manifolds and knots. It is natural to ask if the
S—complex associated to (Y #Y/, K# K') can be related to those of (Y, K) and (Y, K’). The following
theorem answers this question affirmatively, and should be compared with the connected sum theorem for
instanton Floer homology of integer homology spheres [Fukaya 1996]. In fact, our proof is inspired by
the treatment of Fukaya’s connected sum theorem in [Donaldson 2002, Section 7.4].

Theorem 1.8 There is a chain homotopy equivalence of 7 /4—graded S—complexes,
CY#Y K#K)~C(Y,K)®zC(Y' K.

More generally, in the setting of local coefficients, we have a chain homotopy equivalence of 7 /4—graded
S—complexes over # = Z|U*T!, T*1],

CY#Y . K#K ;A ~C(Y,K:A)®,C(Y' K';A).
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We remark that the tensor product of two S—complexes is naturally an S—complex and refer the reader to
Section 4 for more details. The above theorem allows us to recover the invariants of I(Y #Y’, K#K'; A o)
and IA(Y #Y',K#K'; A ) from G(Y, K;A) and é(Y/, K’; A). In particular, if the ring .#[x] is a PID,
then there is Kiinneth formula relating I (Y #Y', K#K'; Ay) to I(Y,K; Ay) and I1(Y', K'; Ay).

Recovering invariants of Kronheimer and Mrowka

Kronheimer and Mrowka have defined several versions of singular instanton Floer homology groups.
There are the reduced invariants 1%(Y, K), first defined as abelian groups in [Kronheimer and Mrowka
2011a], and later defined using local coefficients as modules over the ring F[7!, 7!, TE!], where F
is the field of two elements [Kronheimer and Mrowka 2021a]. There are also the unreduced invariants
I*#(Y, K), first defined as abelian groups in [Kronheimer and Mrowka 201 1a], then defined using local
coefficients as modules over the ring Q[7'*'] in [Kronheimer and Mrowka 2013], and finally as modules
over the ring IF[TOil, T lil, Tzil, T3i1] in [Kronheimer and Mrowka 2021a].

The definition of each of these invariants follows a similar pattern. To avoid working with reducible
singular connections, one first picks (Y, K) such that there is no reducible singular connection associated
to this pair. This assumption requires working in a set up that allows K to be a link or more generally
a web [Kronheimer and Mrowka 2019b], equipped with a bundle of structure group SO(3), instead of
SU(2). Then the invariant of the pair (Y, K) is defined by applying Floer-theoretical methods to the
configuration space of singular connections on the pair (Y # Yy, K # K). A variation of our connected
sum theorem allows us to prove the following theorem. (For more details, see Section 8.)

Theorem 1.9 All the different versions of the invariants I" (Y, K) and I*¥(Y, K) can be recovered from
the homotopy type of the chain complex (6*(Y, K: A),d) over Z|x]. For instance, I"(Y, K), defined as
in [Kronheimer and Mrowka 2011a], is isomorphic to H (5 (Y, K),d):

1YY, K) = 1 (Y, K).
Further, I" (Y, K), with local coefficients defined as in [Kronheimer and Mrowka 2021a], is isomorphic to
(1.10) 1(Y,K; Ay) @ ;pq FITE, TEY, T,

where the 7 [x]-module structure on F[Tlil, Tzil, T3i1] is given by mapping T € 7 = Z[T*'to T}
and x to the element

P:=T\TT:+T 'T, '+ T ' T, T, + T, T, T
Similarly 1 #(Y, K), with local coefficients defined as in [Kronheimer and Mrowka 2021a], is isomorphic to
(1.11) 1(Y,K; Ay) ® o FITE, TEY, T, TE1®2,
where the 7 [x]-module structure on F[TE!, T, T, TE!] sends T + T and x + P.
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The isomorphisms between the local coefficients versions of I%(Y, K) and I*(Y, K) and the modules
(1.10) and (1.11) are given more precisely in Corollaries 8.41 and 8.37.

Although it is not clear from its definition, Theorem 1.9 suggests that the most recent version of 1 (Y, K)
from [Kronheimer and Mrowka 2021a] can be regarded as an S !—equivariant theory, and similar results
hold for the other versions of singular instanton Floer homology in an appropriate sense. The knot
homology I 5(Y, K) is defined in [Kronheimer and Mrowka 2021a] only for characteristic 2 rings because
of a feature of instanton Floer homology for webs. On the other hand, the above theorem suggests that
this restriction is not essential. The above theorem also asserts that 79(Y, K) is given by applying a
base change to a module defined over the subring F[7:X!, P] of F[TE!, T, TE!]. Thus I%(Y, K) is
essentially a module over this smaller ring, and the F[T' lil, T2il , T 3i1]—rn0dule structure is obtained by
applying a formal algebraic construction. Furthermore, while 7'(Y, K) as defined in [Kronheimer and
Mrowka 2021a] only has a Z /2—grading, our invariant (1.10) comes equipped with a Z /4—grading.

Spherical knots and ADHM construction

For a spherical knot K, the moduli spaces of singular instantons involved in the definition of the chain
complex (Cx (Y, K; A), d ) can be characterized in terms of the moduli spaces of (nonsingular) instantons
on S*. In particular, it is reasonable to expect that the ADHM description of instantons on S* can
be used to directly compute the S—complex (5* (Y, K:; A), g) To manifest this idea, let K 4 be the
(p, q) two-bridge knot whose branched double cover is the lens space L(p,q). Using the results of
Austin [1995] and Furuta [1990] we can compute part of the S—complex (Cx(K i D), d ). In particular,
a specialization of our instanton homology for K, ; recovers a version of instanton homology for the lens
space L(p, q) defined by Sasahira [2013] (see also [Furuta 1990]), which takes the form of a Z /4—graded
F—vector space I+(L(p,q)). For the following, let F4 := F[x]/(x? 4+ x + 1) be the field with four
elements. (See Section 9.2.2 for more details.)

Theorem 1.12 There is an isomorphism of 7 /4—graded vector spaces over Fy,
I(Kpq: Ax,) = 1+(L(p, —q)) @ F4,

where the local system A, is obtained from A 7 ® ¥ via the base change sending T' to x.
Concordance invariants

We say a knot K in an integer homology sphere Y is homology concordant to a knot K’ in another integer
homology sphere Y’ if there is an integer homology cobordism W from Y to Y’ and a properly and
smoothly embedded cylinder S in W such that 3S = —K U K’. In particular, a classical concordance for
knots in S* produces a homology concordance. The collection of knots modulo this relation defines an
abelian group Cz, where addition is given by taking the connected sum of the knots within the connected
sum of the ambient homology spheres. The S—complex C (Y, K; A) can be used to define various algebraic
objects invariant under homology concordance.

Geometry & Topology, Volume 28 (2024)
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The simplest version of our concordance invariants is an integer-valued homomorphism from the homology
concordance group, and its definition is inspired by Frgyshov’s [2002] homomorphism / from the
homology cobordism group to the integers, a predecessor to the Heegaard Floer d—invariant of Ozsvath
and Szabé [2003] and Frgyshov’s monopole A—invariant [2010]. In fact, we obtain a homology concordance
homomorphism for each (5* Y, K; Ay), d ) that depends on the choice of an Z—algebra .# and is denoted
by ho (Y, K) € Z. Tts basic properties are summarized as follows.

Theorem 1.13 Let . be an integral domain %—algebra. The invariant h » satisfies:
(i) he(Y#Y',K#K')=ho(Y,K)+hs(Y', K').

(ii) Suppose (W, S): (Y, K) — (Y’, K') is a cobordism of pairs such that Hy (W ; Z) = 0, the homology
class of S is divisible by 4, and the double cover of W branched over S is negative definite. Then
we have

ho(Y,K)<hy(Y' K').

In particular, h » induces a homomorphism from the homology concordance group to the integers, which
in turn induces a homomorphism from the smooth concordance group of knots in the 3—sphere to the
integers.

The cobordism (W, S') appearing in (ii) is an example of what we call a negative definite pair in the sequel.
When K is a knot in the 3—sphere, we simply write /(K for the invariant /2 »(S*, K), and similarly
for the other invariants we define. The two choices of . that we focus on are Z and .7 = Z[T *!]. For
the former choice we simply write /:

h(Y, K):=hz (Y, K).

The two invariants /# and /1 » take on different values for simple knots in the 3—sphere. Some of our
computations from Section 9 are summarized as follows.

Theorem 1.14 We have the following computations for the invariants h and h 7

(i) For any two-bridge knot we have h = 0.
(ii) For the positive (right-handed) trefoil we have ho = 1.
(iii) For the positive (3,4) and (3, 5) torus knots we have h = 1.
(iv) For the following families of torus knots, we have h = 0:
(p,2pk+2) fork>1andp= 1 (mod?2),
(p,2pk£(2—p)) fork=1andp==+1 (mod4).

Although Theorem 1.14 computes / 5 only for one knot, we expect that s - (K) for a general knot can be
evaluated in terms of classical invariants of K. We will address this claim in a forthcoming work.
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Remark 1.15 Recently, Echeverria [2019] has used a version of the invariant /1 »(K), and a 1—-parameter
family variation of it, to study a Furuta—Ohta type invariant for tori embedded in a 4—manifold with the
integral homology of S1 x S3. o

A refinement of /1 (Y, K) has the form of a nested sequence of ideals of .7,
SIS (LK) ST (Y, K) ST (Y, K) S ---C 7.

This sequence depends only on the homology concordance of (Y, K), and recovers the invariant /1 (Y, K).
Its basic properties are summarized as follows.

Theorem 1.16 The nested sequence of ideals {Jl:y (Y, K)}iez in 7 satisty:
(i) J7 (Y, K)- Jj-?”(Y/, K C Jl.{’;j (Y#Y',K#K').
(i) If (W, S):(Y,K)— (Y, K') is a negative definite pair, J;” (Y, K) C J;//(Y', K').
(ili) ho(Y,K)=max{i € Z:J7(Y,K) # 0}.

All of the constructions discussed thus far are derived from the chain homotopy type of the S—complex
C (Y, K; A ). However, there is more structure to exploit on this complex, coming from a filtration
induced by the Chern—Simons functional. (The terminology that we use for S—complexes with this extra
structure is an enriched S—complex. We refer the reader to Section 7.3 for a more precise definition.)

The Chern—Simons filtration can also be used to define homology concordance invariants. To illustrate
this, we associate F(I;’ K)' 7 — R=%U oo to a pair (Y, K) by adapting the construction of [Daemi 2020]
to our setup. Here R is any integral domain which is an algebra over the ring Z[T'*']. The function
F(I; X) depends only on the homology concordance class of (Y, K). Some other properties are mentioned
in the following theorem. For a slightly stronger version see Theorem 7.24.

Theorem 1.17 Let (Y, K) be a knot in an integer homology 3—sphere.

(1) The function Fg, X) is an invariant of the homology concordance class of (Y, K).
(ii) Foreach i € Z, we have F(Ig,’K)(i) < oo ifandonly if i < hg(Y, K).
(iii) Foreach i € Z, if F(I; X) (i) € {0, 00}, then it is congruent (mod Z) to the value of the Chern—
Simons functional at an irreducible singular flat SU(2) connection on (Y, K).

A traceless SU(2)-representation for a pair (Y, K) is a representation of 71 (Y\ K) into SU(2) such
that a (and hence any) meridian of K is mapped to an element of SU(2) with vanishing trace. For
instance, the unknot has a unique conjugacy class of such representations, which, of course, has an
abelian image. Similarly, for a given homology concordance (W, S): (Y, K) — (Y’, K’), a traceless
representation is a homomorphism of 1 (W\S) into SU(2) such that a meridian of S is mapped to a
traceless element of SU(2). In particular, any traceless representation of the pair (Y, K) (resp. (W, S))
induces an SO(3)-representation of the orbifold fundamental group of the Z /2-orbifold structure on Y
(resp. W) with singular locus K (resp. .S).
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The following is a corollary of the invariance of I‘({, K) under homology concordances. (Compare to the
case for integer homology 3—spheres in [Daemi 2020, Theorem 3].)

Corollary 1.18 Let (W, S): (Y, K) — (Y, K’) be a homology concordance with Fg, X) # I’(RS3 Uy
Then there exists a traceless representation of (W, S) that extends nonabelian traceless representations of
(Y, K) and (Y', K'). In particular, the images of w1 (Y \K) and 71 (Y’\K") in 71 (W\S) are nonabelian.
Note that the condition Fgf X) % F(Ig 3.0 is satisfied if £ g (Y, K) # 0, examples for which can be found

in Theorem 1.14 (and more examples may be generated by additivity).

Further discussion

Functoriality of the S—complex C (Y, K; A) with respect to homology concordances plays the key role in
proving the desired properties of the above concordance invariants. In fact, if (W, S): (Y, K) — (Y’, K')
is a negative definite pair, then there is an induced morphism C (W, S;A): C Y,K;A) —> C (Y',K'; A)
in the category of S—complexes, which preserves the Chern—Simons filtration, in the sense of enriched S—
complexes. This notion of functoriality implies that the chain complexes and homology groups constructed
from é(Y, K; A), such as é(Y, K;A), f(Y, K; A) and I(Y, K; A), are functorial with respect to such
negative definite pairs.

The main reason that we develop the functoriality for this limited family of cobordisms is to avoid working
with moduli spaces of singular instantons that have reducible elements that are not cut out transversely.
To achieve a regular moduli space, one cannot simply perturb these connections, due to the well-known
phenomenon that equivariant transversality does not hold generically. However, there is enough evidence
to believe that at least the equivariant theory C (Y, K; A) (and hence the homology theory 1 (Y, K; A))is
functorial with respect to more general cobordisms. We plan to return to this issue elsewhere.

In addition to extending the theory to include more general cobordisms, the authors also expect that an
Alexander grading may be constructed on the homology groups studied here, perhaps adapting the ideas
used in [Kronheimer and Mrowka 2010a].

Kronheimer and Mrowka [2021b; 2013] introduced various concordance invariants out of the singular
instanton homology groups I#(S3, K) and I 1(S3, K). In fact, they showed that their invariants can be
used to obtain lower bounds for the slice genus, unoriented slice genus, and unknotting number. Due to
our limited functoriality, at this point we cannot examine our concordance invariants in this generality
here. We hope that our conjectured functoriality for C (Y, K; A) allows us to achieve this goal. In light
of Theorem 1.9, we believe that this extended functoriality would be useful to answer the following:

Question 1.19 Is there any relationship between the concordance invariants of Kronheimer and Mrowka
[2021b; 2013] and the ideals {Jiy(Y, K)};iez appearing in Theorem 1.16?
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In Section 8.8 we propose an approach to construct yet another family of concordance invariants which
we argue should recover the invariants in [Kronheimer and Mrowka 2021b]. Moreover, if K is a knot in
S3 satisfying the slice genus identity

(1.20) g4(K) = —10(K).

such as the right-handed trefoil, then the functoriality developed in this paper allows us to carry out
the proposed construction. In particular, we show that the concordance invariants obtained from the
unreduced theory I*(S3, K) and the reduced theory 7%(S3, K) in [loc. cit.] are essentially equal to each
other, a relation which is not obvious from the constructions of [loc. cit.]. For the knots satisfying (1.20),
we also give a partial answer to Question 1.19 by providing some relations between the concordance
invariants of [loc. cit.] and the ideals {Jl:y (Y, K)}iez.

Organization The necessary background on the gauge theory of singular connections, which was
developed by Kronheimer and Mrowka, is reviewed in Section 2. In particular, we devote Section 2.7 to
analyzing reducible singular ASD connections, which play an important role in our construction. The
definition of negative definite pair arises naturally from this analysis. The geometrical setup of Section 2
allows us to define the S—complex (5 (Y, K), d ) in Section 3. Some technical constructions involving
holonomy maps of singular connections used in Section 3 are explained in the appendix.

We make a digression in Section 4 to develop the homological algebra of S—complexes. In Sections 4.2
and 4.3, we give two models for the chain complexes underlying the equivariant homology groups I, 1
and 1. We also define tensor products (needed for Theorem 1.8) and duals of S—complexes in Section 4.
We use these operations to define a local equivalence group following the construction of [Stoffregen
2017]. The algebraic framework for the ideals J iy (Y, K) is defined in Section 4.7. Next, in Section 5,
the algebraic constructions of Section 4 are used to define equivariant Floer homology groups I. «(Y, K),
I, «(Y, K) and I (Y, K), and the concordance invariant /(Y, K).

Theorem 1.8 on invariants of connected sums is proved in Section 6. In Section 7 we explain how one
can obtain additional algebraic structures on C (Y, K) using local coefficient systems. Here the general
concordance invariants &4 (Y, K), {Jlfy} (Y, K)} and Fg,’ ) are defined. Theorem 1.9 is discussed in
detail in Section 8. In the final section we focus on computations, proving Theorems 1.12 and 1.14.
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2 Background on singular SU(2) gauge theory

In this section we survey the relevant aspects of singular SU(2) gauge theory. The objects we begin with
are SU(2) connections on a homology 3—sphere which are singular along a knot, with limiting holonomies
of order 4 around small meridional loops. Most of the definitions and results are due to Kronheimer and
Mrowka [2011b]. The main difference in our setup is the presence of a distinguished flat reducible 6. In
particular, we modify the holonomy perturbation scheme of [loc. cit.] so as to not disturb 6, which is
isolated and nondegenerate in the moduli space of singular flat connections.

Next, we consider ASD connections on cobordisms of homology spheres which are singular along an
embedded cobordism of knots. We start with the product case, and then move to the arbitrary case. To
any such connection, we can associate an elliptic operator, called the ASD operator. We study the index
of such operators for reducible singular connections on a cobordism, which motivates the definition of
negative definite pairs. We also use the ASD operator to define an absolute Z /4—grading for irreducible
critical points using 6, analogous to Floer’s grading in the nonsingular setting.

We review a formula due to Herald [1997] that expresses the signed count of singular flat SU(2) connections
in terms of the Casson invariant of the homology 3—sphere and the signature of the knot. Finally, we
review the data needed to fix orientations on moduli spaces of singular ASD connections.

2.1 Singular SU(2) connections

Let Y be an integer homology 3-sphere, and K C Y a smoothly embedded knot. Fix a rank 2 Hermitian
vector bundle E over Y with structure group SU(2), with a reduction E|g = L & L* over the knot for
some Hermitian line bundle L. Note that £ and L are necessarily trivializable bundles. The pair (Y, K)
determines a smooth 3—dimensional Z /2—orbifold Y, with underlying topological space Y and singular
locus K.

Choose a regular neighborhood of K C Y diffeomorphic to S' x D2 in which K is identified with
S1x {0}. Let (r, §) € D? be polar coordinates normal to K. Define

ho = b(r) Li e,

where b(r) is a bump function equal to 1 for r < % and zero for r > 1. Then A is a one-form on Y \ K
with values in iR = u(1). Using trivializations of E and L that respect the splitting E|x = L & L*, we
view By := Ao @ A; as a connection on E|y\ g. The holonomy of this connection is of order 4 around
small meridional loops of K.

The adjoint bundle of E, written gg, is the subbundle of End(£) consisting of skew-Hermitian endomor-
phisms, and has structure group SO(3) = Aut(su(2)). The singular connection By induces a connection
on g denoted by Bgd. It has holonomy of order 2 around small meridional loops of K, so it extends to
an orbifold connection lv?gd on an orbifold bundle §g over Y, whose underlying topological bundle is gg.
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Fix k = 3, and choose a Riemannian metric g, on Y with cone angle 7 along K, which induces a
Riemannian metric on the orbifold Y. The space of SU(2) connections on Y with singularities of order 4
along K is defined as

(Y. K) = Bo+ L2 . (Y:A* ®§E).
)

The function space on the right-hand side consists of sections b of A*® 3£ such that Vb are L? for
0 <i < k, where the orbifold connection V is defined using the Levi-Civita derivative induced by g,
and the covariant derivative induced by the adjoint of By. We have written A* for the orbifold bundle of
exterior forms on Y.

The gauge transformation group ¢(Y, K) consists of the orbifold automorphisms g of the bundle £
such that Vp,g € Z/Z( B. Write (Y, K) = ¢ (Y, K)/4(Y, K) for the quotient configuration space.
The homotopy type of ¢4(Y, K) is the same as that of the space of continuous automorphisms of E
that preserve each factor of E|x = L @ L*, and this latter group may be identified with the space of
continuous maps g: Y — SU(2) such that g(K) C U(1). We have an isomorphism

2.1) d:ng@Y.K)—>Zd7Z, d(g)=k,1).
With the above homotopy identifications understood, the number £ is the degree of the map g: Y — SU(2),

and / is the degree of the restriction g|g: K — U(1).

2.2 The Chern-Simons functional and flat connections

There is defined a Chern—Simons functional CS: ¢ (Y, K) — R, uniquely characterized up to a constant
as the functional whose formal L? gradient is given by

1
(grad CS)p = — x Fp
42

for each B € ¥(Y, K), where Fp is the curvature of B. For a gauge transformation g € 4(Y, K) with
homotopy invariants d(g) = (k, /) as in (2.1), we have

CS(B) —CS(g(B)) = 2k +1.

We thus obtain a circle-valued functional CS: Z(Y, K) — R/Z, defined up to the addition of a constant,
denoted by the same name. The critical points of CS are flat connections on E|y\ ¢ with prescribed
holonomy around meridians of K. We denote by € C Z(Y, K) the set of gauge equivalence classes of
flat connections.

By choosing a basepoint in ¥ \ K and taking holonomy around based loops in Y \ K, we obtain a
homeomorphism between € and the traceless SU(2) character variety,

2.2) 22X, K):={p: 711 (Y \K) = SUQ) | tr p(u) = 0}/SU(2).

Here w is any meridional loop around K, and the action of SU(2) is by conjugation. This correspondence
does not depend on the chosen basepoint.
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There is a distinguished class 6 € B(Y, K), the (flar) reducible, characterized as the orbit of flat connections
in (Y, K) corresponding to the unique conjugacy class of representations in (2.2) that factor through
H(Y\K;Z)~=Z-u. We call a class of flat connections [B] € € nondegenerate if the Hessian of CS at
B is nondegenerate. The following result is implied by [Kronheimer and Mrowka 2011b, Lemma 3.13].
See also Proposition 2.32.

Proposition 2.3 The reducible 8 € € is isolated and nondegenerate.

Flat connections in the class 6 have ¢ (Y, K)-stabilizer isomorphic to U(1). Indeed, gauge stabilizers
arise as centralizers of holonomy groups, and the holonomy group of a connection in the class 6 is
conjugate to the subgroup {£1, +i} C SU(2), with centralizer U(1).

We note that 6 is not the only gauge equivalence class of reducible connections: any connection in
¢ (Y, K) compatible with a reduction of E|y\k into a sum of line bundles also has stabilizer U(1).
However, among such reducibles, the connections in the orbit f are the only ones that are flat. As the
other reducibles are not relevant to the sequel, we feel justified in calling 6 the reducible, with “flat” being
implicit.

We see now that ¢ may be written as the disjoint union {6} LI €, where €' consists of flat irreducible

connection classes, each with ¢ (Y, K)-stabilizer {Z1}. Finally, we may fix the ambiguity in the definition
of CS: B(Y, K) — R/Z by declaring that CS(6) = 0.

2.3 The flip symmetry

There is an involution ¢ on the configuration space #(Y, K), defined as follows. Consider a flat Z/2
bundle-with-connection & over Y \ K with holonomy —1 around meridians of K, corresponding to a
generator of H'(Y \ K;Z/2). Then for [B] € #(Y, K) we have

2.4) B]=[B®E].

The involution ¢ is the “flip symmetry” considered, for example, in [Kronheimer and Mrowka 1993,
Section 2(iv)]. (The flip symmetry there is in fact in the 4—dimensional setting, but is defined similarly.)
Although the involution ¢ will not play an essential role in most of the sequel, it inevitably appears in the
structure of our examples in Section 9. In forthcoming work, we give a more systematic study of the
interaction of ¢ with the S !—equivariant theories introduced throughout this paper.

The flip symmetry ¢ restricts to an involution on the critical set €. In terms of the character variety 2 (Y, K),
the action of ¢ is induced by the assignment which sends a representation p: 71 (Y \ K) — SU(2) to the
representation y - p, where x, is the unique nontrivial representation y,: 71 (Y \ K) — {£1}, again
corresponding to a generator of H!(Y \ K;Z/2). (In particular, note that Xu itself does not define a
class in 2°(Y, K).) From this it is clear that ((#) = 6. More generally, the following elementary lemma
is observed in [Poudel and Saveliev 2017], where this involution on the character variety is studied:
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Lemma 2.5 An element of the critical set € is fixed by the flip symmetry ¢ if and only if its corresponding
representation class in 2 (Y, K) has image in SU(2) conjugate to a binary dihedral subgroup.

2.4 Perturbing the critical set

In general, the critical set ¢ is degenerate. To fix this, we add a small perturbation to the Chern—Simons
functional. Kronheimer and Mrowka [2011b, Section 3] use holonomy perturbations modeled after those
used in the nonsingular setting; see [Taubes 1990; Donaldson 1987; Floer 1988]. Although not essential,
we would like to have a class of perturbations that leave the reducible alone, just as in Floer’s instanton
homology for integer homology 3—spheres.

We first describe the perturbations used in [Kronheimer and Mrowka 2011b, Section 3]. Suppose that
g: S'x D? — Y \ K is a smooth immersion. Let s and z be the coordinates of S' = R/Z and D2,
respectively. Consider the bundle Gg — Y whose sections are gauge transformations in 4(Y, K), and
for each B € €(Y, K) and z € D? let Holy(— ) (B) € (GE)q(0,7) be the holonomy of B around the
corresponding loop based at ¢ (0, z). As z varies we obtain a section Hol, (B) of the bundle ¢* (G g) over
the disk D?.

Suppose we have a tuple of such immersions, ¢ = (¢, ..., ¢gr), with the property that they all agree on
[—n, n] x D? for some 1 > 0. The bundles q;‘ (G Eg) are canonically isomorphic over this neighborhood,
and for each B € ¢ (Y, K), the holonomy maps define a section Holy (B): D? — 47 (G’;). Choose a
smooth function /2: SU(2)" — R which is invariant under the diagonal adjoint action on the factors. Then
h also defines a function on ¢} (G;). Choose a nonnegative 2—form p supported on the interior of D?
with integral 1. Define

fa(®) = [ oty (B)) .

Kronheimer and Mrowka call such functions cylinder functions. The space of perturbations they consider
is a Banach space completion of sums of cylinder functions where ¢ and / run over a fixed dense set.
This Banach space is called £.

When adding a cylinder function to the Chern—Simons functional, the reducible § may be perturbed.
To avoid this, consider the point in SU(2)" obtained by choosing a representative connection for 6 and
taking its holonomy around the loops ¢y, ..., q,. The orbit of this point under the conjugation action of
SU(2) defines a subset Oy C SU(2)" independent of the choice of the representative for 6. Note that if
h:SU(2)" — R is constant on a neighborhood of Oy then any associated cylinder function f; which
is small leaves the reducible 6 unperturbed, isolated and nondegenerate. We may form a Banach space
2" C & of such perturbations. We write €, for the critical set of the Chern—Simons functional perturbed
by r € £.

Proposition 2.6 There is a residual subset of &' such that for all sufficiently small 7 in this subset, the
set of irreducible critical points Q:gr of the perturbed Chern—Simons functional is finite and nondegenerate,
and €, = {0} U ", where 6 remains nondegenerate.
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Sketch of the proof This is an analogue of [Kronheimer and Mrowka 2011b, Proposition 3.10], and the
proof is similar. The essential point is that for any compact finite-dimensional submanifold M of the

space of irreducibles in Z(Y, K) the restrictions of the perturbation functions in %2’ form a dense subset
of C°(M). m|

Remark 2.7 Donaldson [2002, Section 5.5] uses a different class of holonomy perturbations to deform
the ordinary, nonsingular flat equation. As mentioned in [Kronheimer and Mrowka 2011b, Section 3], this
approach may also be adapted to the singular setting. The above perturbations are modified as follows:
each immersion ¢; from above is assumed to be an embedding, but we no longer require that the g; agree
on [, 7] x D?; and we now require that /2: SU(2)” — R is invariant under the adjoint action on each
factor separately. Following the discussion in [Donaldson 2002, Section 5.5], we may proceed just as in
the nonsingular case, ensuring that the reducible remains unmoved and nondegenerate. o

Remark 2.8 Although not needed in the sequel, we may actually perturb the Chern—Simons functional,
keeping the reducible isolated and nondegenerate, and achieving nondegeneracy at the remaining elements
of the critical set, by a perturbation which is invariant with respect to the flip symmetry ¢. If ¢ = (¢1, ..., qr)
is as above, the involution ¢ either fixes the holonomy of a singular connection along a loop ¢; or changes
it by a sign, depending on whether the homology class of ¢; is an even or odd multiple of the meridian
of K. This induces an action of Z/2 on SU(2)" and we consider functions /: SU(2)" — R which are
additionally invariant with respect to this Z /2-action. The induced function on %(Y, K) is invariant
with respect to the action of t. We may proceed as above to define a space " and an analogue of
Proposition 2.6 holds for this more constrained space of perturbations. Indeed, in this new setup we
must show that for M a compact (—invariant submanifold of irreducibles in Z(Y, K), the restrictions
of functions in 2" is dense in the space of (—invariant smooth functions on M ; this can be done as in
[Wasserman 1965]. o

2.5 Gradient trajectories and gradings

Solutions to the formal L? gradient flow of the Chern—Simons functional satisfy the anti-self-duality
(ASD) equations on the cylinder Z =R x Y. To describe the latter, we consider connections A = B+ C dt
on Z, where B is a t—dependent singular SU(2) connection on (Y, K), and C is a /—dependent section in
Z,zc()v’; §£). Then the 4—-dimensional ASD equations on R x Y, perturbed by a holonomy perturbation 7,
are

(2.9) Fi+Ve(4)=0.

Here 17,, (A) is the projection of dt A V;(A) to the self-dual bundle-valued 2—forms, where V is the
pullback of the gradient of the perturbation 7 of the Chern—Simons functional. Solutions A to (2.9) are
called (singular) instantons on the cylinder.

Geometry & Topology, Volume 28 (2024)



Equivariant aspects of singular instanton Floer homology 4073

Let 7 € 2 be a perturbation such that Qﬁi;r is finite and nondegenerate. Consider irreducible classes
o = [Bi] € @7? fori = 1,2. Let A be a connection on R x Y as written above, which agrees with
pullbacks of By and B, for large negative and large positive ¢ € R, respectively. The connection A4
determines a path y: R — %(Y, K), constant outside of a compact set. From this we have a relative
homotopy class z = [y] € w1 (ZB(Y, K); B1, B2). We then have a space of connections

%,(Z.S:B1.By) ={A| A—Ag € Zi,A%d(Z;gF ® A,

where S =R x K, and Z is the Z /2—orbifold with the underlying space Z and singular locus S. The
corresponding gauge transformation group ¥4, (Y, K; By, B,) consists of orbifold automorphisms g of E
with V4, g € lec Ao’ We then have the quotient space

e@Z(Y, K;Oll,olz) = ng(Z, S; Bl’ Bz)/%y(Z, S; Bl’ Bz)
The associated moduli space of ASD connections on the cylinder is defined as
Mz (@1, 0) = {[A] € Z:(Y, Kian ) | Ff + Var(4) = 0},

We write M (a1, ap) for the disjoint union of the M, (a1, ®,) as z ranges over all relative homotopy
classes from «; to «,. There is an R—action on M (a1, o) induced by translation in the R—factor of the
cylinder R x Y. This action is free on nonconstant trajectories; we write M (o1, arp) for the subset of the
quotient M (1, ®>)/R which excludes the constant trajectories. We have a relative grading

gr,(ay, ) =ind(Z24) = vdim Mz (xq, o) € Z.

Here A is any connection in 4, (Z, S; By, B,), for example A = Ay; and the elliptic operator 74 =
—dj @b (dj + DIZ,) is the linearized (perturbed) ASD operator with gauge fixing:

(2.10) QA lec,Add(Z;\g/F ® 7\1) —> Zi_l’Add(Z,ﬁF ® (/\{0 @ K—i_))

We have written vdim M (o1, «p) for the virtual dimension of the moduli space; when dj + DIZT is
surjective, we say that [A] € M, (a1, ap) is a regular solution, and when this is true for all [A] € M, (1, o2),
we say that the moduli space is regular. When M, (o, o) is regular, it is a smooth manifold of
dimension gr, (o, ;). We write M (aq, op)4 for the disjoint union of moduli spaces M («;, o) with
gr,(ay,0) =d, and ]\71((11 ,02)d—1 = M(aq,a3)q/R. In general, our conventions will be compatible
with the rule that a subscript d € Z in the notation for a moduli space is equal to its virtual dimension.

Now we slightly diverge from [Kronheimer and Mrowka 2011b] and consider moduli spaces with reducible
flat limits. This is done exactly as in [Floer 1988]. When one or both of «; are reducible, then in the
definition of M, (a1, a,) we consider classes [A] such that 4 — Ag is in

(2.11) $L; 4u(Z:5r @AY,

a weighted Sobolev space. The weight ¢: Z — R is a smooth function equal to e~ Il for some sufficiently
small ¢ > 0 and |¢| > 0. In particular, our sections decay exponentially along the ends of the cylinder. With
this modification, we may define 24 and gr, (a1, «y) = ind(Z4) when one or both of «; are reducible.
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The following is adapted from [Kronheimer and Mrowka 2011b, Proposition 3.8], and differs by our
inclusion of the reducible 6 and our restrictions on perturbations from the previous subsection. The
essential point is that the only reducible element of M («, o) is the constant solution associated to 8,
which we already know is regular by Proposition 2.32. Now similar arguments as in [Donaldson 2002,
Chapter 5] can be used to verify the following proposition.

Proposition 2.12  Suppose 7o € &’ is a perturbation such that the critical points of €, = {0} U Qﬁi;ro are
nondegenerate. Then there exists & € &' such that

(i) fzx = f=, in a neighborhood of the critical points of CS + fr,,
(i) the critical sets for the two perturbations are the same, €; = €, and

(iii) all moduli spaces M, (w1, «y) for the perturbation i are regular.

Remark 2.13 The involution ¢ may be defined on the singular connection classes we consider here on
R x (Y, K), just as in (2.4), using the pullback of £&. Following the discussion at the end of Section 2.4, we
may in fact choose a perturbation which is invariant under the involution ¢ and such that the conclusions
of Proposition 2.12 hold. The key point is that before perturbing, there are no nonconstant gradient flow
lines invariant under ¢. o

From now on we assume that the perturbation r in the definition of the moduli spaces M; (o1, ®>) is
chosen such that the claims in Propositions 2.6 and 2.12 hold. Some other important properties of the
moduli spaces are summarized as follows. The first is essentially Proposition 3.22 of [Kronheimer and
Mrowka 2011b].

Proposition 2.14 Let oy,0y € €. If M, (xq,®3) is of dimension less than 4, then the space of
unparametrized broken trajectories M (cty, a2) is compact.

Recall that an element of M F (a1, az), an unparametrized broken trajectory, is by definition a collection
[4i] € 1\712,. (Bi, Biy1) fori =1,...,1—1, with 81 = oy and B; = a5, and such that the concatenation of
the homotopy classes z; is equal to z. We use the standard approach to topologize M Flay, ).

The second result follows from Corollary 3.25 of [Kronheimer and Mrowka 2011b], and is special to our

hypothesis that our model singular connection has order 4 holonomy around meridians.

Proposition 2.15 Given d = 0, there are only finitely many a1, «» € € and z such that M;(xq, ) is
nonempty and gr,(«1,02) =d.

In particular, M (o1, @) is a finite set of points.
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We now discuss some aspects of these gradings. Let g € 4(Y, K) have homotopy invariants d(g) = (k, /)
as in (2.1). Choose @ = [B] € Z(Y, K), and let z € w1 (A(Y, K); «) be the homotopy class induced by a
path from B to g(B). Then

(2.16) gr,(a,a) =8k + 41,

see [Kronheimer and Mrowka 2011b, Lemma 3.14]. From standard linear gluing theory, as in [Donaldson
2002, Chapter 3], when «, is nondegenerate and irreducible we have

(2.17) gry, (o, a) + gr,, (a2, a3) = gr,, (a1, a3),

where z13 is the concatenation of z;, and z3. Using (2.16) and (2.17) we conclude that gr, (o1, o)
modulo 4 does not depend on the homotopy class z, and we set

gr(ay, o) i=gr (g, a2) mod 4.

This defines a relative Z /4—grading on the irreducible critical set Qii];r. We lift this to an absolute Z /4—
grading using the reducible, analogous to Floer [1988]: for « € Qﬁi;r , set

(2.18) gr(o) :=gr (o, 8) mod 4

for any choice of homotopy class z. Now (2.17) does not hold when «; = 6; as the dimension of the
gauge stabilizer of 6 is 1 = dim U(1), by [Donaldson 2002, Section 3.3.1] we instead have

(2'19) grzlz(al ’ 9) + 1 + gr223 (9’ (X3) = gr213(a1’a3)'

In particular, if we write gr(o) = gry («) € Z/4 to emphasize the underlying 3—manifold Y, we obtain
the orientation-reversing property

(2.20) gr_y(a) =3 —gry(e) mod 4.

From (2.19) we deduce the following, which is analogous to part of the compactness principle in the
nonsingular setting; see Section 5.1 of [Donaldson 2002].

Proposition 2.21 Let a1, € @,?. If M;(a1, ) is of dimension less than 3, then ]\VJZ"' (o1, tp) has no
broken trajectories that factor through 6.

Indeed, suppose a broken trajectory ([A1],...,[A;—1]) factors through the reducible N > 1 times. Note
that / = 3. Then from our discussion thus far we have

-1

gro(@y. o) =Y er, (Bi.fiy1) + N=I—-14+N =3,

i=1
where we use gr, (Bi, Bi+1) = ind(Z4;) = 1 because A; is a nonconstant singular instanton. Thus we
must have gr, (a1, @) = dim M; (a1, o) = 3 for such a factoring to occur. Note that in the nonsingular
setting, the dimension of the moduli space must be less than 5 to avoid breaking at the reducible. This is
because the dimension of the stabilizer of the reducible in that setting is 3 = dim SO(3) instead of 1.
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2.6 Moduli spaces for cobordisms

We next discuss moduli spaces of instantons on cobordisms. Suppose we have a cobordism of pairs
(W, S): (Y,K) — (Y, K') between two homology 3—spheres Y and Y’ with embedded knots K and
K, respectively. More precisely, W is an oriented 4-manifold with boundary Y’ LI—Y, and S C W is an
embedded surface intersecting the boundary transversely with 0.5 = .S N oW = K U K’. Although it is
possible to consider unoriented surfaces as in [Kronheimer and Mrowka 2011a], in this paper we will only
be concerned with the case in which S is connected and oriented. For a pair of composable cobordisms
(W1, 81) and (W5, S5), we write (W5, Sp) o (W1, S1) = (Wo0 Wy, S;08) for the composite cobordism.

Given a cobordism (W, S): (Y, K) — (Y’, K'), equip W with an orbifold metric that has a cone angle
along S, and which is a product near the boundary. Let W™ (resp. S™) be obtained from W (resp. S)
by attaching cylindrical ends to the boundary, and extend the metric data in a translation-invariant
fashion. Given classes o € (Y, K) and o’ € Z(Y’, K'), choose an SU(2) connection 4 on W™ singular
along ST such that the restrictions of 4 to the two ends are in the gauge equivalence classes of «
and «’. The homotopy class of 4 mod gauge rel «, o’ will be denoted by z. Similar to the definition of
%,(Y, K;ay,ay) in the cylindrical case, we may form %,(W, S; «, ), the gauge equivalence classes of
singular connections on W whose representatives differ from 4 by elements of regularity lv,lzc Just as
in the cylindrical case, when either of @ or @’ is reducible, we use an appropriately weighted Sobolev
norm for the end(s).

Remark 2.22 For a general discussion of the possibilities for the model connection and the associated
“singular bundle data” see [Kronheimer and Mrowka 2011a, Section 2]. However, the construction of
[Kronheimer and Mrowka 1993, Section 2] suffices for our purposes. In particular, we restrict our attention
to the case of structure group SU(2). o

We may then form the moduli space of instantons M, (W, S;«a,a’) C %,(W, S;«,a’). The perturbed
instanton equation defining the moduli space M;(W, S; «, &’) is of the following form along the incoming
end (—oo, 1]xY Cc W:

Ff + 90V (A) + Yo (0) Vg (4) = 0.

Here 7 and 7 are perturbations on R x Y as in (2.9), and ¥ (¢) = 1 forz < 0 and 0 at 7 = 1, while 1 (?) is
supported on (0, 1). We always choose 7w € 2’ such that €, C (Y, K) is as in Propositions 2.6 and 2.12.
Similar remarks hold for the other end. For generic choices of o and its analogue at the end of Y the
irreducible part of the moduli space M, (W, S a, «’) is cut out transversally, and is a smooth manifold of
dimension d, where d = ind(Z4) =: gr,(W, S; a,«’). (For more details see [Kronheimer and Mrowka
2011b; 2007, Section 24].) Here %4 is the linearized ASD operator on (W+, S +), analogous to (2.10),
defined using Sobolev spaces with exponential decay at the ends with reducible limits, as in (2.11). Write

MW, S:a,d'); = U M,(W,S;a,d).
e, (W,So,a")=d
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Note that gr, (I x (Y, K); oy, @) = gr,(«y, o2). Furthermore, the linear gluing formulae for gr, (o, o)
in the cylindrical case extend in this more general context. In particular, for cobordisms (W, S): (Y, K) —
(Y',K'yand (W', S"): (Y',K') - (Y", K") with composite cobordism (W",S") = (W', S")o (W, S),
we have

gr,(W,S;a,a’) +dimStab(a’) + gr,, (W', S"; ', ") = gr,, (W", 8" a, "),

where Stab(a’) C 9(Y’, K') is isomorphic to {#1} if ’ is irreducible, and U(1) if it is reducible. Just as
in the cylindrical case, the mod 4 congruence class of gr,(W, S; o, «’) is independent of z, and for this
we write gr(W, S;a, ') € Z /4.

An unparametrized broken trajectory for M,(W,S;a, ') is a triple consisting of an instanton in
M., (W, S; B, B’) and unparametrized broken trajectories in MZT (o, B) and ]\vl;g (B’.a’), where B and
B’ are critical points for Y and Y’, and z = z3 0 z; 0 z1. The space of such broken trajectories is denoted
by M (W, S;a,d).

Remark 2.23 When z is dropped from either %,(W, S;«,a’) or M,(W, S; «,a’), it should be under-
stood that we are considering the union over all homotopy classes z. o

Suppose [A] € %,(W, S; a, a’) is a singular connection for the pair (W, S). Then the action, or topological
energy, of [A] is defined to be the Chern—Weil integral

K(A)II TI‘(FA/\FA).

577 Lyt
Instantons [A] are characterized as having energy equal to 8772« (A), and in particular k(A4) = 0, with
equality if and only if A is flat. Furthermore,

(2.24) 2k(A) = CS(a) —CS() — §S-S mod Z.

In this paper we will focus on the case in which the homology class of S is divisible by 4, in which case
we can ignore the term %S - S in this formula. Next, we define the monopole number of [A], denoted

by v(A4), by the integral
i
V(4):=— Q.
=L [

The connection F4 extends to the singular locus ST, and 2 in the above formula is a 2—form with values
in the orientation bundle of S such that the restriction of F4 to the singular locus has the form

Q 0
FA|S+ = |:O —Q:| .

The numbers «(A4) and v(A) are invariants of the homotopy class z, and determine it. Moreover, the
dimension d of a moduli space M (W, S;«a,a’)4 is determined by k(A), and the homotopy classes z of
the components of M (W, S;a,a’), are distinguished by their monopole numbers v(A4).
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The flip symmetry of Section 2.3 extends to the case in which the homology class of S is a multiple of 2
within H,(W;Z). In this case, there exists a flat Z /2 bundle-with-connection £ over W1\ ST with
holonomy —1 around small circles linking S'; then ([A] := [4 ® &] as before. We have the relations

(2.25) k(tA) =k(A) and v(tAd)=—v(A4).

See [Kronheimer and Mrowka 1993, Lemma 2.12]. In particular, note that when (W"‘, S +) is a cylinder,
the monopole number is negated under .

2.7 Reducible connections and negative definite pairs

The goal of this subsection is to study the reducible solutions of the ASD equation on a cobordism of
pairs (W, S): (Y, K) — (Y’, K’) between knots in integer homology 3—spheres. Any such connection is
necessarily asymptotic to the reducibles associated to (Y, K) and (Y’, K’). The following lemma gives a
formula for the index of the ASD operator associated to a connection that is asymptotic to reducibles.

Lemma 2.26 Suppose the connection A represents an element of %,(W, S;0,60"). Then
(2.27) ind(Z4) = 8k(A) — 2(@(W) + x(W)) + x(S) + 35S + o(K) —o(K') — 1,

where o (W) and o(K) are, respectively, the signature of the 4—manifold W and the signature of the
knot K, and for a topological space X, x(X) denotes the Euler characteristic of X .

Proof We first compute the index for a slightly simpler case. Suppose that (X, X) has only one outgoing
end (Y, K), the homology class of X is trivial, and X denotes a branched double cover of X branched
along X with covering involution 7: X — X. There is a flat singular connection associated to the pair
(X, X) such that after lifting up to X and taking the induced SO(3) adjoint connection, it can be extended
to the trivial connection over X. As an alternative description, we may consider the involution on the
trivial bundle R3 over X which lifts the involution 7 and is given by

(2.28) ((v1,v2,v3), x) € R3 x X > ((v1, —vy, —v3), T(X)).

The quotient by this involution sends the trivial connection to an orbifold SO(3) connection on X which
lifts to our desired SU(2) reducible singular connection Ay.

We define the ASD operator 74, in the same way as before, using weighted Sobolev spaces with
exponential decay at the end. From the description of Ay, it is clear that ker(Zy4,,) is isomorphic as a
vector space to the subspace of

H'(X;R)= H'(X)®R?

which is invariant under the involution induced by (2.28); this induced involution may be identified with
* ® diag(1,—1,—1), where * acts on H l(f ) and the diagonal matrix acts on R3. We obtain that
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ker(Z4,) is isomorphic to H1(X) @ H'(X)®2, where H (X) denotes the (+1)—eigenspace of the
action of 7 on the cohomology group H’ (A7 ). A similar argument applies to the cokernel. In summary,
(2.29) ker(Z4,) = HL(X) ® HL(X)®2,

(2.30) coker(Z4,) = HI (X) ® HF (X)®* @ H°(X).

A straightforward calculation shows that

(2.31) ind(Z4,) = ~(0(X) + x(X)) + 3 (0(X) + x(X)) 5.

We further specialize to the case that (X, X) is obtained by first pushing a Seifert surface for K C {1} x Y
into [0, 1] x Y and then capping the incoming end of [0, 1] x Y with a 4—manifold X with boundary Y.
The signature of the 4—manifold obtained as the branched double cover of the Seifert surface ¥ pushed
into [0, 1] x Y is equal to the signature of K. Therefore, in this case we have

o(X)=20(X)+0(K) and x(X)=2x(X)-x(2),
and the formula in (2.31) simplifies to
—3(0(X) + x(X)) —=0(K) + x(2) - 5.

Applying a similar construction as above to the pair (Y’, K’) and then changing the orientation of the
underlying 4-manifold produces a pair (X’, X’) with boundary (—Y’, K’) and a reducible singular flat
connection Aé). A similar argument as above shows

ind(Z,4;) = =3 (X") + x(X") + o (K') + x(Z) — 3.

Gluing (X, %), (W, S) and (X', S’) produces a closed pair (W, S). We may also glue Ag, 4 and A to
obtain a singular connection 4 on (W, S) with the same topological energy as A. Additivity of the ASD

indices implies that
ind(Z7) = ind(Z4,) +ind(Z4) +ind(Z;) + 2,

where the appearance of the term 2 on the left-hand side is due to reducibility of the connections 6 and 6’.
Now we can obtain (2.27) using the index formula in the closed case [Kronheimer and Mrowka 1993]
and our calculation of the indices of 4y and Az). O

The same elementary observation which was used in (2.29)—(2.30) implies:

Proposition 2.32 Suppose a cobordism of pairs (W, S) has a double branched cover 7 : W — W. Let A
be a singular connection on (W, S) for some singular bundle data. If the nonsingular connection 7 * A
is a regular ASD connection on W, then A is regular. In particular, if w* A* is trivial and b"'(ﬁ/) =0,
then A is regular.

To simplify our discussion about reducible singular instantons, we henceforth assume Hy(W;Z) = 0,
bt (W) =0, and S is an orientable surface of genus g whose homology class is divisible by 4. By a
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slight abuse of notation, we write .S for both the homology class of S and its Poincaré dual. The space
of reducible elements of the moduli spaces M, (W, S; 6, 6’) (with the trivial perturbation term) is in
correspondence with the set of isomorphism classes of U(1)-bundles on W. For any line bundle L on W,
there is a U(1) reducible singular ASD connection Ay := n@ n* such that 7 is a singular ASD connection
on L, defined over W\ S*. The connection 1 has the property that its holonomy along a meridian of S
is asymptotic to 7 (rather than —i) as the size of the meridian goes to zero. The topological energy and

the monopole number of Ay are given as
k(Ap) =—(c1 (L) + £S)-(c1(L)+ §S) and v(Ar) =2¢1(L)-S+3S-S.

In particular, the topological energy is strictly positive unless ¢1 (L) + %S is a torsion cohomology class.
By requiring H;(W;Z) = 0, we guarantee that there is a unique reducible instanton with vanishing
topological energy and monopole number.

The index formula of Lemma 2.26, under the current assumptions, simplifies to
ind(Z4,) =8k(AL) —2¢+ 35S +0(K)—o(K') -1
= 8i(AL) +2(b (W) =bT (W) — 1.

where W denotes the double cover of W branched along S, and the second identity can be derived from
the standard identities

oc(W)=20(W)—0o(K)+0(K')—1S.5 and x(W)=2x(W)—x(S).

As another observation about the topology of W, note that by (W) = 0. This is shown, for example, in
[Rokhlin 1971] for the case that the pair (W, S) is a closed pair and the homology class of S is nontrivial
and a similar argument can be used to verify the same identity in our case. In fact, we can reduce our case
to the closed case by gluing the pairs (X, ) and (X', ¥’) as in the proof of Lemma 2.26. We may also
assume that the homology class of S is nontrivial by taking the connected sum with the pair (C P2, B),

where B is a surface representing a nontrivial homology class.

Definition 2.33 A cobordism of pairs (W, S): (Y, K) — (Y’, K’) between knots in integer homology
3—spheres is a negative definite pair it Hy(W;Z) =0, b™ (W) = 0, the homology class of S is divisible
by 4, and b+(W) = (. The latter condition about the branched double cover can be replaced with the
identity

o(K')=0(K)+3S-S+ x(5). o

For a negative definite pair (W, S), ind(Z2y, ) is equal to 8«x(Ay) — 1. In particular, the flat reducible
Ap has index —1, and it is regular and has 1-dimensional stabilizer. All remaining reducibles have
higher indices. In fact, we may assume that all the other reducibles are also regular [Culler et al. 2020,
Section 7.3]. However, we do not need this fact in the sequel. As the moduli space M (W, S0, 6),
defined with trivial perturbation contains a unique regular reducible with vanishing « and v, the same is
true for a small enough perturbation.
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Example 2.34 For any pair (Y, K) of a knot in an integer homology sphere, the product
([0,1]x Y, [0, 1] x K)

is a negative definite pair. We fix two perturbations of the Chern—Simons functional for (Y, K) and a
perturbation of the ASD connection on the cobordism associated to the product cobordism. The above
discussion shows that if the perturbation of the ASD equation is small enough, then M (W, S; 6, 6")q
contains a unique regular reducible with vanishing topological energy and monopole number. Here the
ASD equation is defined with respect to an orbifold metric, which is not necessarily a product metric. ¢

Example 2.35 Any homology concordance (W, S): (Y, K) — (Y’, K'), as defined in the introduction,
is a negative definite pair. o

For a negative definite pair (W, S), we may use the discussions of the previous and present sections
to ensure the regularity of the moduli spaces M (W, S; «, '), of expected dimension at most 3. The
analogues of Propositions 2.14 and 2.15 carry over as stated to the setting of noncylindrical cobordisms.
However, we note that the analogue of Proposition 2.21 requires M;(W, S «, ') to be regular and of
dimension less than 2, instead of 3.

We close this subsection with some remarks on compactness and gluing theory for singular instantons.
Let (W, S) be a cobordism with auxiliary data as in Section 2.6. For simplicity of notation to follow
we assume (W, S): @ — (Y, K), ie it has one boundary component (Y, K). We assume that the critical
set €, is nondegenerate, and all moduli spaces M, (W, S; «) for o € €, are unobstructed and smooth.

Suppose « is irreducible, and let By, . .., f; € €T with §; = . For any homotopy classes z, . .., z; with
concatenation equal to z, there is a gluing map of the form

M, (W, S;B81)xRsg XMzz(,BIHBZ) XRsg X - xXRsg x le(ﬂl—lsﬂl) — M (W, S;a),

which is an embedding. In many cases we consider, the moduli space M (W, S; ) is compact away from
the image of this gluing map. There are only two other sources of noncompactness that might occur. The
first is from bubbling, which can occur only when ind(Z,4) = 4 for instantons [A] € M, (W, S;«). We
will always be in a situation where bubbling can be avoided.

The other source of noncompactness comes from reducible connections. This case is important for us in
the sequel. Suppose above that some f; for 1 < j </ is reducible, ie B = 6. Then the relevant gluing
map in this situation takes the form

oo X My (Bj—1,0) X ST x Rog X My, (0, Bj1) X -+ — M(W, S;a),

where the rest of the domain is as before. The factor S! of “gluing parameters” may be identified with
the stabilizer of 6. In general one can glue along multiple reducibles, but in the sequel we will only see
the above case.
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Finally, consider the case in which 81 = 6 is reducible, and M, (W, S;6) = {{4;]} contains a unique
regular reducible [4] and no irreducibles. There is a gluing map

{411} X Rog X M, (0. B2) X Rag X -+ X Rag X My, (B1—1. B1) = Mz (W, S: @),

where as before, the B for j > 1 are irreducible. Here there is no gluing parameter as in the previous case;
from another viewpoint, the gluing parameter cancels with the stabilizer of 4;. Compare the discussion
in [Donaldson and Kronheimer 1990, page 325].

The situations we encounter below are all minor variations of the above. We will allow (W, S) to have
multiple boundary components, for example. Further, for M (W, S; 8), a moduli space of irreducible
singular instantons, the same constructions are available.

The compactness principle underlying our arguments in the sequel is as follows: if bubbling can be
ruled out (as will always be the case), a sequence of instantons in M, (W, S; «) which does not have a
convergent subsequence does have a subsequence that eventually lies in the image of one of the types of
gluing maps described above.

The moduli spaces M (W, S;«) which contain broken trajectories are topologized as follows. Let
a=([A4],[B1],....[Bi_1]) € M (W, S; &) be a broken trajectory of the first type considered above, where
[A4] is an instanton on (W, §) and [ B;] on R x (Y, K), with all limits irreducible. Then any neighborhood N
of a € M;F (W, S;a) contains the image under the gluing map of U x (T, 00) x Uy x - -+ x (T, 00) x Uj_;
for some 7" >> 0 depending on N, and neighborhoods U and U; of [4] and [B;] in their respective moduli
spaces, which also depend on N. The other cases are similar. Note that the gluing parameter factors
involved in breakings at reducibles are forgotten in the completion of M (W, S;«). Furthermore, if
bubbling does not occur, then M (W, S; ) is compact.

The above summary relies on a substantial amount of technical work which is by now standard or treated
elsewhere. Gluing theory in instanton theory began with Taubes [1982], and Floer [1988] developed the
case of R x Y with Y an integer homology 3—sphere in his original construction of instanton homology. In
the singular setting, the machinery developed in [Kronheimer and Mrowka 2011b], which also references
[Kronheimer and Mrowka 2007], handles the cases in which reducibles can be avoided, and also describes
the conditions under which bubbling occurs. The results are similar to the case of nonsingular instanton
homology as treated in [Donaldson 2002, Sections 4.4 and 5.1]. The cases involving breaking at reducibles
are also analogous to the nonsingular case as in [Donaldson 2002, Section 4.4.1] and [Frgyshov 2002,
Theorem 5], except that instances of SO(3) (the stabilizer of the reducible) are replaced by S!. All of the
above fits into the general framework of unobstructed gluing theory.

2.8 Counting critical points

In the nonsingular SU(2) gauge theory setting, Taubes [1990] showed that the signed count of (perturbed)
irreducible flat connections on an integer homology 3—sphere is equal to 2A(Y), twice the Casson invariant.
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Here “signed count” means that a critical point « is counted with sign (—1)&(® where gr(«) is defined
analogously to (2.18). In the singular setting, we have the following, which is essentially a special case of
a result due to Herald [1997], which followed the work of Lin [1992].

Theorem 2.36 (cf [Herald 1997, Theorem 0.1]) Let Y be an integer homology 3—sphere and K C Y a
knot. Suppose 7 is a small perturbation such that €, is nondegenerate. Then

(2.37) D (=DEF@ =ap(¥) + Jo(K),

aely

where A(Y) is the Casson invariant of Y and o (K) is the signature of the knot K C Y.

As our setup is different from Herald’s, we explain how the work in [Herald 1997] implies Theorem 2.36.
Suppose, as in the statement, that 7 is a small perturbation such that €, is nondegenerate. In particular,
Qﬁi];r is a finite set. Let oy, € Qii;r and write o; = [B;]. The orientation, or sign, associated to «; is
determined by the parity of gr(c;). In particular, the signs for the two critical points «; and o, agree if
and only if

gr(ay) —gr(ay) = gr(eg, @) =ind(24) mod 4

is even. Here A is a connection on the cylinder R x Y with limits By and Bj, as in Section 2.5. In fact,
we may arrange that the operator 74 is of the form d/9¢ + Dp(;), where B(t) is a path of connections
R — %(Y, K) equal to By and B, for t < 0 and ¢ > 0, respectively, and Dp is the extended Hessian of
CS + f5 at B. It is well-known, in this situation, that ind(Z) is equal to the spectral flow of the path of
operators Dp).

Now, consider a closed tubular neighborhood N C Y of the knot K, which as an orbifold is isomorphic
to the pair (S! x D?, S1). Extend the reduction of the bundle E|x = L @ L* over N. We may assume
that 7 is compactly supported. In particular, we may assume that NV is chosen small enough so that
is supported on Y \ N. The boundary of N is a 2—torus. Write .#,y for the moduli space of flat U(1)
connections on L]y, which is naturally identified with the dual torus of dN. The torus .#j, is a 2—fold
branched cover over the moduli space of flat SU(2) connections on E |y .

Let S C Mgy be the embedded circle consisting of flat connections which are trace free at the meridian
of K. Let Y° be the closure of Y \ N. Denote by
MY C Myy

the image of the moduli space of w—perturbed flat irreducible connections on |y which preserve the
U(1) bundle L C E|yn. After perhapg changing our small perturbation 7, we can assume that Mi{/ro
is immersed in My and also that M7, intersects S transversely, away from self-intersection points
of Mi{}o. We orient these manifolds as in [Herald 1997].
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Proposition 2.38 Let o; = [B;] € ¢ for i = 1,2. As points in ./\/liY”o NS C Myp, the local orientations
for a1 and «y agree if and only if the spectral flow of Dp(y) is even.

A proof of Proposition 2.38 follows by essentially repeating the proof of Proposition 7.2 in [Herald 1997],
which itself is a modification of Proposition 5.2 from [Taubes 1990]. In the proof of Proposition 7.2 in
[Herald 1997], the spectral flow of Dp;) is related to data on ¥Y'° and N by analyzing a Mayer—Vietoris
sequence of Fredholm bundles. While Proposition 7.2 in [Herald 1997] treats the case of flat connections
with trivial holonomy around meridians of K, so that N is instead, as an orbifold, simply S 1 % D2, the
argument easily adapts to our situation.

The main result of [Herald 1997], Theorem 0.1, with & = 7/2, tells us that the intersection number
/\/li{,rO -§ is equal, up to a sign + which depends on our conventions, to the quantity :I:(4k(Y) + %O’(K )).
Together with Proposition 2.38, this implies equation (2.37) of Theorem 2.36 up to the ambiguity £. An
adaptation of [Herald 1997, Lemma 7.5] shows that the sign + is universal, ie independent of (Y, K).
Finally, we determine that the sign is in fact + by computing a nontrivial example; see eg Section 9.3.

2.9 Orienting moduli spaces

In this subsection, we fix our conventions for the orientation of ASD moduli spaces based on [Kronheimer
and Mrowka 2011b]. A similar discussion about the orientation of moduli spaces in the nonsingular
case appears in [Donaldson 2002, Section 5]. For any cobordism of pairs (W, S): (Y, K) — (Y', K’),
and a path z along (W, S) between the critical points «, &’ for Y, Y’, the moduli space M (W, S;a, ')
is orientable. In fact, the index of the family of ASD operators 24 associated to connections [A4] €
PB,(W, S;a,a’) determines a trivial line bundle /,(W, S;a,a’) on %,(W, S;a,a’) and the restriction
of this bundle to M,(W, S;a, «’) is the orientation bundle of the moduli space M, (W, S; a, a’).

In the case that either « or o’ is reducible, we may form a variation of the bundle /,(W, S; «, «’). For
example, in the case that « = 6, we may change the definition of the weighted Sobolev spaces of the
domain and codomain of the ASD operator by allowing exponential growth for an exponent ¢ rather than
the exponential decay condition that we used earlier. If ¢ is nonzero and small enough, then this new
ASD operator is still Fredholm and its index is independent of &. Thus when ¢ is irreducible, we have
two choices of determinant line bundles, both trivial, denoted by /,(W, S;6_,a’) and I,(W, S; 04+,a’),
depending on whether we require exponential decay or exponential growth. We use a similar notation in
the case that o’ is reducible.

We denote the set of orientations of the bundle /,(W, S; a,a’) by A,[W, S;a, «'], which is a Z /2-torsor.
For a composite cobordism, there is a natural isomorphism

® AZ] [Wl9 Slaava,] ®Z/2Z Azz[W27 S2§a/7 a”] - A22OZ] [W2 o W]? S2 o Sl?“? a” .

In the case that o’ is reducible, we require that one of the appearances of «’ in the domain of ® is 6,
and the other #_. The isomorphism ® is associative when we compose three cobordisms. Moreover,
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there is also a natural isomorphism between A[W, S;«,a’] and A [W, S «,a’] for any two paths z, z’
from « to o’ and this isomorphism is compatible with ®. This allows us to drop z from our notation for
AZ[W,S;a,a’]. We also drop (W, S) from our notation whenever the choice of (W, S) is clear from the
context.

For a cobordism of pairs (W, S), an element in A[W, S; 6_, 6’ ] is identified with an orientation of the
determinant line /, (W, S; 6—, 6”) over any connection in the homotopy class of paths z. Assuming S is
oriented and A represents a reducible element of %,(W, S; 6, 6"), this line may be identified as

(2.39) LW, S; 60—, 0 ) agy = NP(H' (W) e HY(W)* @ H'(W)*).

This holds because the connection A?)d decomposes into a trivial connection on a trivial real line bundle and
an S'—connection on a complex line bundle L. The index of the operator 24, decomposes accordingly.
The contribution from L can be oriented canonically as it is a complex vector space, and the orientation of
the contribution from the trivial line bundle can be identified with the right-hand side of (2.39). Similarly,
we have an isomorphism

(2.40) L (W, S;04,00) a0 = NP(H' (W) ® HT(W)*).

A homology orientation for (W, S) is defined to be an element of A[W, S; 64,6’ ], which by (2.40)
amounts to an orientation of the vector space

H'(W)a® HT(W).

In particular, if (W, S) is a negative definite pair, we may take Aq to be the unique flat reducible on
(W, S), and we have a canonical element of A[W, S;64,6"].

Changing the orientation of .S changes the orientation of the trivial real line bundle and dualizes the
complex line bundle L. In particular, the identifications in (2.39) and (2.40) change sign respectively
according to the parities of d +d’ — 1 and d + d’, where

d=b'(W)—bT(W) and d'=1(ind(Z4,)—d +1).

In the case that (W, S) is a negative definite pair and A is the unique flat reducible, then the identification
in (2.39) changes by a sign, whereas the identification in (2.40) is preserved. In particular, the canonical
homology orientation is independent of the orientation of S.

Given (Y, K) and a € €, let

Al xY,I xK;a,0_] if « is irreducible,

Ala]:= i
A[IxY, I xK;04,0_] ifa=20.

From the discussion in the previous paragraph, because the cobordism (/ x Y, I x K) has b! =bT =0,
it has a canonical homology orientation, and there is thus a canonical element of A[6]. We use this
canonical choice whenever we need an element from this set.
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Given a homology orientation oy for (W, S) and o4 € Ala] and 0g € A[B], we can fix oy, 5:0,0) €
A[W, S; a, &'], and hence an orientation of M,(W, S; «, '), by requiring

D(0q ® o) = Pow,s:0,0") ® Oa).

As a special case, we may apply this rule to orient a cylinder moduli space M, (1, ®,) from the data of
0q, € Alaq] and 0y, € Alay]. Let 75 be the translation on R x Y defined by (¢, y) = (¢ —s, ). Then
Ty acts on M (o1, «p) by pullback, and the identification

(2.41) M(a1,a2) = R x M(a1,ay)

is such that the action of 5 is by addition by s on the R—factor. Then we may orient M. 2(a1,0p) using
an orientation of M (1, ,), and requiring that the identification (2.41) is orientation-preserving, with
the ordering of factors as written.

3 Instanton Floer homology groups for knots

In this section we introduce instanton homology groups for based knots in integer homology 3—spheres.
Although we first introduce an analogue of Floer’s instanton homology for homology 3—spheres, our main
object of interest is a “framed” instanton homology, or rather its chain-level manifestation, analogous to
Donaldson’s theory for homology 3—spheres [2002, Section 7.3.3]. The framed theory incorporates the
reducible critical point and certain maps defined via holonomy.

3.1 An analogue of Floer’s instanton homology for knots

Let (Y, K) be an integer homology 3—sphere with an embedded knot, as in Section 2. We now also choose
an orientation of the knot K, which will be required for some of the later constructions. Equip ¥ with a
Riemannian metric g, with cone angle r along K. Choose a holonomy perturbation as in Propositions
2.6 and 2.12, so that the critical set €, = {f} U € is a finite set of nondegenerate points, and the moduli
spaces M (a1, o) are all regular. We define C = C(Y, K) to be the free abelian group generated by the
irreducible critical set

(3.1) CY.K)= P z-a.

e
The mod 4 grading gr(«) of (2.18) gives C the structure of a Z /4—graded abelian group. As usual, the
grading will be indicated as a subscript, Cx = C«(Y, K), but is often omitted.

The differential d on the group Cy is defined as

(3.2) d(ay) = Z #M (1, 02)0 - 2.

€, or(ary,00)=1
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In the sequel we depict the map d by an undecorated cylinder (), which should be thought of as I x K.
By Propositions 2.14 and 2.15, the moduli space M (a1, 07)0 is a finite set of points. The coefficient
#M (a1, @n)o is a signed count of these points. More precisely, we may more invariantly define the chain
group to be

(3.3) C(Y.K) = P ZAle].

aely
where Z A[«] is the rank 1 free abelian group with generators the elements of Af] and the relation that
the sum of the two elements in A[x] is equal to zero. Recall that Af] is defined in Section 2.9. A choice
of an element in each A[«] identifies (3.3) with (3.1). Then, given o4, € Alx1] and 0y, € Alaz], the
moduli space M (o1, 02)0 is oriented using the rules given in Section 2.9, and #M (rq, @2)g is the count
of this oriented 0O—manifold.

Now (C(Y, K), d) is a chain complex, as follows from the usual argument by virtue of Propositions 2.14,
2.15 and 2.21. Specifically, the boundary of a compactified 1-dimensional moduli space M T(ar, 00)1
consists of the components M (a1, B)ox Mt (B, a2)o. The relation d2 =0 is depictedas ()] ) = 0.
While not reflected in the notation, C(Y, K) and d depend on the choices of metric g, and perturbation .
Define

1.(Y.K) = Hi(C(Y, K), d).

Then I(Y, K) is a Z /4—graded abelian group. We call I(Y, K) the irreducible instanton homology of
(Y, K), as it only takes into account the irreducible critical points of the Chern—Simons functional. It is a
singular, or orbifold, analogue of Floer’s Z /8-graded instanton homology /(Y) for homology 3—spheres
from [Floer 1988].

Now suppose we have a cobordism of pairs (W, S): (Y, K) — (Y’, K’) with metric and perturbations
compatible with ones chosen for the boundaries. Suppose further that our cobordism (W, .S) is a negative
definite pair in the sense of Definition 2.33. Then we have a map A = Agy,5): C(Y, K) = C(Y’, K')
defined by
Mo) = > #M(W, S:a,d')- o,
a’e@‘ﬂ",, ar(W,S;a,a’)=0

where €, and €, are the corresponding critical sets, and a € €I, More precisely, using the complexes
(3.3), we orient M (W, S;a,a’)o using o € Afe] and 0o € Alo’] as described in Section 2.9, and
#M (W, S;a,a’)g is defined using this orientation. Note that because 5! (W) = b (W) = 0, we have a
canonical homology orientation of (W, S).

Although the map A in general depends on the metric and perturbations, we have omitted these depen-
dencies from the notation. We depict the map A by an undecorated picture of .S, given for example by
<> . Write d’ for the differential of C(Y’, K’). Then we have

d' oh—Aod =0,
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with the two terms representing factorizations @D and D@ corresponding to the boundary
points of M (W, S;a,a'); from M(W, S:a, B')o x M(B'.a')o and M (a, B)o x M(W, S: B.a)o,
respectively.

We mention three standard properties of these cobordism maps. First, the composition of two cobordism
maps is chain homotopic to the map associated to the composite cobordism. That is, if we write
(W, S) = (Wyo Wy, S,087), then there exists ¢ such that

(3.4) A(Ws,85) ©Awy,s1) —Aaw,s)y =dop—¢od,

where on the composite cobordism W one takes the composite metric and perturbation data. The second
property is similar: there is a chain homotopy between two cobordism maps A, s) that are defined
using different perturbation and metric data on the interior of W. Finally, the third property says that
it (W,S): (Y, K) — (¥, K) is diffeomorphic to a cylinder with equal auxiliary data at the ends, then
Aw,s) is chain homotopic to the identity map on C(Y, K). The chain homotopy in (3.4) is defined by
counting isolated points in the moduli space of G—instantons, where G is a 1-parameter family of metrics
with perturbations interpolating between the composite auxiliary data on W™ and the result of stretching
W along the 3-manifold at which W, and W, are glued. The other two properties are proven similarly.
See eg [Donaldson 2002, Section 5.3].

Remark 3.5 In the verification of equation (3.4) it is important that there is only one reducible and that
it remains unobstructed and isolated in the moduli space of G—instantons, where G is the 1—parameter
family of auxiliary data. This follows from our assumption that the cobordisms are negative definite pairs
and the discussion in Section 2.7. This is in contrast to the analogous situation in Seiberg—Witten theory
for 3—manifolds, where in the same situation one might encounter degenerate reducibles. o

We write I(W,S): I(Y,K) — I(Y', K') for the map induced by A, s) on homology. Following
[Donaldson 2002, Section 5.3], the above properties imply that /(Y, K) is an invariant of (Y, K), ie its
isomorphism class does not depend on the metric and perturbation chosen to define C(Y, K). Along with
Theorem 2.36, we obtain the following result, stated as Theorem 1.3 in the introduction.

Theorem 3.6 Let Y be an integer homology 3—sphere and K C Y a knot. Then the Z /4—graded abelian
group 1.(Y, K) is an invariant of the equivalence class of the knot (Y, K). The Euler characteristic of the
irreducible instanton homology I1.(Y, K) is

XY, K)) = 40(Y) + 30 (K).
where A(Y) is the Casson invariant and o (K) is the knot signature.

3.2 The operators §; and J,

The chain complex (C, d) is defined only using irreducible critical points. To begin incorporating the
reducible flat connection, we define two chain maps 81 : C; — Z and 6, : Z — C_,, analogous to maps
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defined in the nonsingular setting using the trivial connection; see [Frgyshov 2002] and [Donaldson 2002,
Chapter 7]. We define

S1(@) =#M(a,0)o and ()= > #M(0.)o.
aell, ar(a)=2
More precisely, the signs of these maps are defined, using the complexes (3.3), as follows. The map §; is
straightforward: a choice 04 € Afe] in the chain complex C(Y, K) determines an orientation of M (c, 8)g
and hence of M (o, 8)9 as described in Section 2.9, and #M (a, 8)¢ is defined by using this orientation.
For §,, we use the following rule. Given o, € Alw], the moduli space M (6, a)q obtains an orientation o’
by requiring that

3.7) D0’ ®o0g) €Al XY, I xK;0_,0_]

be the negative of the preferred element in this set. (Our particular choice of convention is not important,
but gives the signs that we use in our relations below.) Then M (8, )¢ is oriented from M (6, a)¢ as in
Section 2.9, from which #M (0, )¢ is defined.

Remark 3.8 Elements in the set appearing in (3.7) may be identified with orientations of (2.39) upon
setting (W, S) = (I x Y, I x K). From the discussion there, a preferred orientation depends on the
orientation of § = I x K. This is the first point at which we use our chosen orientation of K. o

Just as in the nonsingular case, see [Donaldson 2002, Section 7.1], we have the chain relations
3.9 610od=0 and doé, =0,

which follow by counting the boundary points of 1-manifolds of the form M T (a1, )1 where one of
o or &y is the reducible 6. We depict §; and 8, as ()" and"(__) respectively, placing a dot at the
end of the cylinder that has a reducible flat limit. Then the relations in (3.9) are

0 D0=0 and ‘(00 D=0,
respectively.

Let (W,S): (Y,K) — (Y', K’) be a cobordism of pairs. Define maps Ay = Ay g,5): C(Y,K) = Z
and Ay = Ay ,5): Z— C(Y',K’) by

Ar(a) =#M (W, S;a,0")g and A,(1) = > #M(W, S:0,0").
a’e@i;/, a(W,8;6,a’)=0

The signed counts are determined as follows. Identify the chain complexes as generated by orientations
as in (3.3). First, for the map Ay, an element o4 € A[a] determines an orientation o’ of the moduli space
MW, S;a,6)y by the requirement

D0y ® o) =0,
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where oy is the canonical homology orientation of (W, S). Next, for A,, we define an orientation o’ of
MW, S;0,a’)y given oy € Ale’] by requiring that

D0 ®og) € A[W, S;60_,6"]

be the canonical element. Note that this rule for A, depends on the orientation of S, just as when we
defined the orientation rule for §,.

The maps A; and A, are depicted by placing dots at the appropriate ends of a picture for S, eg (@?
and @ The following is an analogue of [Frgyshov 2002, Lemma 1].

Proposition 3.10 Suppose (W, S): (Y, K) — (Y', K’) is a negative definite pair. Then

(i) Ayod+68—80A=0,
(ll) d’oA2—5’2+k082:0.

Proof Consider (i). This relation can be verified by counting the ends of the 1-dimensional moduli
space M (W, S;«,0’);. Studying the ends of such moduli spaces relies on the on the compactness
and gluing theory of the moduli spaces of singular instantons, which were reviewed in Section 2.7.
There are three types of ends in this moduli space. The first two types are cylinders on components of
M(a,B)ox M(W, S;8,0") and M(W, S;a, )o x M (', &)y, corresponding to instantons approach-
ing trajectories that are broken along irreducible critical points. Counting these contributions gives
Ajod(a)—8] o).

The third type of end in M (W, S; «, 6")1 consists of singular instantons which factorize into an instanton
[4] € M (o, 8)o grafted to a reducible instanton on (W, S). The condition that (W, S) is a negative
definite pair implies that there is a unique such reducible connection class, and by our discussion in
Section 2.7 it is unobstructed, so that the standard gluing theory applies. This third type of end thus
contributes the term &1 (o).

The proof of (ii) is similar. O

Remark 3.11 The verification of the signs in the above relations is straightforward given our conventions
for orienting moduli spaces. The argument is similar, for example, to the proof of [Kronheimer and
Mrowka 2007, Proposition 20.5.2]. The same remark holds for the relations that appear below. o

For a depiction of the relations in Proposition 3.10, see Figure 1. A shaded picture such as @) is
to be understood as representing a reducible singular instanton, and as a map sends the reducible to the
reducible, each represented by a dot, as before.
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Figure 1: The relations (i), left, and (ii), right, of Proposition 3.10.
3.3 Holonomy operators and v—maps

In this section we describe maps that are obtained by taking the holonomies of instantons along an
embedded curve y C S, see eg [Kronheimer and Mrowka 2011a, Section 2.2]. We treat the following

cases:

(i) y is aclosed loop and (W, ) is a negative definite pair;
(i) (W, S) and y are cylinders, ie (W, S) = (I xY) and y = I x {y}, which yields the v—map; and

(iii) y is a properly embedded interval intersecting both ends of a negative definite pair (W, S).

3.3.1 The case of closed loops Consider a negative definite pair (W, S): (Y, K) — (Y’/, K’) and an
associated configuration space Z(W, S «, a’) where @ and o’ are irreducible critical points for (Y, K)
and (Y, K’), respectively. Let y be a closed loop lying on the interior of the surface S. Suppose vg
denotes the S !—bundle associated to the normal bundle of S and fix a trivialization of this bundle over .
Given [A] € Z(W, S; «, &), the adjoint connection 4% can be used to define an S '—connection over y,
as described in the following paragraph.

The boundary of an ¢ tubular neighborhood of S in W is naturally isomorphic to the S'-bundle vg
over S, and by pulling back we obtain a connection 424 on vg. The limit of these connections as & goes
to zero defines a connection A?)d on vg such that the curvature of Agd has the fiber of vg in its kernel.
Fixing an orientation for the fiber of vg (or equivalently an orientation for S) determines an S !—reduction
of this bundle over vg. In particular, the holonomy of this connection along a lift of y to vg, given by the
trivialization of vg over y, defines a map, which depends only on the gauge equivalence class of A4,

. . 1
(3.12) ., BW,S;a,a') > S

Note that to make sense of the holonomy, we must choose a basepoint, an orientation of the loop y, an
orientation of the fiber of vg and a lift of y to vg. As S! is abelian, the map hg o 18 independent of the

choice of basepoint defining the holonomy around y. If we change the orientation of y, then hga, is
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postcomposed with the conjugation S' — S!. Changing the orientation of S has the same effect. Finally,
changing the chosen lift of y would multiply hga, by £1.

Remark 3.13 In the sequel, we slightly abuse the description of this holonomy map by saying that we
take the holonomy of 4% along y, and do not refer to the limiting process. o

Using this holonomy map we define i = pugw,s,): C(Y, K) = C(Y’, K’) by

1(By) = > deg(hl o |, s:a,ay)) @ -
a/GQi:, , (W, Sa,a)=1

This deserves some explanation, as the moduli space M (W, S;a,a’); is in general not compact. The
boundary components of the compactified moduli space M T (W, S;a,a’); come from two types of
factorizations,

M(a,B)ox M(W, S;B,a')g and M(W,S:a, B')ox M(B, o).

As each of the maps hZa’ and h; p are defined on O—dimensional moduli spaces and transverse to some
generic & € S, the preimage (hga,)_l(h) restricted to M (W, S;«, ') is supported on the interior
of M+ (W,S;B1.B2):. We may then define deg(h” |MW,S:a,07),) to be the oriented count of this

aa’
preimage. We depict the map p by a picture of the surface S containing the closed loop y, such as

&>

Let us be more precise about our sign conventions for . As usual, when determining signs, our complexes
are given by (3.3). The moduli space M (W, S;«, «’); is then oriented from 0y € Af] and 0y € Al']
as described in Section 2.9. In this paper, we use the convention that if /: M — N is a smooth map
of oriented manifolds with regular value y € N, then f~!(y) is oriented by the normal-directions-first
convention. This orients the submanifold (h”_,)~1(h) C M(W, S;a, o).

oo’

Consider a holonomy map hZa/

faces of M T (W, S;a, a’), are

restricted to a 2—dimensional space M (W, S; «, &’),. The codimension-1

M*¥(a, B)icy x MT (W, S; 8,0 )i and MT(W,S:a, )i x M (B, o)1,

where i € {1,2}. Consider the 1-manifold (A’ )~'(h) ¢ MT(W,S;a,a’),. Again, because y is

7%
supported on the interior of S, this 1-manifold is supported away from the codimension-1 faces with

i = 2. Counting the contributions from i = 1 gives the relation
3.14) dopu—pod=0,
showing that p is a chain map. See Figure 2.
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Figure 2: On the left is depicted relation (3.14); on the right, the relation of Proposition 3.16.

~—

3.3.2 The case of a cylinder: the v—map We move on to the cases in which y is not closed. We first
consider the case of the cylinder R x (Y, K). The output of the construction is a degree —2 (mod 4)
endomorphism on Cyx = C«(Y, K). Choose a basepoint y € K and a lift of each o € (’:gr to € (Y, K) once
and forever. Following a similar construction as above, we obtain a translation-invariant map

hayar: BY, K;ay,ay) — S!

for each pair of irreducible critical points ¢; € Qi]? on (Y, K). To be more detailed, define (Y, K; oy, a3)
using the chosen lifts of «; and &5, and for a given [A] € (Y, K; a1, a3), the holonomy of Axd along
R x {y} determines /q,q, ([A]). (A lift of the o; to the space of framed connections B(Y, K) suffices
for the definition of /4,q,.) The induced map /4,4, On M (01, @2) 4 extends to the moduli space of
unparametrized broken trajectories which break along irreducible critical points, and on the codimension-1
faces ]\2"‘(0{1 ,B)im1 X M"'(,B, ) q—; with B irreducible, factors accordingly as A, g - hga, -

For hy,q, to be well-defined we also require that meridians have preferred directions; this is true because
the knot K is oriented. Changing the orientation of K alters /14,4, by postcomposition with the conjugation
map S! — ST,

To define a well-behaved map on Ci in this situation, in general we must modify the above holonomy
maps, similar to what is done in [Donaldson 2002]. In particular, we define maps

Hy o,: M(al,ozz)d - S!

by modifying the maps /4,4, near broken trajectories. Since we need these modified holonomy maps
only for moduli spaces of up to dimension 2, we may assume that d < 2. The maps Hy, o, extend to
unparametrized broken trajectories which break along irreducible critical points, and satisfy the following
properties.

(H1) Hy,a, =1 if the dimension d of the unparametrized moduli space M (a1.03)g on which Hy, o,
is defined is equal to zero.

(H2) For a given sequence of instantons [ B;]in M (a1, a2) 4 converging to a broken instanton ([B], [B]) €
M (o1, B)i—1 X M (B, a2)4—; where B is an irreducible critical point, the holonomies Hy,q, (B;)
converge to the product Hy, g(B) - Hgg, (B').
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(H3) If gr(o;) =1 and gr(ep) = 2, there is an end of M (a1, a7)7, corresponding to trajectories broken
along the reducible 6, which can be identified with M (0r1,0)oxSTxR<x M (8, ap) by standard
gluing theory. We require that the restriction of Hy,«, to M (0r1,0)o x{T}txS!x M (6, ez)o for
some (and hence any) 7" € R~ be a degree 1 map on each circle component.

The unmodified holonomy maps /4, «, satisfy the properties (H2) and (H3) but do not necessarily satisfy
(H1). The modified holonomy maps are constructed in a way that is inspired by what is done in [Donaldson
2002, Section 7.3.2]. See the appendix for details on the construction of the modified holonomy maps
Hgy, o, which satisfy (H1)-(H3).

We may now define an operator v: Cyx — Cx_, by

3.15) v(ag) = Z deg(He,a, |1\v4(051,(¥2)1) T2

02 QT or(ary,02)=2

The degree may be computed by taking the preimage of a generic 4 € S! \ {1}. By property (H1), such
a preimage is supported away from the ends of M (a1, 02)1, and generically is a finite set of oriented
points. The expression deg(Hy, ;| M («;,a2),) is defined to be the signed count of these points.

The following proposition is a singular instanton analogue of [Donaldson 2002, Proposition 7.8] and
[Frgyshov 2002, Theorem 4], and its proof is analogous. The main difference is that SO(3), which in the
nonsingular setting plays both the role of the stabilizer of the trivial connection and the codomain of the
(adjoint) holonomy maps, is replaced in the singular setting by S'!.

Proposition 3.16 dov—vod—6,068; =0.

Proof Consider the 1-dimensional moduli space
M :={[A] € M (a1, 02)> | Haya ((A]) = 1}

for some generic 4 € S!\ {1}. Studying the ends of M will lead to the desired relation. As the dimension
of M(ay,a5);3 is 3, there is no bubbling, and AvlJr(al ,07)> is compact. Thus an end of M contains a
sequence of instantons that approaches an unparametrized broken trajectory a = ([41],...,[4;—1]), where
[ =3,[A4i] M(ﬂi, Bi+1)a; and B1 = a1, B; = . By index additivity and dimension considerations,
[ <4

First suppose that each f; is irreducible. Then Hy o, factors as ]_[f;ll Hpg, near a, as follows

Bi+1

inductively from property (H2) above. If / = 4, then each [4;] is of index 1, and since Hpg, =1 for

Bi+1
such instantons by property (H1), this case does not occur. From now on we may assume / = 3, so that

a = ([41].[42]). Write = B>.

Suppose [A41] is of index 1 and [A4,] of index 2, ie a € ]\2(0{1,,3)0 X M(,B,az)l. For these types of
breakings, consider a corresponding gluing map

Y M(ay, B)o x Rug x M (B,02)1 — M (ay,2),
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which is a diffeomorphism onto its image. Let Nég | € M be the image of this map, with R~ ¢ restricted
to some (7, o0), intersected with M. Here and in what follows, 7" > 0 is some large generic number to
be specified later. Consider the map

[ My, B)ox M(B,az); — S!

given by f([A1],[A2]) = Huya, (Y([A1], T,[A2])). With T' generically chosen, / is a regular value of f.
Then f~!(h) consists of the boundary points of M \ N(f , that are adjacent to N(;g ;- Taking " — oo and
using (H2), /" is homotopic to ([A41], [A2]) = Hy, p(A1) Hpa,(A2). For [A4] ﬁxec{, this latter map has the
same degree as Hg,,, which is &(v(B), a). There are &=(d(c1), ) many choices for [4] € M(al ,B)o.
Ranging over all possibilities for 8, and using our orientation conventions, we find that the total number
of boundary points of this type is given by —(vd (1), ar3).

For breakings where instead [A4] is of index 2 and [A4,] of index 1, we define a corresponding subset
N 1'3 o C M using the image of a gluing map and intersecting with M. A similar argument to the above
shc;ws that the number of boundary points in this situation, again ranging over all relevant irreducible 3,
is given by (dv(ay), o).

There is also the case in which there is a sequence of instantons in M approaching an unparametrized
broken trajectory a = ([41],[A;]) that factors through the reducible 6. Such a sequence eventually lies in
the image of a gluing map

wezf\vl(al,Q)oxSl xR>0x]\2(9,a2)0—>M(a1,a2)2.

Let N? be the image of this map, with R~ restricted to the interval (7, 00), intersected with the moduli
space M. Consider the boundary points of M \ N that are adjacent to N?. These are in (')~ (h),
where

f1 M (e, 0)ox S' x M(0,a2)g — S!

is defined by f'([41]),[42]) = Ha o, (Ve([A1], g, T,[A2])). Using (H3), the map f’ is homotopic to a
map which for each point in M (0tq,0) x M (6, ap)g restricts to a degree 1 map S' — S'!. The number
of boundary points, using our orientation conventions, is equal to —(6,81 (1), orp).

Now consider M’, the complement in M of the open sets N, B NP NP defined above, where f ranges

0,17 *¥1,0°
over irreducible critical points with appropriate index in each case. We choose 7' large enough so that
these open sets are disjoint, and generic so that M’ is a 1-manifold with boundary. By the discussion in
Section 2.7, M is compact. The boundary points have been counted above, and yield the desired relation.

This completes the proof. The three types of factorizations are depicted in Figure 2. O

Remark 3.17 Ideally, the compactified moduli space would have the structure of a smooth manifold with
corners near broken trajectories, induced by the natural compactifications of the domains of the gluing maps.
In the above proof, we would then define a smooth manifold with boundary M+ C M * (a1, ap), and
simply count its boundary points. (Technically, in this strategy, we would also modify our compactification
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to include gluing parameters for reducibles.) However, proving that the compactified moduli space indeed
has such structure is a technical issue which also arises in other Floer theories, and we would like to
avoid it. This is why, in the above proof, we consider a truncation of the moduli space to obtain a compact
manifold with boundary. A similar approach is employed in [Seidel and Smith 2010]. In the sequel, we
will often ignore this subtlety, with the understanding that one should always really truncate the moduli
spaces as done in the proof above. o

Remark 3.18 By properties (H1) and (H2), the map Hy, o, is defined on the compactified 1-manifold
M T (a1, 2); and sends the boundary components M (1, B)o X M (B.a2)g to the identity 1 € S!. Thus
Hy, o, descends to a map M — S, where M is the disjoint union of circles obtained by identifying the
boundary points of M *(ay, @)1 in pairs. Then the degree of Hy,q, appearing in (3.15) is nothing more
than the degree of M — S'!. In particular, this shows that the map v: Cx — Cx_ is independent of the
choice of & € S'. Changing the choice of modified holonomy maps will alter v by a chain homotopy.
The proof is a standard continuation map argument. See also Theorem 3.34 below. o

Remark 3.19 Our construction of v depends on the orientation of K. If the orientation is reversed, then
v changes sign. Similar remarks hold for §,, following Remark 3.8. However, the maps d and §; do
not depend on the orientation of K. It follows that the relation of Proposition 3.16 is invariant under
orientation reversal of K. o

3.3.3 Curves with boundary in cobordisms Now consider any negative definite pair (W, S): (Y, K) —
(Y’, K’). We assume that y is an embedded interval in (W, S) with its boundary intersecting both (Y, K)
and (Y’, K’). Denote by p € K and p’ € K’ the boundary points of ¥ in S. Recall that W™ is obtained
from W by attaching cylindrical ends (—oo, 0] x Y and [0, 00) x Y/, and S is obtained from S similarly,
by attaching (—oo, 0] x K and [0, 00) x K’. We extend y to a noncompact curve ¥+ C ST by attaching
(—00,0] x {p} and [0, 00) x {p’}. We obtain a map

v . 1
hl,:BW,S;a,a)—S
by taking as before the holonomy of the adjoint connection 4% along ¥+ compatible with the S

reduction of the bundle along S . Modified holonomy maps H 0’: o Of the appendix give

(o) = > deg(Hy |Mw,s:0.a),) @'
o'edt,, ar(W,Sa,a")=1
The relation in the following proposition is depicted in Figure 3 in the case that the curve ¥ C S looks
like . It is an analogue of the relation in the nonsingular setting of [Frgyshov 2002, Theorem 6],
and the proof is similar to that of Proposition 3.16.

Proposition 3.20 d’ou—i—uod—{—AzoSl—5/20A1—v/ok+kov=0.

Similar to Remark 3.19, in this situation, the maps d,d’, Aj, A do not depend on the orientations of
K, K’, S, while v,v', i, 85, 8/2, A, do, and change sign under orientation reversal. Thus the relation of
Proposition 3.20 is invariant under orientation reversal.

Geometry & Topology, Volume 28 (2024)



Equivariant aspects of singular instanton Floer homology 4097

Figure 3: The relation of Proposition 3.20.
3.4 A framed instanton homology for knots

We now assemble the above data to define a framed instanton chain group (5 (7, K), d ). The main
apparatus is the following.

Definition 3.21 A chain complex (5*, d ) is an S—complex if there are a finitely generated free chain
complex (Cx,d) and graded maps v: Cx — Cyx—», §1: C; = Z and §,: Z — C_, such that Cy =
Cy ® Cy—1 ® Z, and such that the differential is given by

B d 00
3.22) d=|v —d 6
51 00

The copy of Z in the decomposition of Cy is supported in grading O. o

Because (5*, d ) is a chain complex, dod = 0, which is equivalent to d o d = 0 and

3.23) 810d =0,
3.29) dob, =0,
3.25) dov—vod—68,08; =0.

Remark 3.26 More generally, if R is any commutative ring, an S—complex over R is defined to be a
finitely generated free chain complex over R, with the same structure as in the definition above, replacing
each instance of Z with R. If no ring is specified, the reader can safely assume that we are working over
the integers. o

Remark 3.27 In the above definition of an S—complex, the chain complex comes with a Z—grading
which decreases the differential by 1. However, in the sequel we will consider S—complexes graded by
Z/2N for some positive integer N, in which case all grading subscripts in the above definition should be
taken modulo 2 N. For technical reasons, an S—complex with no grading must be defined over a ring of
characteristic two. o
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Definition 3.28 A morphism b (6'*, d ) —> (6’;, d’ ) of S—complexes is a degree-zero chain map that
may be written in the form

B A 0 O
(3.29) A R
Ay 0 1
with respect to decompositions Co =Ci ® Cy_1®7Z and 5,‘1 =C.® C;_l 7. o

The condition of A being a chain map is equivalent to the relations
Aod—d oh=0,
Ajod+8 —8 0l =0,
d/oA2—8/2+X082=0,
pod+rov+Ayo8y—vok+d opu—8,0A; =0.

Definition 3.30 An S—chain homotopy (5*, d) — ) — (5 d’ d’) of S—complexes is a chain homotopy of
complexes that when written with respect to decompositions Cyx = Cx®Cy—1®Z and C, = CL&C., Y/
takes the form

K 0 0
L —K M,
M; 0 0

A chain homotopy equivalence of S—complexes is a pair of morphisms f': Cy — C‘; and g: 54 — Cy
of S—complexes with the property that f o g and g o f are S—chain homotopy equivalent to identity
morphisms. o

Let Y be an integer homology 3—sphere containing a knot K, and (Cx, d) = (C«(Y, K), d) its irreducible
instanton chain complex for some choice of metric and perturbation. Choose a basepoint p € K. We
define Cy Y, K)=Cx(Y,K)® Cs—1(Y,K)® Z, and d by (3.22) using the maps from the previous
subsections; note that the choices of basepoint and modified holonomy maps are requlred to define v.
Then (3.9) verifies (3.23)—(3.24), and Proposition 3.16 gives (3.25). Thus (Cx(Y, K), d ) is a Z /4—graded
S—complex. Its homology,

L(Y.K) = Ho(C(Y, K).d),
is a Z /4—graded abelian group, which we call the framed instanton homology of (¥, K).
Remark 3.31 Our framed instanton chain complex should be distinguished from what is called framed

instanton homology for knots in [Kronheimer and Mrowka 2011b]. However, the relationships established
in Section 8 justify the overlapping use of terminology. o
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Remark 3.32 In the nonsingular setup, Donaldson [2002] introduces a similar object for any integer
homology sphere Y called an (F, 0)—complex. This object, denoted by (Cx(Y), d) is essentially an
S—complex. The main differences are that the complex (Cx (Y), d ) is defined over Q, and Cy(Y) =

Ci(Y) D Ci3(Y) ® Q, where Ci(Y) is a Z/8—graded complex. The complex C*(Y) is defined out
of a theory which is SO(3)—equivariant, rather than S !—equivariant. This is the primary reason for the
appearance of a degree shift by 3 (dimension of SO(3)) instead of 1 (dimension of S1). o

Now suppose (W, S): (Y, K) — (Y’, K’) is a negative definite pair. We also assume that a properly
embedded arc y in S is fixed such that it forms a cobordism from the basepoint of K to the basepoint
of K’. We slightly abuse terminology and refer to the data of (W, S) with y a negative definite pair,
and omit y from our notation. Upon choosing metric, perturbation data, framings of critical points and
modified holonomy maps, we define a map

A=Agw.s):C(Y,K)— C(Y' K')

by the expression (3.29), using the maps previously defined for (W, S) and y. By virtue of Propositions
3.10 and 3.20, A is a morphism of S—complexes.

Definition 3.33 Define # to be the category whose objects are pairs (Y, K), where Y is an integer
homology 3—sphere and K C Y is an oriented based knot, and whose morphisms are negative definite
cobordisms of pairs (W, S): (Y, K) — (Y’, K’) in the sense of Definition 2.33, equipped with an embedded
arc on S connecting the basepoints of K and K’. Composition of morphisms in this category is defined
by composing cobordisms. o

For any category with a notion of chain homotopy, we define the associated homotopy category to be the
category with the same objects, but whose morphisms are chain homotopy equivalences of morphisms.
We have the following analogue of [Donaldson 2002, Theorem 7.11].

Theorem 3.34 The assignments (Y, K) +— (5(Y, K), 67) and (W, S) — X(W’S) induce a functor of
categories from H to the homotopy category of Z./4—graded S—complexes.

Proof Let (W, S):(Y, K)— (Y’, K’) be a negative definite pair with an embedded arc y on S connecting
the basepoints. Fix the required auxiliary choices (Riemannian metric, perturbation and modified holonomy
maps) and let C (Y, K) and C(Y’, K') be the S—complexes associated to (Y, K) and (Y', K'). As explained
above, we obtain a morphism
Aaw.sy: C(Y,K)— C(Y', K')

after fixing a metric, perturbation data and modified holonomy maps for (W, S) compatible with the
auxiliary data of (Y, K) and (Y’, K’). For any two sets of auxiliary choices for (W, S), a standard
argument shows that the resulting morphism differs from ) by an S—chain homotopy of S—complexes.
To be a bit more specific, one first connects the two collections of auxiliary choices for (W, S) using a
l—parameter family of orbifold metrics on W, perturbation data and modified holonomy maps. Then the
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associated family moduli spaces can be used to define the required S—chain homotopy. In fact, one can
use a similar proof to show that homotoping y changes X(W, s) by an S—chain homotopy. We may also
check that the morphism associated to a composition of negative definite pairs is S—chain homotopic to
the composition of the morphisms associated to the cobordism pairs in the same way as in (3.4).

Using another standard argument involving continuation maps we see that the S—chain homotopy type of
the S—complex C (Y, K) of (Y, K) does not depend on the orbifold Riemannian metric on Y, perturbation
of the Chern—Simons functional and modified holonomy maps. This uses connectedness of the spaces of
these auxiliary choices; see Lemma A.12 for the relevant result for modified holonomy maps. Technically,
the assignment (Y, K) — (5 (Y, K), d ) only determines an object in the homotopy category up to canonical
isomorphism. However, this is remedied as follows.

Let C be a category of modules closed under taking arbitrary products and submodules. A transitive
system in C is the data (C, ¢, I), where C = {C}; < is a set of objects in C and ¢ = {qﬁij Cl— Cj}i,jel
is a set of isomorphisms such that ¢l’.' = id and ¢,{ o ¢{‘ = ¢ij . A morphism of transitive systems
(C,¢,I)— (D, J) is a collection of morphisms {k{ :Cl— DJ Viel,jes such that w,lc)\f.‘ = k;d)ij for
i,j el and k,l € J. Transitive systems form a category Cryans. There is a functor Cpyans — C that sends
(C. ¢, 1) to the submodule of [ [;¢; C' consisting of {c; };e; with ¢; € C' and cj = d)l.j (¢;) foralli, jel.

Thus to a based knot (Y, K) we actually assign a transitive system of Z /4—graded S—complexes in the
homotopy category, indexed by admissible metric, perturbation and modified holonomy maps data, and
to this transitive system we may then assign a Z /4—graded S—complex in the homotopy category as
described in the previous paragraph. Similar remarks hold for the morphisms, and this is precisely how
the functor in Theorem 3.34 is defined. The situation is essentially the same as in any other construction
of Floer homology; see eg [Kronheimer and Mrowka 2007, page 453]. a

Remark 3.35 The isomorphism class of I (Y, K) does not depend on the basepoint on K. Indeed, the
identity cobordism of (Y, K) with an arbitrary path from one choice of the basepoint on K to another
choice induces an isomorphism between the Floer homology groups T (Y, K) for different choices of
basepoints. o

4 The algebra of S—complexes

The goal of this section is to further develop the algebraic aspects of S—complexes. In particular, we
associate various equivariant homology theories to an S—complex and discuss how they give rise to
Frgyshov-type invariants. We also study the behavior of S—complexes with respect to taking duals and
tensor products. Although we work over Z throughout this section, all of the constructions carry over for
any commutative ring R.

We also introduce the set @‘1"; of local equivalence classes of S—complexes over any commutative ring R,
following Stoffregen [2017]. This set has the structure of a partially ordered abelian group. When R is an
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integral domain, the Frgyshov invariant # may be viewed as a homomorphism /: @‘ISe — Z of partially

ordered abelian groups.

The constructions here are applied to the setting of singular instanton Floer theory in the next section.
However, the material in this section is entirely algebraic, and much of it fits into the framework of S'-
equivariant algebraic topology. In particular, the equivariant chain complexes we consider are particular
models of the Borel, co-Borel, and Tate homology theories; see eg the discussions in [Manolescu 2016;
Stoffregen 2017; Miller Eismeier 2019]. Although much of the material is standard in some circles, we
include it here for completeness.

4.1 An equivalent formulation of S—complexes
In this subsection, we first give another definition of S—complexes.

Definition 4.1 An S—complex is a ﬁmtely generated free abelian graded group Cx together with ho-
momorphisms d:Cy — Cy_ 1 and x: Cy — C*+1 which respectively have degree —1 and 1, and which

satisfy the following properties:
@) 50320,X0X20andxog+JoX20.
(ii) There is a subgroup Z of C, such that ker(x) is equal to image(x) & Z.

Remark 4.2 Remarks 3.26 and 3.27 about coefficient rings and gradings for S—complexes still apply
here. The algebraic results in this section will hold for Z /2 N —graded S—complexes over any commutative
ring, and S—complexes with arbitrary grading Z/N (in particular no grading) over any commutative ring
of characteristic two. However, for concreteness we will typically work with Z—-graded S—complexes
over Z. o

This definition of S—complexes essentially agrees with the definition from the previous section. Let Cy
be image() after shifting down the degree by 1 and d := —d |c,- The identities in (i) imply that d is
an endomorphism of Cy and defines a differential on Cy. The assumption (ii) implies that 5* fits into a
short exact sequence with degree-preserving maps:

4.3) 0> Coo1 BZ > Cr %5 Cy — 0.

By splitting this exact sequence, we have an identification of Cx with Csx @ Cy_y ® Z, with respect to
which yx has the form

x(e, B,7) = (0,,0).

Since the map x anticommutes with d, and d has degree —1, it is easy to see that d has the form given in
(3.22).

The notions of morphism and homotopy of S—complexes can be also reformulated using the new definition
of S—complexes. Suppose (C*, d, x) and (C rd Ly x') are S—complexes and A: Cy — C isa degree 0
homomorphism of abelian groups such that A od = d’ o A and A o x = x" o A. Once we split Cyx and C.
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as Cx ® Cy—1 ®Z and C, ® C,_, ® Z following the above strategy, the map X has the form
B A 0 0
A= 125 A Az
Ay 0 ¢

for a constant ¢ € Z. Thus A is a morphism of S—complexes if we require that ¢ = 1. If A:Cy — 5 :
is another morphlsm of S—complexes, an S—chain homotopy of Xand X is a degree 1 map I such that
doh+hod=hx— k’andx oh+hoy=0.

Remark 4.4 Suppose we have two different splittings of Cy. Then the identity map of Cy induces
a map between the two splittings which have the form in (3.29) and is a morphism in the sense of
Definition 3.28. Moreover, this morphism defines an S—chain homotopy equivalence. This shows that the
S—chain homotopy equivalences of S—complexes with respect to Definitions 3.21 and 4.1 coincide with
one another. This justifies our switching between Definitions 3.21 and 4.1. o

Remark 4.5 Let X be a finite CW complex on which S acts cellularly, and freely away from a unique
fixed point, a O—cell ¢®. The CW chain complex of S! is a differential graded algebra isomorphic to
Z[x]/ (x?*) with trivial differential. This dg- algebra acts on (C*, d ), the CW chain complex of X, making
it into a dg-module over Z[x]/(x?). Then (Cs. d, x) is an S—complex, with Z C C generated by the
fixed point e°. o

In what follows, we freely switch between the two equivalent formulations of S—complexes. If we wish
to use Definition 4.1, we also assume that a splitting of the sequence (4.3) has been chosen. This allows
us to obtain a splitting of Cy as Cy @ Cy_; @ Z and hence we can talk about the maps v: Cyx = Cy_»,
81:Cy —> 7, 68,: 7 — C_,. We denote a typical element of Cx by ¢. Typical elements of the summand Ci
of Cy are denoted by «, B and the corresponding elements in the summand Cy—_ are denoted by «, B.

4.2 Equivariant homology theories associated to S—complexes

Suppose (C, d, x) is as above. In what follows, we will write Z[x] for the ring of polynomials with
integer coefficients. Let also Z[x ™!, x] be the ring of Laurent power series in the variable x ~!. That is to
say, any element of Z[x~!, x] has finitely many terms with positive powers of x and possibly infinitely
many terms with negative powers of x. We shall regard Z[x~!, x] as a module over the ring Z[x].

We associate chain complexes (6'*, c?), (5'*, 67) to (5*, d, X), defined by
Coi=Z[x]® G, d(x'-5) = —x"-db+ x5 (0),
Co = (ZIx T NZI) ® Co d(x-0) = X' -dE ="+ y(©).
We may define a chain map j : Cy — C’*_l by

0 ifk <—1.
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We can then define the mapping cone of j, which takes the form

Ciui=Ce®Z[x" x|, d(x'-&)=—x'-d¢+x"t' ().
These complexes inherit Z—gradings as follows: we declare that x has grading —2, and use the natural
tensor product gradings. In particular, if ¢ € C;, then x/ - has grading —2j + i. With this convention,

the differentials on the three complexes defined above have degree —1. By definition, we have a triangle
of chain maps between chain complexes which induces an exact triangle at the level of homology:

G—I1 L6,
(4.6) \ /

Here i is the inclusion map and p is given by the composition of the projection map and the sign map &
associated to the graded vector space Csx, which we next define.

Definition 4.7 For a Z-graded vector space Vi, the sign homomorphism &: Vi — Vi is defined by
e(a) = (=1)*a, where a is a homogeneous element of V, with grading k. o

While i and p in (4.6) preserve gradings, j has degree —1. It is clear from the definitions that all chain
complexes here are defined over the graded ring Z[x] and all chain maps are Z[x]-module homomorphlsms
up to homotopy. We call (4.6) the large equivariant triangle associated to the S—complex (C*, d ).

There is another exact trlangle associated to an S—complex Cs. Multiplication by x defines an injective
chain map from (C*, d) to itself and the quotient complex is isomorphic to (C*, ) In particular, we
have a triangle of the following form, which induces an exact triangle at the level of homology:

Co—= G
(4.8) \ /

Here x denotes the map given by multiplication by x € Z[x], y is the composition of the projection to
the constant term and the sign map, and z is given by x. In particular, x, y and z have respective degrees
—2,0and 1.

Proposition 4.9 For any morphism A:Cy — 54 of S—complexes, there are maps
:Ci—>ClL, A:Ci—C. and *:Cy—C.
which satisfy the following properties:

@) X, A and X are chain maps over Z[x], and preserve gradings.

(i) If K is an S—chain homotopy of morphisms A Cy— (Z, then there are Z[x]-module homo-
morphisms K:Cy — CV'*, K:Cy — 6,,’(, K:Cy— Eﬁk such that

M-i=Kod+doK., N-A=Kod+doK, N—-A=Kod+doK
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(iii) IfA:Cyx — C. and }': C, — C/' are morphisms and M ok:Cy— C! is the composed morphism,
then the following identities hold:
Mo :X/OX, Mok :X’ox, MNok=2AoA.

Ifid: Cx — Cy is the identity morphism, then id, id and id are also identity maps.

Proof Given a morphism A:Cy— (Z of S—complexes and an element x’ - ¢ € Cy, we define X(x" 0=
x! X(f ) € CA',,C The maps % and A are defined similarly. It is straightforward to check that these maps
satisfy the required properties. a

4.3 Small equivariant complexes and the A—invariant

Suppose (5*, d, x) is an S—complex as above. We introduce two other chain complexes over Z[x],
denoted by (ai*, ) and (52*, 0). Essentially the same complexes are defined in [Donaldson 2002]. It
is also shown in [Daemi 2020] that homology of these chain complexes and Z[x~!, x] form an exact
triangle. In this subsection, we review these constructions and show that this information is equivalent to
the triangle (4.6) up to homotopy.

The chain complexes (@*, 9) and (é*, 9) are given by

¢y = Cu_1 @ Z]x], 3(0{, Zaixi) = (da—Zvi52(ai),0),
i=0 i=0
-1 -1

Cy = Cy @ (Z[x ™", x]/Z[x)), D(a, > a,-x") =(da, > s l(a)x’)

The Z—grading on Cy is given by the shifted grading on Cy and the grading on Z[x] where x’ has grading
—2i. The Z-grading on ¢, is defined similarly, except that we do not shift the grading on Cx. The
Z[x]-module structures on these complexes are defined by

N N N
X- (oe, Zaixi) = (va, 81(a) + Zaixi+l) for all (a, Zaixi) € @*,
i=0 i=0 i=0
—1 -1

-2
x-(oz, Z a,—xi) = (va+52(a_1), Z a,-x”'l) for all (oz, Z a,-xi) eé*.

i=—00 i=—00 i=—o00

We also define €, = Z[x~!, x] with the trivial differential and the obvious module structure, again such
that x? has grading —2i.

Next, we define chain maps
(4.10) SR N S B L N N S N
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by the formulas

i=0 i=—o00
-1
](Ol, Z a,-x’) = (-a,0),
T N .
p( 3 ax ) - (Zv"(sz(al), 3 a,x)
I=—00 i=0 I=—00

N
i(a,Zaixi) Z S1v N (a)x! —{—Za, ,

4105

We call (4.10) the small equivariant triangle associated to the S—complex (5*, d ). It is shown in [Daemi
2020, Section 2.3] that the maps i and p are Z[x]-module homomorphisms and j commutes with the
action of x up to chain homotopy. Moreover, the maps at the level of homology groups induced by 1, j

and p form an exact triangle:

H@yd) — 2 H(@,,d)

\/

We now show that the small and large equivariant chain complexes, and their associated triangles, are
chain homotopy equivalent over Z[x]. To this end, we define linear maps ®: Cy — €4, : Cx — &€, and

5:6*—>@*by
R N ) N ) N N i—1
@(Zaix’,Zﬂix’,Za,x) =(Zv (Bi), Za,x —1—22811}](5 YxiTI— 1)
i=0 i=0 i=0 i=1j=0

B¢
—
]
2

XN.
]
=
=
]
Q
=
~—
Il

(-

N N N

N N oo
E)( 2 et 3 it ) a,-xi) =) a4 Y Y s (BxT

i=—00 i=—00 i=—00 i=—00 i=—00j=0

We also define linear maps @: @* — 6*, \\I/f: E* — é* and W: €y —> Cy:

N N i—1
\fl(a,Zaixi) (ZZchSz(a X @, Za, )
i=0 i=1j=0
-1
\Tl(a, Z a,'xi) ( Z v )Xt + Z Zvjé’z(a )x!=I=1 o, Z a,x)
i=—00 i=—00 i=—00j=0
N N o]
\f’( Z a,xi) ::( Z ZijZ(ai)xi_j_l,O, Z aixi).

i=—00 i=—00j=0 i=—00
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The following lemma summarizes the properties of these maps.

Lemma 4.11 The above maps are chain maps, which commute with the action of x and the maps in the
triangles (4.6) and (4.10) up to chain homotopy. We have

~

Pol=id, PoW¥=id, PoW¥=id
Moreover, the compositions Uod, UodandWod are chain homotopic to the identity.

A v = A v —_

Proof It is straightforward to check that the maps ®, ®, ®, ¥, ¥ and W are chain maps and they satisfy
the identities

&Dox=x0<f>, \Tlox=xo\fl, Pox=x0®d, Wox=xo0WU,
a)oj:jo&,), \/I\loj:jo\\lll, &)oi:io&), l\IIJop:polII
Moreover, if we define four additional maps
N .
Kx(Ol,Zaix’) = (a,0,0),
i=0
N ' 00
Kl(a,Zaix’) = (—Zv’(a)x ! 1,0,0),
i=0 =0
-1 -1 -1
Kx( > axt, Y Bixt. Y aiX’) = (B-1.0),
i=—00 i=—00 i=—00
N . N . N ' N .
K’;( Z o;xt, Z Bix', Z a,'x’) = (—Zv’(ﬁi),O), where szK{Joe,
i=—00 i=—00 i=—00 i=0

then we have the following relations, which are straightforward to verify:

xo@—\ifox:c’z’\l/{\x—i—f(\xﬁ, xoé—éox:ﬁl\fx+[\{/x67
+

@oi—io\/ﬁ:JKi—i—Ki/O\, (fop—po&>=5Kp Kpc7
In order to verify the last part of the lemma, define the maps
N . N ' N . N i-1 . o
R( et 3o gt Yant ) = (-3 /g™ 0.0)
i=0 i=0 i=0 i=0j=0
_1 . _1 . _1 . _1 w . . .
K( > axt, Y pixt. Y aix’) = ( o vf(,Bi)x’_f_l,0,0),
i=—00 i=—00 i=—00 i=—o00j=0
— N . N . N . N Oo . . .
K( Y . Y g 3 a,-xt) = (_ DI i) o).
i=—00 i=—00 i=—00 i=—00j=0
Again, it is straightforward to verify the relations
Vod—id=dK+ Kd, Vod-id=dK+Kd, Vod—id=dK+Kd. O
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Let C’ be another S—complex and A: C — C’ be a morphism. We write ®’, &, &', ¥/, W and ¥’ for
the chain homotopy equlvalences associated to C’. These chain homotopies can be employed to define
s Cy—> ¢, sy ¢ — and my : 6*—>€ as

my = P orol, My = oo, my = ® oloW,

These homomorphisms agree with the definitions given in [Daemi 2020, Subsection 2.3]. For example,
we have the following explicit formula:

N

ol X )+
N_
( Z )(1+ZAIU Sr(Dx— 714 ZS’(v YA, (D)x ™ 1+Z ZS'(U )’;wk52(1)x —k=j 2)
i=—o0 k=0j=0

In particular, the map mj is an isomorphism of the Z[x}-module Z[x~', x]. Therefore, we have the
following consequence of this observation and Lemma 4.11.

Corollary 4.12 The Z[x]-module H(Cx, 67) is naturally isomorphic to Z[x ™', x]. Any morphism of
S—complexes A: Ci — 54 induces an isomorphism my : C« — C',. Moreover, there are b; € 7 such that
after the identifications of H(C,d) and H(C',,d") with Z[x ™", x], the map my is multiplication by

1+ Zi_zl—oo b,'xi.

Consider the Z[x]-submodule J C Z[x!, x] given by the image of i: H((A’:*, c?) — Z[x~ 1, x], or
equivalently the kernel of the map py: Z[x~!,x] - H (E*, c\l/). Corollary 4.12 implies that if two S—
complexes are related to each other by a morphism of S—complexes, then the associated Z[x]-modules J
are related by multiplication by an element of the form 1+ Zl;l_oo b;x*. This observation suggests the
following definition.

Definition 4.13 For an S—complex C as above, we define its s—invariant as
W)=~ inf {Deg(Q(x)}.
0(x)ed
where for Q(x) € Z[x~!, x], Deg(Q(x)) denotes the degree of Q(x).
The following result is an immediate consequence of Corollary 4.12.

Corollary 4.14 If there is a morphism of S—complexes from C to C’, then h(C) < h(C").

The following proposition gives an alternative definition for h(é ), and it can be easily verified from the
definitions. It is also closely related to Proposition 4 in [Frgyshov 2002].
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Proposition 4.15 The constant h(é*) is positive if and only if there is « € Cy such that d(x) = 0 and
01(x) #0. If h(Cy) =k for a positive integer k, then k is the largest integer such that there exists o € Cy
satistying

(4.16) do =0, 51vk_1(oz) #0 and §1v (@) =0 fori <k-—2.

If h(é*) = k for a nonpositive integer k, then k is the largest integer such that there are elements
ag,...,a_y € Z and a € Cy such that

—k
4.17) do = Z vi85(a;), where a_y # 0.
i=0

4.4 Dual S—complexes

Let (Vi, d) be an arbitrary Z—graded chain complex. Our convention is that the dual complex Hom( Vi, Z)
has differential f +— —e(f) od, with the Z—grading that declares f: V; — Z to be in grading —i. Recall
that the sign map ¢ is given in Definition 4.7.

Now let (5*, d, x) be an S—complex. Let 51 be the dual chain complex Hom(é*, 7)) with differential df.
The endomorphism x' of é;r is defined similarly, so that we have

d'(f):=—e(f)od and x'(f):=—e(f)ox.

These clearly satisfy property (i) of Definition 4.1. The spaces ker(x') and image(x) are given by the
subspaces of 5: which vanish on image(x) and on ker(), respectively. Thus property (ii) of Definition 4.1
is also satisfied, and (51 ,dT, xT) is an S—complex.

Let C,I be given by image( XT) after shifting gradings down by 1, and d T be the differential on C,I given
by the restriction of —d*. The space C:f can be identified with Hom(Cy, Z)[1] and the differential 4T of
f:C; — 7, which has degree —i —1, is equal to (—1)’ fod. If we split 51 as the sum CIEBC,Z_I @ Z using
a corresponding splitting of Cs, then the S—complex structure on 5: determines maps ol C,Z — C:_z,
81: C;r — Z and 8;: 7 — Cg, which are given by

o (f)i=fov, ](f)i=—f08(1), 8lm):=ms.

In what follows, for an S—complex (5, d, X) write ¢* = Hom(é*, AR ¢* = Hom(a*, Z), and ¢ =
Hom(Cy, Z) for the duals of the small equivariant chain complexes associated to Cy, and call these the
equivariant cohomology chain complexes. We write

@.sh.  @ah aa @ah
for the small equivariant homology chain complexes associated to the dual S—complex (5 tdf, XT), and
if, jT and pT for the maps in the associated small equivariant triangle. We write iV, j¥ and p" for the
duals of the maps i, j and p in the small equivariant triangle for (5 .d, x). The relationship between these
is summarized as follows.
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Lemma 4.18 We have a commutative diagram of small equivariant exact triangles, where the vertical
maps are isomorphisms of graded chain complexes over Z[x]:

+ ~ o - T _ S
QA (PR A ) P

w T

pY é* i a* iv ¢

i

Proof The vertical maps, written from left to right as F;, F, and F3, are defined by:

N
ﬁ(f, ijxj) (oz,
j=0

-1

N
Z a,-xi) =f(a)+ija_j_1,
j=0

i=—00

-1 N —1
ﬁ(f, Z bjxj)(a,Zaixi):f(a)—|— Z bja_j_l,
j=—00 i=0 j=—N-1
N N’ N
1_7( Z bjxj)( Z aixi)= Z bja_j_;.
j=—00 i=—o00 j=—N’—1

It is straightforward to check that these are isomorphisms of chain complexes, and fit into the diagram

(4.19) above, matching the two small equivariant triangles. O
Remark 4.20 An analogous statement holds for the large equivariant triangles. o
Proposition 4.21 h(&:) =—h (5*)

Proof First assume that h(é*) = k > 0. By Proposition 4.15 there is o € Cy such that do = 0 and the
smallest integer i such that §; v’ () is nonzero is equal to k — 1. This implies that there is no f: Cx — Z
and ay, ...,a,_1 € Z such that a;_; # 0 and
k—1 .
fd+Y aisv' =0,

i=0

because we can apply this linear form to . This implies that h(@j ) < —k.

Next, we consider the set {§;,681v,...,4 lvk_l}. By restriction, elements of this set define linearly
independent maps on ker(d). Our assumption implies that we obtain linearly dependent elements by
adding §; vk . Therefore, there are aq, . . ., aj such that ay = 0 and
k
> " aib10 ker(a) = 0.
i=0
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This implies that there is f: Cx — Z such that after multiplying all constants @; by a nonzero integer,
we have

k
fd+> " aisiv' =0.
i=0

Consequently, we have h(él ) > —k, which completes the proof in the case that h(Cy) is positive. The
case that 1(Cy) is negative can be verified similarly. m|

Remark 4.22 An alternative proof of Proposition 4.21 may be obtained using the perspective of
Definition 4.13 and directly applying Lemma 4.18. o

4.5 Tensor products of S—complexes

Here we show that the tensor product of two S—complexes is naturally isomorphic to an S—complex.
Let (Cx.d., x) and (CL.d’, x') be two S—complexes. We also fix splittings Cx = Cy ® Cx_; @ Z and
5; =C,®C,_®Zandletd,v,é,8, and d’',v', 8,8, be the associated maps. From this data we
define an S—complex (5,?, c7®, x®). Firstly let afb =i ® 54, and then define d® and x® by

d® =d®1+e®d and x®=x®1+e®y.

It is clear that d® and x® satisfy property (i) of Definition 4.1. To see (ii) of Definition 4.1, note that
image(x®) is generated by the elements of the form

(4.23) a®d +e(@®ad, a®d, a®l, 11d,
and the kernel of x® is generated by the above elements and 1 ® 1.

The subgroup of 5;8’ generated by the elements in (4.23), after shifting the degree down by 1, is denoted
by C2. We also write d® for the differential on C® defined as —d®| . The four types of elements in
(4.23) determine a natural decomposition of sz’ ,

CE2=(C®CHB(ICRC 1 ®CidC,.

The differential d® with respect to this decomposition is given by

dl+e®d 0 0 0

J® = —v®1+e®V d®1-e®d £®8, 5,1
- £® 3, 0 i~ 0
5 ®1 0 0 d’

As in (4.3), we have a short exact sequence of the form
0>C® @z T8 0.
We may split this sequence using the following right inverse of the map x®:
a®d +e(@) @' —a®d, a®@d —a®d, aRl—a®l, 1Qd—1Qd.

Geometry & Topology, Volume 28 (2024)



Equivariant aspects of singular instanton Floer homology 4111

This gives rise to a splitting of 5,? as C2 @ Cf’_l @® Z and the maps v®: Cx — Cy_», 8‘18: C,—7Z,
5? : Z — C_,. The endomorphism v®: c? - Cﬁz is given by
vl 0 0461
® _ 0 v®1 0 O
0 0 v 0
0 6510 v

We also have §% =10, 0,87, 6,] and 62 =[0. 0,5, 8,]T.

(4.24) v

Remark 4.25 The nonsymmetrical form of v® is due to our nonsymmetrical choice of the right inverse
for the map x®. In the case that we replace the integers with a ring in which 2 is invertible, we can modify
the above right inverse for x® by mapping o ® o’ to %(a ® o’ 4+ e(a) ® a’). Then the new map v® with
respect to the induced splitting of (’i? has the form

vR1+1®v 0 1®8, 6,®1
1 0 v®1+1®v 0 0
2 0 1®4] 2v 0 ’
0 sH1®1 0 '
which is symmetrical with respect to switching Cx and 6’4 o

Remark 4.26 Suppose (5,9, do, x°) is the trivial S—complex with 5,,? =7,d° =0and x° = 0. Our
sign convention for tensor products and duals of S—complexes implies that the natural pairing

(f.o) = fla)
on 5: and Cy defines a morphism Q: 5: ® Cyx — 63 o

In Section 4.2, to any S—complex we associated a series of equivariant theories which fit into an exact
triangle. For example, (6*, d, X) gives rise to the complex (6*, d ) over Z[x]. We denote the corresponding
objects associated to the S—complexes (CL, d’) and (C®,d®) by (@;, d") and (C®,d®). We follow
similar terminology for the other objects introduced in Section 4.2. Our goal is to study how h(C® ) is
related to 1(Cy) and h(CL).

Lemma 4.27 There are Z[x]-module isomorphisms
T:C®zpqCL—C® and T:C. 714 Ch = CL,
which are chain maps, and the diagram
Cs ®z1x1 Ci —r c®
4.28) L@, L@
Ca @yt Oy ————— T8
commutes. Moreover, we have J® 3’ C 3%,
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Note that although we have previously considered C and C’, as Z[x]-modules, they are also modules
over the larger ring Z[x ™!, x] in the obvious way, and this is used in the above statement.

Proof We define 7 and T to be the isomorphism of chain complexes which are induced by the natural
isomorphisms
ZIX]®zx) ZIx] = Z[x] and  Z[x~'. X]®pp-1  ZIx "' x] = Z[x " x].

The definition of the S—complex structure on 5,? immediately implies that T and T are chain maps. It is
also straightforward to check that diagram (4.28) commutes.

Suppose Zi]\;—oo a;x* €Jand ZIN;
implies that we have

oo a;.xi €7 are such that a y and a/N/ are nonzero. Then Lemma4.11

N

m . . . N .
( Z Zv’Sz(ai)x’_f_l,O, Z a,-x’) € image(ix),

i=—00j=0 i=—o00
and there is a corresponding element in image(iy ), replacing a; and N by a; and N'. The tensor product

of these two elements, using the isomorphism 7', gives rise to an element in the image of the map
i®: H(C®) — H(C®), which is of the form

N N’ o
s Yy al j J ’
(A 0 Z Z aix'™ )

i=—00 j=—00

where 4 € C2 @ Z[x~!, x]. By Lemma 4.11, the map ® sends this element to 3%, which has the form

YN ZJI-V:/_OO a;a;x'*7. Consequently, 7® 7' € 7%. i
Corollary 4.29 W(CE) = h(Cy) + h(CL).

Proof Lemma 4.27 implies that h(C® ) > h(é*) + h(é;). The morphism Q in Remark 4.26 induces a
morphism from 51 ® 5,? to 54 Then we have

h(CL) = h(Cl ® C8) = —h(Cy) + h(C?).

The first inequality follows from Corollary 4.14, while the second inequality follows from Proposition 4.21
and another application of Lemma 4.27. |

4.6 Local equivalence groups

We next introduce an equivalence relation on the set of S—complexes, essentially that of “(chain) local
equivalence” as defined in [Stoffregen 2017]; see also [Hendricks et al. 2018; Hendricks et al. 2021]. In
those references, the focus is on equivariant homological algebra over Pin(2) and Z /4. In this sense our
setup, which is in principle that of S!—equivariant homological algebra, is more basic. However, we
allow for more general coefficient rings, and will later consider a filtered analogue of these constructions,
providing a broader context.
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A preorder on a set S is a binary relation < which is reflexive and transitive. The quotient set S/~
obtained by identifying elements s, € S with s < ¢ and ¢ < s is a partially ordered set with the induced
binary relation, denoted by <.

To any category, we may define a preorder on objects as follows: two objects s and ¢ have s < ¢ if there
is a morphism from s to . We apply this to the category of Z-graded S—complexes over a commutative
ring R, and call the resulting set ®%, ie

@fe := {S—complexes over R}/~,3

where
(C.d,x)~(C'.d", ') < there exist morphisms of S—complexes f: Cy — C. and f': C. — Cy.

We refer to the equivalence relation ~ as local equivalence. An equivalence class in @‘ISQ will be denoted
by [(5* d, x)]. Then

[(Cx.d. )] <[(CL.d", x')] < there exists some morphism of S—complexes f: Cy — C..
Thus @‘ISe is a partially ordered set. Our above work implies the following.

Proposition 4.30 The set @‘ISe has the natural structure of an abelian group, compatible with the partial
order <, making it a partially ordered abelian group.

Proof Addition is given by the tensor product of S—complexes. Associativity follows because the natural
tensor product associativity isomorphism, written

(Cx®CHRC =C®(CLoCY,
is an isomorphism of S—complexes. Similarly, commutativity follows because the map Ca® 54 — 64 ®Cx

defined by a ® a’ — (—1)"/ o’ ® ar, where o and o’ have respective gradings i and j, is an isomorphism
of S—complexes.

Next, the addition operation is well-defined on ®%,, as it is straightforward to verify that the tensor product
of two S—chain homotopy equivalences is again an S—chain homotopy equivalence. The identity element
is represented by the trivial S—complex 5,,9 = R with d° = 0, and the inverse of an S—complex Cy is
given by its dual 51 . Indeed, the natural pairing of Remark 4.26 and the morphism R = (1? — 51 ® Cx
sending 1 to the identity show that C~'I ® Cy is equivalent to 53 a

When we want to consider Z /2N —graded S—complexes over R, we may form an analogous partially
ordered group, and we denote this by @‘ISe ZJ2N" ie

®}Sg Z)2N ‘= {Z /2N —graded S—complexes over R}/~.

When our S—complexes are graded by Z /N and R has characteristic 2, we similarly have @‘1"; Z/N If in
this latter case N = 1 (ie there are no gradings) then we write @‘ISe o
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The h-invariant of Definition 4.13 extends to the case when the coefficient ring is any commutative
ring R. In the case that R is an integral domain, / is a homomorphism:

Proposition 4.31 Let R be an integral domain. The h—invariant induces a homomorphism h @% — 7
of partially ordered abelian groups. If R is a field, then h an isomorphism. In general, the h—invariant
factors as follows, where Frac(R) is the field of fractions of R:

@‘Ige — ®graC(R),Z/2 "7 when char(R) # 2,

@‘; — ®§raC(R) o "7 when char(R) = 2.

Proof That /2 is a homomorphism follows from Corollaries 4.14 and 4.29 and Proposition 4.21, which
directly adapt when Z is replaced by any integral domain R.

Next, suppose that R is a field. Let Cx be an S—complex over R such that h(é ) = 0. Proposition 4.15
implies that there is & € Cy such that §;(1) = da. Then a morphism A a,? — 5*, from the trivial
S—complex C’f to Cy, is given in components by A = = Ay =0 and A, (1) = «. The same construction
applies to the dual, giving a morphism 5,8 — 51 whose dual is a morphism Cy — 5,8 Thus Cy is locally
equivalent to the trivial complex. This implies that / is injective. To see that / is surjective, take the
complex Cy = Cs ® Cs_1 @ R with Cy freely generated by a single element o, withd = v =3, =0
and §; () = 1. Proposition 4.15 implies that h(é*) =1, so / is surjective.

Proposition 4.15 also makes it clear that the s—invariant is the same whether we work over R or Frac(R),
and similarly the grading of C plays no essential role in its determination. O

In particular, the / invariant depends on the weakest possible type of grading we allow for S—complexes
over R, and moreover only sees the field of fractions of R. In particular, the /2 invariant defined with Z—
coefficients is the same as when it is defined with Q—coefficients, and in this case only the Z /2-gradings
of the complexes are necessary.

4.7 Nested sequences of ideals

Here we describe a refinement of the invariant h(é ) in the form of a sequence of ideals which in general
depends on more than the field of fractions of R.

We begin with the concrete example in which R = Z. In this case, we have another natural invariant
associated to the local equivalence class of an S—complex. Let (5*, d, x) be an S—complex over Z, and
let 3 C Z[x~!, x] be the associated Z[x]-module im(i4). Set

g(é) := ged{m | m is the leading factor of Q(x) € J with Deg(Q(x)) = —h(é)} € Zy.
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An application of Corollary 4.12 shows that if there is a morphism from C to C’, then g(é ) is divisible
by g(é/). From Section 4.5 we gather that g(é ® 5/) divides g(é)g(é’). There is also an analogue of
Proposition 4.15 for g(é ):

o) = { ged{8; v (o) | « satisfies (4.16)} if h(C) > 0,

ged{a_g | ag, ..., a_j and « satisfy (4.17)}  if h(é) <0.

We have an induced map g: ®‘% — Z.~¢ of partially ordered sets, where Z-.¢ is given the partial order of
divisibility. More generally, for any commutative ring R, we obtain a similar map from @‘;; to the set of
ideals of R.

We expand on the above construction in the case that R is a general integral domain. Let (CNZ,< d, x) be
an S—complex over R, and again let 3 C R[x~!, x] be the associated R[x]-submodule im(ix). Then we
make the following:

Definition 4.32 For an S—complex C as above, we define its associated ideal sequence

(4.33) - CJiy1 €JiCJi1 S--CR,

where we also write J; = J,-(é), as follows:

(4.34) Ji (5) :={ag € R | there exists some element agx ' +a_;x ! +... €I} o
The ideals J; defined by (4.34) are nested as in (4.33) by virtue of the fact that J is an R[x]-submodule.
The maximum 7/ € Z such that J; # 0 is by definition the invariant / := h(C), and so we may write
4.35) JphSJp 1S Jp 2, <---CR.

Note that J, (6 ) = g(é ). Corollary 4.12 implies that the nested sequence of ideals (4.35) is an invariant
of the local equivalence class of the S—complex (5 d, x). More generally, for a morphism C — C’, with
associated ideals J; and J/, respectively, we have J; C J;. Lemma 4.27 implies that these ideals behave
with respect to tensor products as

Ji(€)-J;(C) CJij(CR ).
With respect to taking duals of S—complexes, we have
Ji(€H =0 = J_i1(C) #0.

which follows from the characterization of the s—invariant in terms of J; mentioned above.

5 Equivariant invariants from singular instanton theory

In this section we apply the machinery of the previous section to the framed instanton S—complex defined
in Section 3, associated to a based knot in an integer homology 3—sphere (Y, K). The output is a triangle
of equivariant Floer homology groups, I, (7, K), I «(Y, K) and I,(Y, K), the Frgyshov-type invariant
hz(Y, K), and a nested sequence of ideals.
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5.1 Equivariant Floer homology groups

For an oriented based knot K in an integer homology sphere Y, we constructed a Z /4-graded S—complex
(5*(Y, K), d ) whose S—chain homotopy type is a natural invariant of the pair (Y, K). Associated to this
S—complex, we have equivariant chain complexes (6* (7, K), c?), (é*(Y, K), 67) and (C«(Y, K), 67) as
defined in Section 4.2. We write

(5.1) I.(Y,K), L.(Y,K) and I«(Y,K)

for the homology groups of these chain complexes and call them the equivariant singular instanton
homology groups of (Y, K). These homology groups are Z[x]-modules. Our notation is motivated by the
notation in the monopole Floer homology of [Kronheimer and Mrowka 2007], and the three groups (5.1)
are respectively called “I-from”, “I-to” and “I-bar”.

We may alternatively use the small model for equivariant Floer homology groups in Section 4.3 to define
equivariant singular instanton homology groups. In particular,

I.(Y,K)=Z[x" ! x].

Invariance of the S—chain homotopy type of (5* (Y, K), d ) implies that these Z[x]-modules are invariants
of (Y, K). Moreover, we have exact triangles

L(Y.K) & LY. K)
(5.2) \ /
Dx Ty
T.(Y.K)
LY, K) - LY, K)
& S A
I.(Y, K)

induced by (4.6) and (4.8). The equivariant singular instanton homology groups are Z /4—graded over
the graded ring Z[x], where x has grading —2. With respect to these gradings, the maps p. and i have
degree zero, while j. has degree —1. Moreover, the maps x«, ¥« and zx have respective degrees —2, 0
and 1.

We may similarly define the equivariant singular instanton cohomology groups I*(Y, K), T *(Y, K) and
I*(Y, K). These satisfy similar properties. In the triangles (5.2) and (5.3), the arrows are reversed and
the maps are replaced by i *, j*, p*, x*, y* and z*.

Equivariant singular instanton homology groups are functorial with respect to negative definite pairs. A
negative definite pair (W, S): (Y, K) — (Y’, K’) induces a morphism A, s): Cx(Y,K) — Cx(Y', K').
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The discussion of Section 4.2 shows that this morphism induces morphisms of Z[x]-modules
LW.S): L.(Y. K) » I.(Y". K').
LW, S): I.(Y,K) - I.(Y', K),
I«(W,S): I+(Y,K)— I.(Y', K.

Theorem 5.4 The equivariant singular instanton homology groups define functors

L:M —Modyf!. T.:H—Modyf and I.:H-Modyl!

from the category H of based knots in homology 3—spheres to the category of Z /4—graded modules over
the graded ring Z[x]. The maps ix, jx and p, determine natural transformations. Similarly, we have
cohomology functors

z/4
Z[x]

Z/4
Z[x]

z/4

and I*:H— ModZ[X]

I*: 1 — Mod T*: 1 — Mod

satisfying the same properties.

Remark 5.5 In this article, we have restricted our attention to negative definite pairs, in the sense of
Definition 2.33. However, we hope that the functoriality of the equivariant singular instanton homology
groups can be extended to other cobordisms. o

Remark 5.6 Technically, our constructions assign to a pair (Y, K) a transitive system of equivariant
singular instanton homology modules, indexed by the choices of auxiliary data, and to a cobordism
(W, S) a morphism of such transitive systems. We may then assign to each transitive system a module,
as discussed after Theorem 3.34. o

Let (Y, K) be a based knot in an integer homology 3—sphere and let (—Y, —K) be its orientation reversal.
From (2.20) and the discussion in Section 4.4 we conclude that the Z /4—graded S—complex associated to
(=Y, —K) is naturally identified with the dual of the Z /4—graded S—complex of (Y, K). This implies the

following:

Proposition 5.7 Let r: H — H denote the functor which reverses orientations, ie r (Y, K) = (=Y, —K),
andr(W,S) = (—W,—S). Then we have the following equalities:

[*or=1, TIT*or=1I, I*or=I,,

Teor=1*% T.or=1I* Tsor=I*
Remark 5.8 We are working over the coefficient ring Z, and yet we do not need homology orientations,
as is necessary, for example, in [Kronheimer and Mrowka 2007]. This is because we have restricted our
attention to knots in homology 3—spheres and cobordisms which are negative definite pairs, which have

canonical homology orientations. o

Remark 5.9 All of the above works if Z is replaced by any commutative ring R. o
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5.2 Local equivalence and the concordance invariant /

Recall the category H, whose objects are based knots in integer homology 3—spheres, and whose morphisms
are negative definite pairs. Consider the set ®3Z’1 obtained from H by the general procedure described in
Section 4.6. We obtain the following description:

®3Z’1 :={(Y, K) | Y an integer homology 3—sphere, K C Y a knot}/~,

where
(Y,K)~ (Y',K') < there exist negative definite pairs (Y, K) — (Y’, K'), (Y',K') — (Y, K).

The partially ordered set ®3Z’1 has a group operation: the identity is represented by the unknot in the
3—sphere, the group operation is connected sum of knots, and inverses are obtained by reversing orientation.
This abelian group is also a partially ordered group, with [(Y, K)] <[(Y’, K’)] if and only if there is a
negative definite pair from (Y, K) to (Y’, K’). Furthermore, there is a natural homomorphism to ®3Z’1
from the homology concordance group defined in the introduction. We will prove the following:

Theorem 5.10 Let R be a commutative ring. The assignment (Y, K) — (6’*(Y, K; R), d, x) induces a

homomorphism & : @32’1 — @‘1"; Z/4 of partially ordered abelian groups.

That the assignment induces a well-defined map ®3Z’1 — (H)‘IS? Z/4 of partially ordered sets follows from
the discussion in Section 3.4. That the map is a homomorphism will follow from our connected sum
theorem, to be proved in Section 6.

Definition 5.11 For a based knot in an integer homology 3—sphere (Y, K), we define 2(Y, K) =hz(Y, K)
to be the Frgyshov invariant of the S—complex (5 (7, K), d ). That is, / is the invariant of the equivalence

class [(Y, K)] € 6%1 obtained from the composition
.31 B S h
h.@Z ﬁ@z’z/“__)z.

When Y is the 3—sphere, we simply write #(K). More generally, we write 1 g(Y, K) for the Frgyshov
invariant obtained using a coefficient ring R which is an integral domain. o

Remark 5.12 In Section 7, we will generalize this invariant to the collection of invariants / (Y, K) for
#—algebras over Z = Z[U*!, T*1] using local coefficient systems. These more general versions are
the ones discussed in the introduction. o
Let Cz be the homology concordance group. There is a natural homomorphism

cz — 03"

In this way, any integer-valued function defined on @“I"; Z/4 gives rise to a homology concordance invariant
for knots. We use the same notation /1 g: Cz — Z for the homomorphism induced by /g in this way.
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Theorem 5.13 Let R be an integral domain. Then h g induces a homology concordance invariant which
is a homomorphism of partially ordered groups

h R: CZ — 7.
If (W, S): (Y, K) — (Y, K') is a negative definite pair, then hg(Y, K) < hg(Y’', K').

We may refine the invariants /i g using Definition 4.32 to obtain a sequence of ideals
JRY.K)ycJR (V. K)c-- SR,

where h = hg(Y, K), the construction of which again factors through 8%1. The properties of these ideals
carry over from the discussion in Section 4.7. We will also generalize this construction in Section 7.

6 The connected sum theorem

Let (Y, K) and (Y’, K’) be pairs of integer homology 3—spheres with embedded oriented based knots.
Then the connected sum (Y #Y’, K # K'), performed at the distinguished basepoints of K and K’, is also
an oriented based knot. The main result of this section is:

Theorem 6.1 (connected sum theorem for knots) In the situation described above, there is a chain
homotopy equivalence of Z /4—graded S—complexes:

(6.2) CY#Y . K#K)~C(Y,K)C(Y', K).

The statement holds over any coefficient ring. This equivalence is natural, up to S—chain homotopy, with

respect to split cobordisms.

Each framed instanton chain complex that appears in the statement has some fixed choices of metric and
perturbation, which are as usual suppressed from the notation. The connected sum theorem, together with
Lemma 4.27, implies the following result for 7.

Corollary 6.3 Let (Y, K) and (Y', K’) be based knots in integer homology 3—spheres. There is a chain
homotopy equivalence of Z /4—graded complexes over Z[x],

Ce(Y, K) @z Co (Y K') =~ Co (Y #Y' K # K'),
natural up to homotopy with respect to split cobordisms. In particular, if R is a field, then there is a
Kiinneth formula relating I, (Y, K; R), I, (Y’ K'; R) and I, (Y #Y', K# K'; R).
A similar statement holds for the I, theory, and the two are intertwined by the map ix. We remark also
that Theorem 6.1 completes the proof of Theorem 5.10.

In this section we prove the equivalence (6.2) and its naturality (explained in Section 6.3.4) over Z, as the
case for arbitrary coefficients follows from this.
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Theorem 6.1 is a singular instanton homology analogue of Fukaya’s connected sum theorem [1996] for the
instanton Floer homology of integer homology 3—spheres. In fact, our result goes further than Fukaya’s
theorem, which does not determine the full S—complex for the connected sum. Our proof is an adaptation
of the one described by Donaldson [2002, Section 7.4] in the nonsingular setting. Apart from our having
repackaged the algebra, the main difference between our proof of Theorem 6.1 and Donaldson’s proof in
the nonsingular case occurs in the proof of Proposition 6.17, where a singular analogue of [Donaldson
2002, Theorem 7.16] is used; see Remark 6.25 for more details.

6.1 Topology of the connected sum theorem

There is a standard cobordism of pairs (Y, K) U (Y’,K') — (Y #Y’, K # K’), which we denote by
(W, S). The cobordism W:Y LY’ — Y #Y’ is obtained by attaching a 4-dimensional 1-handle H to
[0, 1]x (Y LY”) along 3-ball neighborhoods of the basepoints p x {1} and p’ x {1}. The surface cobordism
S: KUK’ — K# K’ is similarly obtained by attaching a 2—dimensional 1-handle, embedded inside H.
Note that if K and K’ are unknots, then S is a pair of pants. For this reason we depict (W, S) by a directed
pair of pants, ie = |. We have a similar cobordism of pairs (W', S"): (Y #Y', K#K') — (Y, K)U(Y', K'),
which is obtained from (W, S) by swapping the roles of incoming and outgoing ends, and reversing
orientation. This is depicted by | =. Both surfaces S and S’ admit framings which are compatible with
the Seifert framings of the knots K, K’ and K# K’.

Fix three oriented, piecewise differentiable paths y, ¥’ and y* on the surface S C W in the following
way. The path y (resp. ) begins at the basepoint p of Y (resp. p’ of Y”) and ends at the basepoint p*
of Y#Y'. The path y* begins at p and ends at p’. These three paths together form a graph in the shape of
the letter Y as it is shown in Figure 4. The holonomy of any connection along y is equal to the product
of its holonomies along the paths ¥’ and y*. Similarly, we denote by o, o’ and o* the paths on the
surface S’ which are the mirrors of the paths y, y’ and y*, as depicted in Figure 4.

The composite cobordism (W, S) o (W', S’) has an embedded loop on S o S’, depicted in Figure 5,
formed by joining together y* and o*. A regular neighborhood N of this loop is diffeomorphic to the pair
(S'x D3, 8! x D), the boundary of which is the pair (S x S?, S! x 2 pts). Excising N and gluing

yuy uyt

) [7
i) [

5,
E

ocUo’ Uo*
Figure 4
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(W, S)o (W', S [0,1]x (Y #Y", K#K')

Figure 5

(W', 8o (W,S) [0,1]x (Y, K)U(Y',K"))

y )
y )

Figure 6

back in a copy of (D? x S%, D? x 2 pts) produces a cobordism isomorphic to [0, 1]x (Y #Y’, K # K'),
the identity cobordism.

Now we consider the other composite, (W', S”) o (W, S). Within this cobordism there is an embedded
pair (S3, S1); in Figure 6, this S! is the horizontal circle. Cutting along this 3—sphere and circle, and
gluing in two pairs of the form (B*, D?), yields a cobordism isomorphic to the identity cobordism
[0,1]x (Y, K)u (Y, K")).

6.2 Moduli spaces on the cobordisms (W, S) and (W', S’)

Throughout this section, we write «, o’ and * for gauge equivalence classes of critical points for the
perturbed Chern—Simons functionals on (Y, K), (Y’, K’) and (Y #Y’, K # K’). Similarly, we write 6,
6’ and 6* for the corresponding reducible classes. We use the abbreviated notation M (a, o’; a*) 4 for
the instanton moduli space M (W, S;a, o, a*),. Similarly, M (a*;a,a’); denotes the moduli space
MW’ S o a,a),.

We can use the paths y and y’ defined above to define maps as in Section 3.3.3,
H”: (W, S;a,d ,0®) —> S! and HY BW,S;a,d o) > S

Note that in contrast to our convention from Section 3.3, for the sake of brevity, we omit the critical
limits from the notation of these holonomy maps. To define HY (resp. H ") we need (resp. ') to be
irreducible, and both maps require o irreducible. By picking generic points /2, /' € S, we define the
following cut-down moduli spaces:

(6.4) My (@,o;a%) g = {[A] € M(a,a’;a*) g1 | HY ([A]) = h},
(6.5) My (a,a;a") = {[A] € M(a,a;a")gqy | HY ([A]) = I},
(6.6) Myy(a, o’ ;at)y = {[A] € M(a,a;a*) g 1o | HY ([A]) = h, H” ((A]) = I}
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The moduli spaces (6.4), (6.5) and (6.6) are defined only in the case that o* is irreducible. Moreover, we
need irreducibility of « (resp. «’) to define the moduli spaces in (6.4) (resp. (6.5)) and (6.6). There is
another obvious way in which we can define a cut-down moduli space in the case that « and &’ are both
irreducible:

(6.7) Mys(a.os0*)g o= {[A] € M (. 0®) gy | HY' (A) = I -h™'}

We will mainly be concerned with the moduli spaces in (6.4), (6.5), (6.6) and (6.7) in the case that d = 0
or d = 1. By choosing /& and /I’ generically, we may assume that all such moduli spaces are smooth
manifolds.

Remark 6.8 We follow similar orientation conventions as before to orient the moduli spaces. For
example, to orient the moduli space M («, ’; ), we use the canonical homology orientation oy for
the pair (W, §), which is an element of A[W, S 64, 6/, ; 6#], defined as in Section 2.9. Given elements
0q € Alt], 0o’ € Ala’] and 04+ € Alar?], we can fix O, o0t € AN[W, S: 04,0/ ; 6#], and hence an orientation
of M(a,a’;a*), by demanding

D0y ® 00’ ® o) = P(0g,07:0% ® 0gt)- o
6.3 Proof of the connected sum theorem

Let us write (5*, d, Xx)» (54, d', x) and (E'f .d*, x*) for the framed instanton S—complexes for the based
knots (Y, K), (Y', K’) and (Y #Y', K # K'), respectively. Write (C2, d®, x®) for the tensor product S—

complex defined using (5*, d, x) and (5,‘2, d’, x') as in Section 4.5, so that its underlying chain complex
is simply (Cy,d) ® (CL.d").
The moduli spaces discussed in Section 6.2 will be used to define morphisms

A5 (C2.d® x®) — (CL.d* x*) and Ay sy: (CE d*, x*) — (CE.d®, 1®).
In Section 6.3.1, we define X(W, s) and show that it is a morphism of S—complexes. The definition of
A sy is similar and is given in Section 6.3.2. Finally, in Section 6.3.3, we show that these maps are
S—chain homotopy equivalences.

6.3.1 Definition of the map X(W, s) Using the S—complex decomposition of 55’ from Section 4.5 and
the notation of Definition 3.28, giving a morphism

Aw.s): (C8.d®, x®) — (CF d*, x*

amounts to defining four maps, A: C2 — C¥, u: C® — C*_ |,

Aq: CO® — Z and Ay: Z — C* . Upon
further decomposing C2, these may be written as maps

L(CRCNDICRCs1®Ci®CL — CF,
p:(CRCN®(ICRC ) ®C®CL— CI_,
A (CRC)B(ICRC)_1@CodCl—Z, Ay:Z—CH,.
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The maps A, u and A can be further decomposed using the decomposition of their domains into four
components; we write
A=[A1, A2, A3, A4, pw=[pr, 2, 3, pug],  Ap=[A11, Ar2, A1, A gl
We proceed to define these maps. Suppose «, o’ and o are all irreducible. Then define
(M@, o) =#Mys(a.o'sa%)o, Ari(@®a’) =#M,(a, s 0%,
Qa@®ad’),a®) =#M(a,a';a%)y,  Ajx(@®a’) =#M(a,o';6%),
(As(a), o) =#M(a, 0";a%),, Ay s() =#M(a,6'; 0%,
(Ag(@), ™y =#M OB, o'; "), Ay 4(@) =#M(0,d;6%).
We also define (A, (1), a®) = #M (0, 6’; a%),. Finally, we define 1 as
(1@ ®a'),af) = #Myy (o100, (pa(e ®a'),af) = #My (oo’ ab)o,
(3 (@), @) = #M, (. 0";a%),, (1a(@), o) = #M,(0,0";a%)0.

Using the pictorial calculus introduced in Section 3, we may write these maps as
el el )l sl el el el
m=E) «=[E3 &1 53 B

Remark 6.9 There is a unique reducible ASD connection A¢ on (W, .S) up to gauge equivalence, which

is unobstructed and has index —1, as can be verified using arguments similar to those in Section 2.7.
From this one can deduce that A has degree 0 (mod 4), as is already implicit in the above notation. ¢

Remark 6.10 We have indicated the convention, as in the case of i1, that a picture involving more than
one path represents a map defined by cutting down moduli spaces by holonomy constraints HY ([4]) = h,
for each path y, where s, € S ! In the generic case, as is always assumed, the parameters h,, are distinct
from one another. Thus we have the relation

because this map counts instantons whose holonomy along one path is equal to two distinct quantities. We
note here, in passing, that whenever two paths overlap, our convention is to draw them slightly separated
from one another. o

Remark 6.11 Because y* is homotopic to y concatenated with the reverse of )/, we have the relation
HY -(HY")~! = H”". From this we obtain the relation

Sl

This follows from Remark 3.18 and the elementary fact that for two maps f and f’ from a closed oriented
1-manifold M to S!, we have deg(f - f”) = deg(f) + deg( f7). o
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Proposition 6.12 The maps A, jt, A1 and A, define a morphism of S—complexes. That is to say, they
satisfy the identities

d¥*or=L1od®, §tod=A10d®+5%,
Ao =8—d'on, d'op+pod®=1v"or—1ov®+850A;—N,05%.

Proof The relations listed will follow by analyzing the ends of certain 1-dimensional moduli spaces
using the gluing theory which is outlined in Section 2.7.

First, the relation d* o A = A o d® splits into the equations
A =2(d®1) + A1 (e®d) —A(ev @ 1) + Aa(e ® V) + A3(e ®8}) + A4(8; ® 1),
Ay =dh(d ®1) —ha(e®4d'),
d¥h; = (e® 85) + Asd,
d¥hg = —A2(8, ® 1) 4+ Aad’.

These relations follow by counting the boundary points of the 1-dimensional manifolds M;; (o, ;o)
M™T (o, o' ;a%), MF(a,0";0%); and MT(0,a’; ), respectively. The boundary points in the four
cases correspond to certain factorizations of instantons which are depicted by the four rows in Figure 7.
The details of this analysis are completely analogous to the proofs of Propositions 3.10 and 3.20.

Similarly, the relation 8’1qt ol=A;0d®+ 8;8’ splits into four equations, which correspond to the four rows
in Figure 8, obtained by counting boundary points of the moduli spaces M;; (o, 0; 0%y, M T (o, a’; 6%)1,
M™T(0,a';0%) and MT(0,a’; 6%);.

Sl &) ) & )& )& e
ol )
=
el & &
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el 25w 25
2] &7 2l e el

Figure 9

The relation A o 8? = 8§ —d*o A, is equivalent to
A3 0824-}\405/2 =8§—d#OA2,

the terms corresponding to the boundary points of moduli spaces M * (0, 8'; a®);:
e) w2l el
o .® L)

Finally, consider the fourth relation
(6.13) d*op+pod®=vok—210v®+850A—A,05%.

This splits into four equations. The first equation follows by counting the boundary points of 1-dimensional
moduli spaces M;y,(oc, o’; o) ; see Figure 9. Note that gluing theory gives an additional contribution to

Figure 9 of the form
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SIEEEEERR R

Figure 10

However, this term vanishes by Remark 6.10. The term in Figure 9 depicted as

3

comes from broken trajectories in M;g,,(oz, o’; o) which break along a reducible on Y #Y’. Although
the two curves y, y’ travel through [1, 00) x Y #Y”, it is clear that

+ ro + 1o H#
M) (a0 a")y = My#y,(oz,oe ;).
Thus from the viewpoint of the latter moduli space, we only need understand how such trajectories interact

with the holonomy map of y’, from which the contribution (6.14) follows just as in Proposition 3.16. In
verifying the relation at hand from Figure 9, we use Remark 6.11 several times, for example

cl-ell-ell = 2J-25-2J

The second equation stemming from (6.13) is obtained from the boundary points of the moduli space

M;‘ (o, o’; )1, which are represented in Figure 10. The third equation follows from considering the
boundary of M. ;r (a, 0";a*)1; the fourth and final equation is similar, and uses M. ;C (0,a’;o*) and the
relation of Remark 6.11. O
6.3.2 Definition of the map Py ow’,sn We have a similar decomposition for the map X(W/, S)»
V:CH 5 (CRCH:®(CRC s 1 ®Ci®CL,
W:CH—>(C®CN 1 ®(CRCez ®Com ®Cy_,.
A:Cl—=7Z, N:Z—-(CRC)1d([CRCNLdC1®C.,.

The maps A’, " and A/, can be further decomposed using the decomposition of their codomains into four
components, as seen above; we write

M= A5 AT, = [ s s T A =AY 40 AG 5, AY 5, AL T
We proceed to define these maps. Suppose «, &’ and * are all irreducible. Then define

(M) (@), a®a') =#M " a, o), <A/2,1 (1), a®a’) =#M (6% a,a').

(M@, e @a) = # My (a*; o, o), (A, (D), a®a’) = #M (0%, '),
(A5, o) =#M(@*;a, 00, (AL 5(D), @) = #M (0%, 0o,
(M@, o)y = #M(a*;0,a"), (A} 4(1).0") = #M(6%:6,a)o.
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We also define A (o) = #M (a*; 6, 6"),. Finally, we define 1/ as
(w1 @), a @) =#Ms(@* a.a)o. (uy(@").0 ®a') =#Mye(a*: . a)o.
(/’L/3 (Ol#), a) = #Mc(a#; o, 0/)0v (/'L:L(a#)v Ol,) = #MU'(a#; 0’ O/)0'

The proof of the following proposition is similar to the proof of Proposition 6.12. All the relations are
obtained from Section 6.3.1 by reversing the pictures from right to left.

Proposition 6.15 The maps A', i/, A", and A’, define a morphism of S—complexes. That is to say, they
satisty the identities

d®o) =1 od" 880 = Ajod* + 5,

Nodh=82—-d®oA,, d®op/ +pod*=v®ol =V ov*+8680A| — A} o8t
6.3.3 Chain homotopies of compositions We first identify the composition X(W’ 5)©0 X(W/’ s7)» which is
a morphism of S—complexes, as a morphism associated to (W°, §°):= (WoW’, SoS’). Let p* := y*oo*
be the closed loop embedded in the surface S°, and similarly set p =y o0, p’ =y’ o0’. Let

)L(WO’SO”D#): éf — éf

be the S—morphism defined by components A°, u°, A{ and A%, where

(A", B%) = #Mup (W, S%a", B, (@), B*) = # My, (W°, S 0", ),

(A (@), 1) =#Mu(W°, S, 0%, (AS(1), B*) = #M (W, 5°; 0%, B*),.

In all of these moduli spaces, we use a slightly larger gauge group than usual; this is indicated by the
primed superscripts. To say more, viewing our moduli spaces as consisting of SO(3) (orbifold) adjoint
connections, we mod out by not only determinant-1 gauge transformations, but all SO(3) (orbifold) gauge
transformations. In the case at hand, the determinant-1 gauge group is of index 2 in this larger group, as

H'(W?®;7/2) = 7/2. The residual Z /2 action is free and orientation preserving on the determinant-1
moduli spaces [Kronheimer and Mrowka 2011a, Section 5.1], so for example we have

#M (WO, 8% 0%, By = 2#M(W°, S°; o, p¥);.
This modification of gauge groups is to avoid factors of 2 in our chain relations below.
Otherwise, our notation is just as before; for example, we have
o o o [e] i
My (W°, 8% 0", By = {[A] e M(W®, S°:a", %)y | HP ([A]) = 5. HP([A]) =t}

for generic fixed 5,7 € S, and H " and HP are modified holonomy maps. In pictures:
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That the map I(Wo’ so,pt) Just defined is a morphism of S—complexes follows, for the most part, from the
usual arguments. The one essential difference is that (W °, S°) is not a negative definite pair in the sense
of Definition 2.33, because H; (W °\ S°;Z) is free abelian of rank 2. In considering its reducible traceless
representations in 2°(W°, $°), one of these generators, upon conjugating, must go to i € SU(2), and the
other is then of the form e’ € SU(2). Thus there is not one reducible, but a circle’s worth. Nonetheless,
all the moduli spaces used in the definition are cut down by holonomy around the loop p*, and this has
the effect of picking out a single reducible which is unobstructed. Similar matters are discussed in the
proof of Proposition 6.17 below.

Proposition 6.16 There is an S—chain homotopy equivalence between the S—morphism X(W’ S) oX(W/’ 57
and the map A(wow’ So5’,p*)-

Proof Choose a path of metrics G on (W?°, §°), starting at go and ending at a broken metric geoo, the
latter of which is broken along the gluing region of the composition (W, S) o (W', S"). Define K°, L°,
M? and M3 as

(Ko@), p%) = #l 141 e | MEwe, 57107, B, HP“([A]):s},

geG

(2o 81 = #{idl e ) drEove.s7iat g0, | 17 aD = s, 17 =,

geG

(M7, 1) =#1[A]e | ] MEW®, 5% o, 0%, H"#([A])zs},
geG

(M5 (1), B%) =#{[A]e | MEwe, s°:6%, 8%y, | B2 (4] =s}.

geG

These maps define a chain homotopy as in Definition 3.30 between X(Wo’ sy defined above and the map
X‘(’a,o’ 5°) defined similarly to X(Wo’ s°) but using the broken metric g in place of go. That is, if we

write the components of XE’;,O’SO) as A%, u®, A7° and AS°, then
d*K+ Kd* =1°—1°, VvV'K—d"L+8M, + Ld*— Kv* + M8 = p>® —p°,
STK + Myd* = A° — AS, —d* M, — K85 = AS° — AS.

These relations are proved in the usual way; for the first, consider the 1-dimensional moduli space
U 2€G M (W°,S° o, ,B#)(). Counting the ends of this moduli space that contain sequences of pairs
([Ai], g1) Where the metrics g; converge to the interior of G yield the left-hand side of the equation
d*K + Kd* = A — )°, and ends containing sequences with g; — g¢ (resp. goo) contribute to A°
(resp. A°°) on the right side. Finally, we claim that

)‘?1?1/0,30) == )\.(W’S) o )‘(W’,S’)'
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Figure 11

This amounts to straightforward verifications of the following identities:
A% = AT 4 AaAl 4 AsAf 4+ Aad,
P = A 4 oy + Al 4 ekl + A Ao+ Aspl 4 Aapy + Ax Al
AP = Ap A + A oA, + Ay A+ Aggh,
AT =M AL |+ A Ay 5+ A3 AL 5+ A .

The right-hand sides are represented by the rows of Figure 11. (If we had not modified our gauge groups,
factors of 2 would appear on the right-hand sides, from a discrete gluing parameter, multiplying by —1
on one of Y or Y/, as in [Braam and Donaldson 1995, Section 3.2].) We also remark that in verifying the
relation for £ we use the following identity, and its symmetries:

-2 :

Proposition 6.17 The morphism X(Wo’ s°,pt) 18 S—chain homotopic to id.

Proof Recall from Figure 5 that embedded in the composite (W°, S°) = (W o W', S 0 S’) is a copy of
(S'x D3, S! x D), surgery on which yields a product cobordism. Write (W€, S€) for the closure of
the complement of (S! x D3, S x D), so that

(W°,8°) = (W€, S)YU(S!x D3, St x DY,

where the two pieces are glued along (S! x 2, S! x {2 pts}). The basic idea of the proof is to relate the
morphism associated to (W°, S°) to a morphism associated to the pair in which (S! x D3, S x D) is
replaced by (D? x S?, D? x 2 pts).
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Stretching the metric along a collar neighborhood of the gluing region provides a 1—parameter family of
metrics, starting from our initial choice of metric, and limiting to a metric broken along S! x S2. Along
this 1—parameter family of metrics, we homotop the loops p, o’ and p* and vary the constant s € S'!
continuously such that when the metric is broken along S! x S2, the loop p* is contained in S! x D!,
away from the region of stretching, but that p and o’ are in the interior of W€ and s = 1. We also arrange
that the perturbation data both near the gluing region and on the component (S! x D3, S! x D) are zero.
(These assumptions will be justified in the course of the proof.) Write AT for the map defined just as
X(Wo’ so,p#) Was defined, but using the limiting broken metric; \ivrite its components as At ut, AT, A;’.
The family of metrics determines an S—chain homotopy from Ao go ,#) to AT in the usual way.

We now describe At. First, the critical set € of the unperturbed Chern—Simons functional on the pair
(S'xS2,S!x2 pts) may be identified via holonomy with the traceless character variety, similarly to (2.2).
This latter set is identified with S as follows. Let 14 be a meridian generator for the fundamental group
of S2\ 2 pts, and v a generator corresponding to the S factor. The condition tr p(x) = 0 implies there
is some g, € SU(2) such that gp,o(,u)g;1 =1i. As ¢ and v commute, we have gp,o(v)g;1 =eif e S,
Sending p to g,p(v) g;l gives the bijection. In summary, we have an induced bijection ¢ — S'!.

Note that the stabilizer of each point in € is isomorphic to U(1). We next claim that € is Morse—Bott
nondegenerate. As € has been identified with the smooth 1-manifold S, this amounts to showing, for each
class in €, that H! of the associated deformation complex has dimension 1. This in turn is equivalent to

(6.18) dim H'(Z: n* BT =1,

where 77: £ — S x §2 is the double branched cover, B is the orbifold adjoint connection associated
to [B] € €, and T* is the action induced by a lift T of the covering involution 7 on X to the adjoint bundle.
Each class is reducible, and so 7* B4 is the sum of some U (1)—connection B’ and a trivial connection.
Thus H'!(Z; 7* B) is given by

(6.19) H'(S'"xS% BY® H'(S! x S%:R).

The action of 7* is by —1 on the left factor of (6.19) and the identity on the right factor. This implies
the relation (6.18).

Next, let M (ST x D3, 8! x D) denote the set of reducible instantons on the pair (S x D3, ST x D),
with cylindrical end attached. Then we have the map

(6.20) M S'xD? S'xDHyd ¢

which associates to an instanton its flat limit. This is a bijection, since every flat connection on
(ST x 82, 8! x2 pts) extends uniquely over (S x D3, ST x D).

Note that each flat instanton in M (S! x D3, S x D)™ is unobstructed, because the branched cover

S1x D3 is negative definite. Furthermore, each such instanton has dim H! = 0 in the deformation complex,
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as follows from a similar computation to that of (6.18). In particular, the index of the ASD operator for
any [A] € M(S'x D3, S x D) is equal to —1. Moreover, any instanton on (S! x D?, S! x D) with
index —1 is necessarily in M(S! x D?, S x D)™, because all such instantons must have the same
energy, and must therefore all be flat.

Write M (W€, S¢; o, ﬂ#)d for the union of M (W€, S¢; a¥, y, ,B#)d_l over all y € €, and similarly for
M(S'x D3, S x Dl)i;. Then each of these is a smooth manifold whose dimension is recorded in the
subscript. From the above discussion,

(6.21) M(SIXDZ’,SIXDI)?:Q when d <0 ord %0 mod4.

We now employ gluing theory in the Morse—Bott case; see eg [Donaldson 2002, Section 4.5.2]. Write
My(STx Di, S x DI for the subspace of [4] € M(S' x D*, S' x D) satisfying a holonomy
condition H? ([A]) = 1. Consider the diagram

MWe, S a* B, My (St x D3 St x D

(622 \ /
¢

where each of r and r’ record the limit y € € along the cylindrical ends. Note that all instantons in
M(W¢, 8¢ a* B*), are irreducible. Similarly, we have a diagram

MWe, S¢a* %), My(STx D3, St x Dlyred

(6.23) \ /
¢

where 1’ is a restriction of the map (6.20). The Morse-Bott gluing theory tells us that for our limiting
broken metric, the moduli space M p+(W*°, S°; o, B*)o may be identified with union of the fiber products
of (6.22) for d + d’ = 1, along with the fiber product (6.23). However, (6.21) implies that (6.22) is empty
for any pair (d,d") with d + d’ = 1, so we may restrict our attention to (6.23).

The holonomy constraint H ot ([A]) = 1 picks out exactly two points in the domain of the bijection (6.20).
This is because H?" is defined by first taking the adjoint connection, which has the effect of squaring
the holonomy in S!. We conclude that the map

r': Mp#(S1 ><D3,S1 xDl)red—>Qj

is an embedding of two points into ¢ with image being two elements 6+ of € that have holonomies +1
along the S'—factor. By picking appropriate metric and perturbation on the interior of (W€, S€), we may
assume that r is transverse to 64+ € €. Thus

#ME(W°. 8", )0 = #M(WC, 8%, 01 )0 +#M(WE. S 0", 6- )0
=2#M (W€, S%a", 04, B%),.

Geometry & Topology, Volume 28 (2024)



4132 Aliakbar Daemi and Christopher Scaduto

where g is the metric broken along S! x S2. The second equality holds because there is again an
element of the SO(3) gauge group which maps M (W€, S¢;a*, 0, B%)o into M(W€, S¢; ¥, 6_, f*)g in
an orientation-preserving way. As the map A ™ is defined using the moduli space M ;’;( we, 8% o, ), a
quotient of M pz,; (We,S¢°; o, ,8#)0 by a free involution, the factor of 2 is absorbed and we have the identity

(AT (a®), B*) = #M (W€, S a", 04, B%)o.
The other components may be described similarly:
(nF @), B*) = #M, (W€, ¢ 0", 6., B)o,
AT (@) =#M (W, S, 04, 6%,
(AT (). B%) =#M (W€, S 6%, 64 B%)0.
Recall from Figure 5 that replacing (S! x D3, S! x D) with (D? x §2, D? x 2 pts) results in the
product cobordism [0, 1] x (Y #Y’, K # K’). By attaching (D? x S2?, D? x 2 pts) metrically, with a

cylindrical end, this product cobordism inherits a broken metric. Then the associated moduli space
M0, 1]x (Y #Y’, K# K'); a¥, B%)¢ may be identified with union of the following fiber product:

M(We,S¢a* %), M(D? x S?, D? x 2 pts)™d

R

We have ruled out the possibility of fiber products involving M (D? x S?, D? x 2 pts)gr as in the previous
case for S! x D3. The moduli space M (D? x S2, D? x 2 pts)™! consists of one point, the unique flat
connection which extends 64+ € €. Note that this connection is unobstructed because the branched cover,
also identified with D? x S?2, is negative definite, and it has dim H' = 0 because b; (D? x S?) = 0. Thus

(AT (™), By =#M (0, 1]x (Y #Y', K# K'); &, B*)o,
and similarly for ¥, A;L and A;r. In summary, we may write

(6.24) )\,+ = )\‘[O(il]x(Y#Y/,K#K')’

where the map on the right side is the usual S—morphism associated to a cobordism, with the understanding
that the auxiliary data involves a metric broken along S! x S2. Finally, using an S—chain homotopy
induced by the family of metrics which starts at this broken metric and “unstretches” to the product
metric, we obtain an S—chain homotopy from the right side of (6.24) to the S—morphism defined using
the product metric, which is the identity. |

Remark 6.25 Consider a negative definite pair (W, S): (Y, K) — (Y’, K’) as in Section 3.3.1, and
an embedded 2—sphere F' with F - F = 0, which intersects S transversally in 2 points, such that
F-S = 0. A neighborhood of F is diffeomorphic to the pair (D? x S2, D? x 2 pts), and we can
cut this out and reglue a copy of (S x D3, S! x 2 pts) to obtain a pair (W', S”). Let y denote the
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closed loop which is the core of S! x D* € W’. From Section 3.3.1 we have a holonomy induced map
ww,s',y): C(Y,K) = C(Y’', K'). To the original cobordism (W, S') we consider the usual cobordism-
induced map A, 5): C(Y, K) — C(Y', K'), which counts isolated instantons. Then the argument in the
proof of Proposition 6.17 shows:

Proposition 6.26 The maps |1y s,y and 2 Agy,s) are chain homotopic.

This is a singular and relative analogue of [Donaldson 2002, Theorem 7.16]. To remove the factor
of 2, we can work with a slightly larger gauge group when defining 1w~ sy, as done in the proof of
Proposition 6.17. o

Next, we analyze the reverse composition.
Proposition 6.27 The composition X(W/, §7)© X(W’ s) is S—chain homotopic to an isomorphism.

Proof Set (W', S!) := (W', S§")o(W,S). We consider an S—chain homotopy H' such that
(6.28) d®H'+ H'd® = Xw1,51) 0 hw.s) — Ay s1y-

The moduli spaces for the map H' are defined similarly to the chain homotopy used in the proof of
Proposition 6.16, but this time using a path of metrics G that starts at the broken metric gy for the
composite (W, STy := (W', §")o (W, S), broken along (Y #Y’, K # K’), and ending at the metric goo
broken along the (S3, S') from Figure 6. The components of H' are defined in a straightforward manner,
by looking at the shape of the corresponding component in X(W/, §7)° X(W’ s)» and defining the component
of H' using the same kind of moduli space but incorporating the metric family G. For example, if we

write
K' 0 0
H'=| L' —K' M]
M{ 0 0

then K!is a 4 x 4 matrix, with entries K} It Now, the (1, 1)—entry of AL’ is equal to klk’l, which is defined
by counting instantons on (W1, ST) with metric g¢ and constrained holonomy along p*. To define KI11
we use G instead of the single metric go:

(Kl o) pa ) =#{i1e | aev.stia.asp.po | 17 (4) =),
geG
The other components of H' are defined similarly. Although tedious, checking that H' is indeed an
S—chain homotopy as in (6.28) is straightforward and analogous to previous computations.

We claim that the map X?;,I 1y is S—chain homotopic to an isomorphism. Write its S—morphism
components as A, u!, Al AIZ. Then Al is depicted in the bottom left matrix of Figure 12. To see this,
it is convenient to also have in mind the map obtained halfway through the homotopy from AL’ to AL,

depicted in the top right matrix of Figure 12. The vanishing entries of A! in Figure 12 are instances of
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SISEIEEIEEE| gt o oo s
ESEIBSEIS| | OB oC oE 2.
SREIREIREIR| |22 20 20 o0
BISEISEISENS| |25 25 2525)

— —o

o ) ) —

—— —— —o

— — —

Figure 12: A homotopy from A)’ to the identity is depicted in stages, from left to right, top to
bottom. The top left matrix represents A)’, the top right matrix a map halfway through the chain
homotopy of K!, the bottom left is the map A!, and the bottom right represents the identity map.
(Our depiction of a cylinder here, for a cobordism map, should not be confused with our prior use
of a cylinder representing the boundary map d.)

standard vanishing theorems. For example, consider the component XII 3- By gluing theory, the instantons
under consideration correspond to pairs of instantons [A4],[4’] and a gluing parameter in S'. Here [A4]
and [A'] are connections on the punctured cylinders R x Y and R x Y, respectively, where A has limits
« and B at the ends of the cylinder and the reducible 6 at the puncture, while 4" has limits «’ and 8’
along its cylinder, and 6, at the puncture. As A113 counts index-0 instantons, the relevant moduli spaces
containing [A] and [A4'] are empty. The vanishing of the other entries is argued similarly.

An argument similar to that in the proof of Proposition 6.17 shows that A! is equal to the map defined
using moduli spaces on the unpunctured cylinder R x (Y U Y”) using a metric ¢ which is broken along
chosen 3—spheres (surrounding the prior punctures) in each of the two cylinders. Using a family of metrics
G' from g to a translation-invariant metric, we obtain a homotopy from A! to the identity. Indeed, the
off-diagonal terms in A!, such as

——
[ —
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go under this chain homotopy to zero, because there are no translation-invariant instantons of index 0 from
areducible to an irreducible; and the diagonal terms in A! go to identity maps, because translation-invariant
instantons of index 0 with irreducible limits are (perturbed) flat, and induce the identity maps on the chain
level.

In fact, the 1—parameter family of metrics G' induces in the usual manner an S—chain homotopy between
X?;)VI ST and an S—morphism which from the previous paragraph has A—component equal to the identity.
The proof is completed by Lemma 6.29 below. |

Lemma 6.29 If i: (Cx.,d) — (CL. d') is a morphism of S—complexes with its component A: Cyx — C;
an isomorphism, then in fact A is an isomorphism of S—complexes.

Proof After identifying Cx and C|, using A, we are reduced to the case in which Lisa morphism from
(5*, 67) to itself, and X has decomposition given in (3.29), where A = 1 is the identity. The inverse of x
in this case is given by

1 0 O
—n+A2A1 1 —Ay |,
A, 0 1

which is of course a morphism of S—complexes. Alternatively, a morphism of S—complexes Cy — 54
after reordering the summands, is an upper-triangular matrix whose diagonal entries are A, 1 and A, and
the inverse is of the same form. d

We have established that the compositions
hw,s)orow,sn and  Agyr.snohmw,s)
are S—chain homotopic to the identity and an isomorphism, respectively. It follows formally that the

second composition is in fact S—chain homotopic to the identity. This completes the proof of the chain
homotopy equivalence (6.2).

6.3.4 Naturality of the equivalences Finally, we discuss the naturality of (6.2) with respect to split
cobordisms. Let us consider negative definite pairs

(X, F): (Y1, Ky) = (Y2, Ky) and (X', F'): (Y], K}) — (Y}, K}).

As usual, our knots are based, and in the cobordisms (X, ) and (X', F’) we choose neatly embedded arcs
whose endpoints are the distinguished basepoints. Using these arcs, we may form the glued cobordism
(X#X',F#F):(Y1#Y], K #K|) = (Y, #Y,, K, # K}) in a standard manner. This is what is meant
by a split cobordism. We consider the square

o,

~ ~ .S1) ~
Ca(Y1. K1) ® Cu (Y. K})) ———— C(Y1 #Y], K #K})

(6.30)

)‘(X.F)®)‘(X’,F’)l
W>.S83)

lx(X#X’,F#F/)
~ ~ A

Cu(V2 #Y), Ky #K)
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The vertical maps are the usual morphisms of S—complexes we associate to given cobordisms, while the
horizontal maps are the maps as constructed in Section 6.3.1. We have implicitly chosen metrics and
perturbations for each of the cobordisms. The cobordisms

(X#X' ,F#F)o(W;,S;) and (W,,S>)o((X,F)u(X’', F"))

are topologically equivalent, an elementary fact which is left to the reader. Thus the two different
compositions obtained in the above square may be viewed as induced by the same cobordism, but with
different (broken) metrics and perturbation choices. Then, choosing a 1—parameter family of auxiliary
data interpolating these choices gives rise, in the usual manner, to an S—chain homotopy between the two
morphisms

X(X#X’,F#F’) o X(Wl ,s;) and X(Wz,sz) o (X(X,F) ® I()(/,F/))-

This establishes the commutativity of (6.30) up to S—chain homotopy. There is a similar square with
horizontal arrows reversed, using the morphisms defined in Section 6.3.2, and the same statements hold.

7 Local coefficient systems and filtrations

In this section we describe how to generalize our previous constructions to the case of local coefficients.
Our general local coefficient system is a hybrid of the one defined by Kronheimer and Mrowka [2011b],
which roughly measures the holonomy of connections along the longitudinal direction of the knot, and
one the defined by the Chern—Simons functional. The latter ingredient has more structure, inherited from
the fact that the Chern—Simons functional is (almost) nonincreasing for (perturbed) instantons. In this
context, we carry over constructions from the nonsingular setting given in [Daemi 2020].

7.1 Local coefficients

Let (Y, K) be a based knot in an integer homology 3—sphere. The most general local coefficient system
on B(Y, K) that we consider is defined over the ring

#:=Z[UF!, T*!].
To an element of B(Y, K) represented by the connection B, we associate the Z—module
A[B] = Z[Uil , T:tl] . UCS(B)ThOIK(B)’

where holg (B) € R/Z is defined analogously to (3.12), and roughly gives the holonomy of the S
connection induced by B along K. To define holg (B), we must choose a framing of our knot to fix our
procedure for taking the holonomy. For more details see [Kronheimer and Mrowka 2011b, Section 3.9].
A knot in an integral homology 3—sphere has a canonical framing induced by a Seifert surface, and we
always use this framing.
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The holonomy holg (B) is related to the monopole number v(A4) in the same way that the Chern—Simons
functional is related to the topological energy «(A4). In particular, we have an analogue of relation (2.24):
if A is a connection on a cobordism of pairs (W, S): (Y, K) — (Y’, K’) then we have the relation

(7.1) 1(A) = holg(B') — holg (B) (mod Z),
where B and B’ are the limiting connections on (Y, K) and (Y’, K’), respectively.

Lety:[—1,1]— B(Y, K) be a path from o to «;. Let A be a singular connection on R x Y representing y,
and representing the pullbacks of oy and oy for £ < —1 and ¢ > 1, respectively. Then we define
Ay : Ay, — Ag, to be multiplication by U2 7D 'which is well-defined by relations (2.24) and (7.1).
Monomials in Ay can be identified with homotopy classes of paths y from « to the reducible class 6.
The action and monopole number of the path y determines a pair of real numbers (é\é ), holg (v)). We
use this pair to define two (real-valued) gradings on A, which are respectively called instanton and
monopole gradings. Moreover, the ASD index of the path y can be used to define a Z—grading gr on A,
which is an integer lift of gr(e). This grading satisfies gr(1) = 0 for 1 € Agy. Further, multiplication by
U=*! changes the Z—grading by +4 and it is fixed by multiplication by 7+!.

Suppose K is a based knot in an integer homology sphere Y. Let (C«(Y, K; A), d) be the Z—graded
chain complex over % defined as

(7.2) Ce(Y.K:A) = P An. d(y) = > A(A)(a3).
aeeinrr azE@ifrr, [A]GM((Z],OQ)()

Here A(A) = A, such that y is the path in B(Y, K) from o to «; determined by A and the sign is
given by the orientation of the moduli space M (o1, @2)0. A discussion similar to the one in Section 3.1
shows that (C« (Y, K; A), d) is indeed a chain complex over Z, where d has degree —1.

Suppose (W, S): (Y, K) — (Y’, K') is a negative definite pair in the sense of Definition 2.33. Choose, as
usual, a path from the basepoint of K to the basepoint of K’. By a slight modification of (7.2), we may
define a cobordism map

(7.3) hw,s:a)(@) = > A(4)-o.
a’e@i;;,, [AleM(W,S;a,a')g

Here A(A) := U 2T where the sign is determined as usual by the orientation of the moduli
space M(W, S;a,a')g.

We may continue in this fashion, and adapt all of the constructions in Section 3 to the setting of local
coefficients. We obtain an S—complex

(7.4) (Ca(Y, K; A), d)

over the ring Z. To a negative definite pair (W, S) as above, we may associate a morphism X(W, s:A) of
S—complexes, and so forth. The same arguments as before show that the S—chain homotopy type of the
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S—complex (5 (Y, K; A), d ) is independent of the choice of the orbifold metric on Y and the perturbation
of the Chern—Simons functional.

We may recover the S—complex (5* (Y, K), d ) over Z from (7.4) using the change of basis that evaluates
U and T at 1. Given an #—algebra ., we obtain an S—complex over the ring . by performing a change
of basis on our local coefficient system:

(Cx(Y,K;:Ay),d), where Ay:=A®y.7.

In general, this S—complex is only Z/4-graded. However, it becomes a Z—graded algebra in the obvious
way if .7 is a Z—graded Z—algebra, which means that multiplication by U®! changes the grading by +1
and multiplication by 7*! does not change the grading.

Remark 7.5 If 7 = Z[T*!] is the %-algebra obtained by setting U = 1, then we obtain an S—
complex over .7 denoted by (5 (Y,K; A7), d ). The system A 5 is essentially the local coefficient system
considered in [Kronheimer and Mrowka 2011b, Section 3.9]. <o

Remark 7.6 If 7 = Z[U*'] is the Z-algebra obtained by setting 7 = 1, then we obtain an S—complex
over % denoted by (6 (Y, K; Ay), d ). There is an analogous construction in the nonsingular case, where
one can define an S—complex (5* (Y; A), d ), such that the local coefficient system A is over the ring
Q[U*']. The definition of A follows a similar pattern to A4, where we use the action k(A4) (for a
nonsingular connection) to define a homomorphism associated to a path of connections. o

Remark 7.7 Strictly speaking the Z—graded complex (5*(Y, K; A), d ) does not fit into the definition
of S—complexes that we have been using so far because the coefficient ring % is graded. However, one
can modify the definition to include such S—complexes. On its face, it might seem that Cs (Y, K; A) does
not give any extra information in comparison to C (Y, K; A7) of Remark 7.5 because 5*(Y, K; A) is the
periodic Z—graded complex obtained by unrolling the Z /4Z—graded complex C (Y, K; A 7). However,
in the remaining part of this section we shall show that 5*(Y, K; A) can be equipped with an “almost-
filtration” which gives rise to additional information. o

The machinery of Section 4 applies to this setting: for any Z—algebra . we obtain three equivariant
singular instanton homology groups, denoted by
LK Ay), L(V.K:Ay), 1Y, K;Ay).

These are Z—graded .#[x]-modules, and the discussion of Section 5.1 carries over to this setting in a
straightforward manner. For each #—algebra .7 we have a Frgyshov invariant

(7.8) ho(Y,K)eZ
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by taking the algebraic Frgyshov invariant of the S—complex (5* (Y,K;Ay), d ) as given by Definition 4.13
or equivalently Proposition 4.15. Further, we also have ideals

(7.9) J/ Y, K)CJ/ (Y, K)C---C¥

by applying Definition 4.32 to the S—complex (5*(Y, K;Ay), d ). Here h = ho (Y, K). Theorems 1.13
and 1.16 of the introduction about the properties of these invariants follow from our discussions in
Section 4.

The connected sum theorem also generalizes to the setting of local coefficients.

Theorem 7.10 Let (Y, K) and (Y’, K') be based knots in integer homology 3—spheres. There is a chain
homotopy equivalence of Z—graded S—complexes over # = Z[U*!, T*1]:

CY#Y , K#K;A)~C(Y,K;A) Q4 C(Y',K'; A).
This equivalence is natural, up to S—chain homotopy, with respect to split cobordisms.

The proof is for the most part the same as that of Theorem 6.1. In particular, all maps defined in the
proof are modified to follow the same pattern as in (7.3), where we now keep track of the terms «(A4) and
v(A) for each instanton in the exponents of our formal variables. The only part of the proof that requires
additional commentary is Proposition 6.17. The key observation is that the instantons in the proof that
appear in the moduli spaces

(7.11) Mup(S'x D? S'x D)™ and M (D*x S?, D* x2 pts)™

have x(A) = v(A) = 0, which follows because all of these instantons are flat. (In fact, the vanishing of
k(A) and v(A) here are not essential for the proof of Theorem 7.10, but «(4) = 0 will play an important
role below.) This shows, in particular, that Proposition 6.26 holds with local coefficients, and that the
proof of Section 6 carries through to prove Theorem 7.10. As a consequence, we have:

Theorem 7.12 Let . be an #-algebra. The assignment (Y, K) — (5*(Y, K;Ay), d, x) induces a

homomorphism @3 . eS8

74 of partially ordered abelian groups.

In particular, the Frgyshov invariant (7.8) descends to a homomorphism ®3Z’1 — 7 of partially ordered
abelian groups, and satisfies the analogue of Theorem 5.13.

7.2 The Chern-Simons filtration

The topological energy «(A) of the elements of our moduli spaces satisfies a positivity property which
gives rise to more structure on (6 (Y, K: A), d ). This idea, applied to the complex (5* (Y A), 57) of
Remark 7.6, was used in [Daemi 2020] to produce invariants of the homology cobordism group of integral
homology 3—spheres. (More precisely, the complex (C*(Y A), d ) there is obtained by the change of
basis associated to the inclusion of Q[U*!] into a Novikov ring.) These constructions can be adapted to
the present setup to produce concordance invariants.
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If A is a nonflat ASD connection on a 4—manifold, which determines a path in B(Y, K) from « to «’,

then the Chern—Weil integral defining the topological energy is positive:
1 1
K(A) = — tr(Fy A Fq) = — |F4? > 0.
872 Jw+\s+ 872 Jw+\s+
In particular, if the perturbation of the Chern—Simons functional is trivial in the definition of the complex
5*(Y, K; A), the differential d strictly decreases the instanton grading. This structure may be formalized

as follows.

Definition 7.13 An I-graded S—complex (of level §) over R[U*!] is an S—complex (5 d, X) over
R[U*!] with a Z x R-bigrading as an R—-module, which satisfies the following properties. Writing 5,-, j
for the (i, j) € Z x R—graded summand, we have

(i) UCijCCivajt1s
(i) dCij € Uk<jss Cim1 k-
(iii) x Ci,j CCit1-
Further, C is freely, finitely generated as an R[U*!]-module by homogeneously bigraded elements. The

distinguished summand R[U*!] Chasle R[U*1] in bigrading (0, 0). We denote the integer and the
real gradings on éi, j by gr and deg;. o

Note that an I-graded S—complex of level § is also one of level &’ for all §' > §. Concretely, an I-graded
S—complex over R[U*!] has underlying chain complex of the form

(7.14) C = (@ R[Uil])/k) ® (EB R[Uil]Zk) ® R[U*yp.
k=1 k=1

This gives the S—complex decomposition Ci =Cx ®Cry ® R[U*1], where the indicated subscript
gradings are the Z—gradings. In particular, yy generates the “trivial” summand, and the bigrading of
Yo is (0,0). The bigrading (ix, jx) € Z x R of yy is arbitrary, although it gives the bigrading of yj as
(ix + 1, jr). The real I-grading deg; can be extended to any element of C as

deg; ( 3 skck) = max{deg; (¢) | 5 # O}

where the ;. belong to distinct summands (j’i, j of C.

Thus (5*(Y, K; A), d ), if defined with a trivial perturbation, has the structure of an I-graded S—complex
(of level 0) over R[U*'], where R = Z[T*]. In the form (7.14), the generators yj for k = 1 are choices
of homotopy classes of paths from irreducible critical points to 6, while y; is the constant path at 6. In
general, in the presence of a perturbation r the differential can possibly increase the instanton grading, but
only less than some §, = 0 determined by the perturbation. Thus in the general case, (5*(Y, K; A), d ) is
an I-graded S—complex of level 8, over R[U*!]. For morphisms, we have:
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Definition 7.15 A morphism A:C — C' of level § > 0 of I-graded S—complexes (of any levels) is an
R[U *'}-module homomorphism and morphism of S—complexes such that

% ~/
A(%J C LJ C&k'
k<j+6

A level-§ S—chain homotopy K between morphisms % and A of I-graded S—complexes is an R[U*!]-
module homomorphism and an S—chain homotopy between A and A’ such that

- ~/
KGjc U Ghrp ¢
k<j+$

If the perturbation of the ASD equation in the definition of a cobordism map X(W, S:A) s trivial, then this
morphism does not increase the instanton grading. Hence it is a morphism of I-graded complexes of
level 0. In the general case, the map induced by (W, S) is a morphism of I-graded complexes of some
level determined by the perturbation.

7.3 Enriched S—complexes

Ideally, we would like to associate an I-graded S—complex of level O to (Y, K). As the zero perturbation
is not always admissible, we settle for the following limiting structure.

Definition 7.16 An enriched S—complex € is a sequence {(C, dt, x")}i=1 of I-graded S—complexes
over R[U*!] of levels §;, and morphisms ¢>ij :Cl — C7 of levels di,j satisfying:

@) ¢f =id and d),i o d){‘ is S—chain homotopy equivalent to ¢ij via an S—chain homotopy of some
level 8; x ;.

(i) For each § > 0 there exists an N such that i > N implies §; < 4§, and i, j > N (resp. i, j,k > N)
implies 6;,j < & (resp. §; x,; < 9). o

For a based knot (Y, K) in an integer homology 3—sphere, we may take a sequence
E(Y. K: 8) = {(CL(Y. K: A).d" ()}

of I-graded S—complexes associated to a sequence of perturbations of the Chern—Simons functional that
go to zero. Thus (éj;(Y, K; A), dt, x") is of some level §; determined by the chosen perturbation. For any
pair i, j there is a morphism ¢ij :CI(Y, K; A) — C/ (Y, K; A) of I-graded S—complexes of level ;. ;,
determined by a path of auxiliary data. Moreover, @(Y, K; A) satisfies the properties of an enriched
S—complex over R[UT!], where here R = Z[T *']. The proofs of these claims are identical to the proofs
of analogous results in the nonsingular setting given in [Daemi 2020].

Next, we define morphisms in this setting.
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Definition 7.17 A morphism £: @(1) — @(2) of enriched complexes, where
E(r) = ({(CL().d' (). X' ()} ] () for r e {12},

is a collection of morphisms Xl] :C! (1) — C/ (2) of I-graded S—complexes of level §; ; such that the
following hold:

@) X]JC o ¢l1‘ (1) and ¢,{ 2)o Xf‘ are S—chain homotopy equivalent to le via an S—chain homotopy of
some level §; x ;.

(ii) For each § > 0, there exists an N such thati, j > N (resp. i, j,k > N) implies that §; ; <
(resp. 8; k,j <9).

The morphism is a chain homotopy equivalence of enriched S—complexes if each X{ is an S—chain
homotopy equivalence where the involved S—chain homotopy equivalences have levels which converge
to 0. o

We have thus constructed the category of enriched S—complexes over R[U*!]. There is a forgetful
functor to the category of S—complexes, that to any enriched S—complex associates the first S—complex
in its sequence, and to any enriched S—morphism as above, we also associate the S—morphism k%. This
forgetful map does not remember the positivity property of enriched complexes with respect to the
instanton gradings.

To a negative definite pair (W, S): (Y, K) — (Y’, K’) we can associate a morphism £y, sy of enriched
S—complexes @(Y, K;A)— @(Y’ , K’; A) by taking a sequence of S—morphisms, defined as usual, after
choosing an appropriate sequence of auxiliary data.

We obtain the analogue of Theorem 3.34.

Theorem 7.18 The assignments (Y, K) — @(Y, K; A) and (W, S) — Lqgy,s) induce a functor from H
to the homotopy category of enriched S—complexes over Z[T[U*1].

The enriched S—complex @(Y , K; A) is the “universal” invariant defined in this paper, in the sense that
all of our S—complexes associated to based knots in integer homology 3—spheres may be derived from
this invariant by a change of basis (coefficient ring), and by possibly applying a forgetful functor.

7.4 Local equivalence for enriched complexes

We may apply the general procedure described in Section 4.6 to the category of enriched S—complexes
over R[U*!]. That is, we declare that two enriched S—complexes ¢ and & are equivalent ¢ ~ @ if there
are morphisms & — ¢ and ¢’ — €. The resulting set

®i[Uﬂ] = {enriched S—complexes over R[UE!]}/~
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is a partially ordered abelian group, where [@] < [é’ ] if there is a morphism ¢ — . The group
structure is inherited from that of the local equivalence group for S—complexes, by performing operations
componentwise for each sequence. Furthermore, the forgetful functor from the category of enriched
S—complexes to S—complexes induces a surjective homomorphism of partially ordered abelian groups:

¢ s
O R+~ Qw112

The target is the local equivalence group of Z—graded S—complexes over R[U*!]. The grading is inherited
from the Z—grading of the I-graded S—complex.

Theorem 7.19 The assignment (Y, K) — &(Y, K; A) induces a homomorphism of partially ordered
- 3,1

abelian groups 2: ©; " — ®i[Ui1]’ where R = Z[T*].

We also have an analogue of the connected sum theorem in the setting of enriched S—complexes. For this,

we note that the tensor product of two I-graded S—complexes is naturally an I-graded S—complex, and

similarly for enriched S—complexes.

Theorem 7.20 Let (Y, K) and (Y’, K') be based knots in integer homology 3—spheres. There is a chain
homotopy equivalence of enriched S—complexes over # = Z[U*!, T*1]:

EY#Y K#K;A)~CE(Y,K;A) Q4 EY', K'; A).

This equivalence is natural,, up to enriched chain homotopy, with respect to split cobordisms.

The proof follows the remarks after Theorem 7.10, and relies on the fact that k(4) = 0 for the instantons
in (7.11). We also use that in the proof we can choose the perturbations on the two cobordisms as small
as we like.

. . R
7.5 The concordance invariant I (Y.K)

The local equivalence class of the enriched S—complex associated to a based knot (Y, K) is expected
to be a strong invariant, as it has the behavior and values of the Chern—Simons functional built into its
structure. Here we describe one way to extract numerical information from this local equivalence class
which leads to a concordance invariant l"g,, K)> an analogue of the invariant I'y for homology 3—spheres
from [Daemi 2020].

The definition of the invariant Fg, K) factors through an algebraic map defined on the local equivalence
group of enriched S—complexes:

(7.21) r: @iwi]] — Maps (Z, Rx).

In fact, a similar algebraic map can be used to define I'y. Here and throughout this section, R is an
integral domain and an algebra over Z[T*!]. The codomain in (7.21) is the set of nondecreasing functions
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from Z to the extended positive real line R>g = R U co. The map I is defined as follows. Take an
enriched S—complex ¢ defined by a sequence { (C/, d’, x7)} of I-graded S—complexes over R[U*1].
To each S—complex (5 i.d, x’/) we have the associated chain group C/ and the R[U*']-module
homomorphisms

d’:Cl -l Wicl -l §).0l - RUEY, 80 RUE - O
Then for each k € Z>° we define

L(@)(k) := lim inf(deg (@) € Bxo.

where the infimum is over all « € C/ with bigrading (2k — 1, deg; ()) such that
d/(@)=0 and k—1=min{i € ZZ° |5 (v/) (@) #0}.
For each k € Z=° we define

F(@)(k) = max( lim inf(deg;(@)), 0) € Rxo,
j—ooo o

where the infimum is over all « € C/ with bigrading (2k — 1, deg; (r)) such that there are {aq. ..., a_;} C
R[U*!] satisfying

—k
(7.22) d’ (o) =Y () 8] (ap).
i=0

Note that in (7.22), a straightforward degree consideration implies that we can limit ourselves to the
following case, where s; € R: o
a— {s,-Uz<k+’> if i =k mod?2,

0 if i # k mod 2.
If there is a morphism ¢ — & between enriched S—complexes then F(@) (k) > F(E’E’ )(k) for any integer k.
In particular, locally equivalent enriched complexes have the same I" functions. An equivalent definition
of F(@) can also be given in terms of the small equivariant complexes associated to the S—complexes.
We refer to [Daemi 2020] for more details.

Definition 7.23 Let R be an integral domain which is an algebra over Z[T*!]. For a based knot in an
integer homology 3—sphere (Y, K), we define the function T'X, . by

(Y7K)
T ) =T @Y. K: Agry+1)).
If Y = S3 we write K in place of (Y, K). o
That is, I‘g,, X) is the invariant of the equivalence class [(Y, K)] € ®3Z’1 obtained as

3,1 r _
i) ©F — ®§[Uﬂ=1] —> Map((Z, Rxo).

The following summarizes the basic properties of this function. The proofs are entirely analogous to
those of Theorems 1-4 and Proposition 1 of [Daemi 2020].
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Theorem 7.24 Let (Y, K) be a based knot in an integer homology 3—sphere.

(1) The function TR

Y.K) is an invariant of [(Y, K)] € @%’1.

(ii) Fg,, X) is a nondecreasing function 7 — R which is positive for i € Z~.
(iii)y If (W,S): (Y, K)— (Y’', K') is a negative definite cobordism of pairs, then
R . s
TR, () < {F(Y’K)g)_"(w’ 5) =0
¥".K") max(I'§, () —n(W, $),0) ifi <0,
where n(W, S) € Ry is an invariant of (W, S). Furthermore, n(W, S) > 0 unless there is a trace-
less SU(2) representation of 7r1(W \ S) which extends irreducible traceless SU(2) representations
of m(Y \ K) and 71 (Y'\ K’).
(iv) Foreach i € Z, we have F(I; x (i) <ooifandonlyif i <hg(Y, K).

(v) Foreachi € Z, if I'&K)(i) & {0, oo} then it is congruent to CS(«) (mod Z) for some irreducible

singular flat SU(2) connection o on (Y, K).

The invariant n(W, S) is defined to be the infimum of 2x(A), as A ranges over all finite-energy singular
ASD connections which limit to irreducible flat connections on the ends.

In this subsection, we did not attempt to systematically exploit the Chern—Simons filtration to study
concordances, and we content ourselves with the definition of one homology concordance invariant. For
example, we believe that by a slight modification of our axiomatization of enriched complexes one can
define analogues of the invariants rg introduced in [Nozaki et al. 2023]. Another possible direction is to
apply the construction of Section 4.7 in the context of enriched S—complexes.

8 Connections to Kronheimer and Mrowka’s constructions

In [Kronheimer and Mrowka 2011b; Kronheimer and Mrowka 2011a], Kronheimer and Mrowka defined
several instanton Floer homology groups associated to a given link in a 3—manifold, for cases in which no
reducibles are present. In [Kronheimer and Mrowka 2019b; Kronheimer and Mrowka 2019a; Kronheimer
and Mrowka 2021a], over rings of characteristic 2 they extended their constructions to webs, which are
embedded trivalent graphs. Here we recall some of these constructions, and discuss their relationship to
the invariants introduced earlier.

8.1 Instanton homology for admissible links

We first recall the instanton homology groups /“ (Y, L) constructed in [Kronheimer and Mrowka 201 1b;
Kronheimer and Mrowka 2011a] for certain links in 3—manifolds. Special cases of this construction
are the singular instanton groups I"(Y, L) and I*(Y, L), where in this latter case (Y, L) is a pair of any
3—manifold Y with an embedded link L. We begin with a definition.
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Definition 8.1 An admissible link is a triple (Y, L, w) where L is an unoriented link embedded in a
closed, oriented, connected 3—manifold Y, and w C Y is an unoriented 1-manifold embedded in Y with
dw = w N L, transversely, satisfying the following condition: there exists a closed oriented surface ¥ C Y
such that either

e X is disjoint from L and intersects w transversely an odd number of times, or

e X is transverse to L and intersects it an odd number of times.
This condition for w is called the nonintegrality condition. o

We remark that with this terminology, a knot in an integer homology 3—sphere is not an admissible link
for any choice of w.

Kronheimer and Mrowka associate to an admissible link (Y, L, w) a relatively Z /4—graded abelian group
1%(Y, L), defined as follows. From the 1-manifold w one may construct an SO(3)-bundle P — Y \ L
whose second Stiefel-Whitney class is Poincaré dual to [w] € H; (Y, L;Z/2). Then define a chain complex
(C2(Y, L),d) by setting
CP=Cr.L)=EP 7«
acl,

where €, are the critical points modulo the determinant-1 gauge group of a suitably perturbed Chern—
Simons functional for P. The nonintegrality condition on w ensures that for small 7, all such critical
points on P are irreducible, ie €, = €', The differential d is defined just as in (3.2), and (Y, L) is
defined to be the homology of this chain complex:

1°(Y, L) := Hy(C®(Y, L), d).

As before, unlike the group /% (Y, L), the chain complex (C®(Y, L), d) depends on a choice of metric
and perturbation, which are suppressed from the notation.

Given any link L C Y with a basepoint p € L, Kronheimer and Mrowka define
1Y, L):=I°(Y, L# H),

where H C S3 is the Hopf link and o is a unknotted arc connecting the two components of H; see
Figure 13. The connect sum is taken at the basepoint p € L. The connected sum L # H may be identified
with L U p where u is a small meridional component around L near p. Note that the resulting @ always
satisfies the nonintegrality condition: take ¥ to be the 2—torus boundary of a small regular neighborhood
of . The homology 1 "Y,L)isa relatively 7 /4—graded abelian group, and is an invariant of the based
link (Y, L, p). Note that just as before we omit the basepoint p from the notation. The group I%(Y, L) is
in fact absolutely Z /4—graded. In the sequel, we will use the notation

«cl d" =y, L),d"
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Figure 13: The Hopf link H with the arc w.

for the chain complex (C (Y, L#H), d), so that IE(Y, L) is the homology of (Cﬂ, dh.
In a similar vein, for any link L C Y, Kronheimer and Mrowka define the group
I*(Y,L):=I®(Y,LUH).

Here we take the disjoint union of L with the Hopf link H, along with its arc w. In order to perform this
construction, we choose a small ball in Y\ L in which to embed H. We write

(C.d") = (C{(Y. L),d")

for the chain complex (C2 (Y, L U H), d), so that I#(Y, L) is the homology of (C¥, d*). This group is
also absolutely 7 /4—graded.

Let (Y, L, w) be an admissible link, and let p € L be a basepoint. The construction of Section 3.3.2
carries through in this setting to define a map v: C? — C;?_, associated to p, using S ! holonomy along
the cylinder. Here we have:

Proposition 8.2 dov—vod=0.

The proof is similar to that of Proposition 3.16; the absence of any reducible critical points, in this case,
precludes the appearance of the term §, o ;.

Remark 8.3 There are at least two other ways that one can define a degree 2 operator on the complex
C2(Y, L) using the basepoint p. Connected sum of [—1, 1] x L at the point (0, p) with a standard
torus determines a cobordism of pairs ([—1,1] x Y, S): (Y, L) — (Y, L) and the induced cobordism
map is a degree 2 chain map o acting on CZ? (Y, L) [Kronheimer and Mrowka 2011a, Subsection 8.3].
Alternatively, the standard construction of pt—maps [Donaldson and Kronheimer 1990, Chapter 5] assigns
to the point p a cohomology class of degree 2 in the space of singular connections on the bundle P
associated to (Y, L, ) [Kronheimer 1997]. This cohomology class in [Kronheimer 1997] is rational;
to obtain an integral class we consider —2 times the 2—dimensional point class in [Kronheimer 1997].
Cup product with this cohomology class defines another chain map o’ of degree 2 on C®(Y, L). The
argument of [Kronheimer 1997, Proposition 5.1] shows that the operators ¢ and ¢’ are chain homotopy
equivalent. Moreover, the operator o’ is also chain homotopy equivalent to v. The proof is analogous to
the corresponding result in the nonsingular setting in [Donaldson 2002, Subsection 7.3.2]. o

Geometry & Topology, Volume 28 (2024)



4148 Aliakbar Daemi and Christopher Scaduto

The analogue of the S—complex C (Y, K) from Section 3.4 in this setting is simply a mapping cone
complex of v; we define (éa’(Y, L),d) by

~w 1) 1) 7 d 0
8.4 C°Y,Ly:=CC.,, d= v —d |
We leave it to the interested reader to formulate the analogue of Theorem 3.34 in this setting, describing a
functor from a category whose objects are basepointed admissible links (Y, L, ) to a suitable category
of mapping cone complexes.

We now describe variations of Theorem 6.1 obtained by replacing one or both of (Y, K) and (Y, K’) by
a based admissible link. Let (Y, K) be an integer homology 3—sphere with an embedded based knot. Let
(Y', L', ') be a based admissible link. Then C (Y, K) is an S—complex, while (8.4) defines the chain
complex C®'(Y’, L) as a mapping cone complex.

Theorem 8.5 (connected sum theorem for a knot and an admissible link) There is a chain homotopy
equivalence of relatively 7Z./4—graded chain complexes:

C(Y#Y ,K#L)~C(Y,K)®C® (Y, L.

Furthermore, the tensor product is naturally isomorphic to a mapping cone complex, making the chain
homotopy equivalence one of mapping cone complexes. The equivalence is natural,, up to mapping cone
chain homotopies, with respect to split cobordisms.

Remark 8.6 One can generalize the definition of an S—complex to include mapping cone complexes,
the latter being viewed as S—complexes with the distinguished summand Z replaced by 0, and all maps
modified accordingly. The notion of morphisms can be similarly generalized, and the theorems in this
section can then be stated as homotopy equivalences between S—complexes in this larger category. <

Remark 8.7 The naturality in Theorem 6.1, as explained in Section 6.3.4, assumes that the cobordisms
involved are negative definite pairs. However, for the naturality in the above Theorem 8.5, we allow the
cobordism on the side of the admissible links to be of the general sort considered by Kronheimer and
Mrowka [2011b; 2011a]. A similar remark holds for the other variations of the connected sum theorem
stated below. o

The proof of this result is very similar to that of Theorem 6.1. If (Y’, L', w’) is admissible, then one
modifies the proof above in which (Y’, K’) is a knot by omitting the Z—summand in the associated
complex (C., d") and all maps that have anything to do with it; in short, the reducible 6’ is eliminated.
That the tensor product of an S—complex and a mapping cone complex is naturally a mapping cone
complex follows from the discussion in Section 4.5 by simply deleting the Z—summand of one S—complex.

There is another variation where (Y, K) is also replaced by a based admissible link (Y, L, w). The
statement in this situation is as follows.
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Theorem 8.8 (connected sum theorem for admissible links) Let (Y, L,w) and (Y', L', @) be based
admissible links. There is a relatively 7 /4—graded chain homotopy equivalence

COY (Y#Y',L#L)~C?°(Y, L)@ C* (Y’ L).

This equivalence is one of mapping cone complexes, and is natural , up to mapping cone chain homotopies,
with respect to split cobordisms.

These variations have counterparts in nonsingular instanton Floer homology, involving connected sums
between homology 3—spheres and 3—manifolds with nontrivial admissible bundles; see eg [Scaduto 2015].

8.2 Computing I°(Y, K) and I*(Y, K) from the framed complex

We may now relate the framed instanton homology T (Y, K), or more precisely its underlying chain
complex, to Kronheimer and Mrowka’s instanton homology groups [ (Y, K) and I*(Y, K). We first
consider 1%(Y, K). Recall that this group has an absolute Z /4—grading defined in [Kronheimer and
Mrowka 2011a, Section 4.5].

Theorem 8.9 Let (Y, K) be a based knot in an integer homology 3—sphere. There is a chain homotopy
equivalence CY(Y, K) ~ C (Y, K), natural up to chain homotopy, and homogeneous with respect to
7./4—gradings. In particular, there is a natural isomorphism

1Y, K) = 1(Y, K).

In the case that Y is the 3—sphere, the isomorphism has degree o (K) (mod 4).

The chain homotopy C¥(Y, K) ~ C (Y, K) in the statement of the above theorem is a chain homotopy of
7./ 4—graded chain complexes. That is to say, we forget the S—complex structure of C (Y, K) given by the
endomorphism ¥.

Proof Recall from Section 8.1 that C!(Y, K) is defined to be C®(S3#Y, H# K), where H C S? is the
Hopf link and w is a small arc as in Figure 13. We apply Theorem 8.5 in this situation to obtain a chain
homotopy equivalence

(8.10) CO(S3#Y, H#K) ~ C?(S* H)® C(Y. K).

The complex C®(S3, H) is free abelian on one generator, with zero differential. The v—map, of degree 2
(mod 4), is necessarily zero. Thus the mapping cone complex C ®(S3, H) is free abelian of rank two
with zero differential. We may then identity the right side of (8.10) with two copies of C (Y, K); it is
the mapping cone for the zero map on C (Y, K). As the chain homotopy (8.10) is one of mapping cone
complexes, we conclude that

ClY,K)=C®(S*#Y, H#K) ~ C(Y, K).
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Now suppose Y is the 3—sphere. As the established equivalence is homogeneous with respect to gradings,
to compute its degree, it suffices to compare the grading of the reducible generator on each side. By
definition, the reducible generator in C (Y, K) has grading zero (mod 4). On the other hand, the grading
of the reducible in CY(K) is computed by Poudel and Saveliev [2017, Theorem 1] to be ¢ (K) (mod 4).
(Since the signature of a knot is always even, we do not have to determine a sign.) a

Note that under the equivalence of Theorem 8.9, the v—map on the complex C (Y, K) corresponds to the
map on C (Y, K) = Cs« & Cy—1 & Z by formula (4.24) to the zero map. This recovers a special case of
[Xie 2021, Proposition 4.6].

Next, we observe that Theorem 8.9 combined with Theorem 6.1 recovers the following connected sum
theorem for 1%(Y, K):

Corollary 8.11 Let (Y, K) and (Y’, K') be knots in integer homology 3—spheres. Then over a field
there is a natural isomorphism of vector spaces

(8.12) I"Y#Y K#K)~ 1Y, K)® I'(Y', K",

which preserves the 7. /4—gradings.

From our viewpoint, the preservation of the Z /4—gradings in (8.12) follows from the additivity of the
knot signature under connected sums.

We now turn to /#(Y, K). Recall that on the S—complex 5*(Y, K) = Cix & Cx—1 & Z the map
X: 5*(Y LK) — Cs (Y, K) defined with respect to this decomposition by
000
x=1100
000
is an antichain map. Note that y sends Cy to Cx_; identically and is otherwise zero. We may form
Cone(2y), the mapping cone of 2 acting on Cx (Y, K).

Theorem 8.13 Let (Y, K) be a based knot in an integer homology 3—sphere. There is a chain homotopy
equivalence C*(Y, K) ~ Cone(2y). This equivalence is natural up to chain homotopy, and homogeneous
with respect to 7. /4—gradings.

Proof Recall from Section 8.1 that C*(Y, K) is defined to be C(S3#Y, H U K), where H C S3 is
the Hopf link and w is a small arc as in Figure 13. We may view (S>3 #Y, H Ll K) as the connected sum
of (S3, HUUy), a Hopf link with a disjoint unknot (the latter of which contains the basepoint) with the
based knot (Y, K). Apply Theorem 8.5 to obtain

(8.14) CO(S*#Y, HUK)~C®(S*, HUU) ® C(Y, K).

The complex C*(U;) = C®(S3, HUU,) contains two generators, vy and v_, which differ in degree by
2 (mod 4). Indeed, the traceless character variety for (S3, H LIU;) is a 2—sphere, and we may perturb the
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Chern-Simons functional using a standard Morse function for S? leaving us with two critical points. The
differential on C#(U,) is zero for grading reasons, and we have a natural identification between C*(U,)
and its homology I*#(U).

We may then align our notation of generators v and v— with [Kronheimer and Mrowka 2011a], where
the v—map, denoted by there by o, is computed on I*(U,) as follows (see Remark 8.3):

v(vy) =2v—, wv(v-)=0.

Having determined 5“’(S3, H U Uy) to be the mapping cone of v as above on Zvy @ Zv_, using
Section 4.5 we compute C?(S3#Y, HUK) C 5"’(S3 #Y, HUK) to be

Zvy QC(Y,K)® Zv_ R C(Y, K)

with differential 1 @ d & 1 ® d —2F, where F sends Zvy ® Cy to Zv—_ ® Cyx— identically. This chain
complex is clearly the same as Cone(—2y), which is isomorphic to Cone(2y). |

Note that the results above fit together to form an exact triangle:

v Y, K) —— MY, K) ——— I"(Y,K) ——— IN(Y,K) ---

wo | ] |

oo Ho(C(Y. K)) —— Hy(Cone(2))) —— Hy(C (Y. K) 2 H,_((E(Y. K)) -

Here, the vertical maps are induced by the equivalences of Theorems 8.9 and 8.13, the bottom horizontal
arrows are induced by the short exact sequence for a mapping cone complex, and the top horizontal arrows
are defined to commute. There is similar long exact sequence involving 7%(Y, K) and I*(Y, K) obtained
from Kronheimer and Mrowka’s unoriented skein exact triangle applied to the situation of Figure 14; see
[Kronheimer and Mrowka 2011a, Section 8.7].

The skein triple in Figure 14 may be viewed as obtained from the skein triple for (S, H LU;), (S3, H)
and (S3, H) (setting (Y, K) = (S3, U;) in Figure 14), and then connect summing with (Y, K) at a point
on Uy C H U U; away from the crossing resolutions. The naturality of our equivalences with respect
to split cobordisms, together with the computations in [Kronheimer and Mrowka 2011a, Section 8.7],
implies the following.

\C@ V@ \@

Figure 14: Left: the skein triple involving (S3#Y, (H LU, )#K). Middle and right: two instances
of (S*#Y, H# K). The basepoint on H LI U; lives on the unknot Uy .
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Proposition 8.16 The exact triangle (8.15) is isomorphic to the exact triangle obtained from the unori-
ented skein exact triangle as described above.

If we work over the coefficient ring IF = Z /2, then 2 = 0, and (8.15) splits.

Corollary 8.17 Over the field F = 7 /2 there is a natural 7 /4—graded isomorphism
YK F)y = INY, K F)s @ INY, K;F) s

This last corollary is essentially [Kronheimer and Mrowka 2019b, Lemma 7.7].

8.3 Local coefficients and the concordance invariant s*(K)

Let (Y, K) be a based knot in an integer homology 3—sphere. Consider the ring
To =7 ®Q=QIT*]

of Remark 7.5 tensored by @, so that Cx (Y, K; Ag,) is a Z /4—graded S—complex over 7. Recall that
to each critical point [ B] we assign the module 7"°!x (B) 0. A variation of our connected sum theorem
with local coefficients and one admissible link implies the following chain homotopy equivalence of
Z /4—graded mapping cone complexes over Jg:

CHY. K; A zy) = CO(SP, HUU ;A zy) ® 70 Co(Y, K3 A 7).
As in Section 8.2, the link (S3, H U U;) has its basepoint on U;. The local coefficient system on
(S3, HU Uy) is defined just as for (Y, K) but using only Uj.

Thus we are in the situation of (8.14), but with local coefficients. Still we have that C® (S 3. HuUy; Azy)
is isomorphic to a rank 2 module T v+ @® Jgv— with trivial differential. However, the v—map is different
here: it is determined by

v(vy) =2v—, v(v-)=QRT*+2T > —4)v,.

This follows from the computation of p(u) and ¢(u) in the proof of Proposition 4.1 of [Kronheimer and
Mrowka 2013]. Forus, u = T', and v(v4+) = ¢(u)v— and v(v—) = p(u)v4+. This leads to the following
description of C¥(Y, K; A )+ it is chain homotopy equivalent to the complex

d T?+2772 - 4)XD

(8.18) (G(Y, K;Az)s ® C(Y, K5 A ) stas [2X 5

where x is as defined in the previous subsection. Note that if we set T = 1 we obtain the mapping cone
of 2x, as expected.

The following was proved in [Kronheimer and Mrowka 2013] for knots in the 3—sphere.

Proposition 8.19 For (S3, K) any based knot in the 3—sphere, I¥(S3, K; A 7) has rank 2 as a module
over 7, with generators in gradings which differ by 2 (mod 4).
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We remark that our grading convention in this case is different from the one of [Kronheimer and Mrowka
2013] by a shift. The two generators for 7#(S?, K; A ) are typically denoted by z+ and z—, and have
gradings 1 and —1 (mod 4) in the convention of [Kronheimer and Mrowka 2013]. This structure is
exploited in [Kronheimer and Mrowka 2013] to define a concordance invariant s*(K) for knots in S3.

The construction of s¥(K) is as follows. Choose a surface cobordism S: U; — K from the unknot U; to
K with a path between basepoints. This induces a map

I*(S; A7) I (U Azy) — TH(K: Az,

where the superscript in I#(K; A 7)) indicates that we mod out by torsion. Then there are ele-
ments 04 (S) € Jgp such that we have I*(S; Agy) (v+) = 04+(S)z+ if g(S) is even, and otherwise
I*(S; A7y) (v+) = 0+(S)zF. Pass to the local ring of g at T =1, and let A = T — T~'. Then there
are unique natural numbers mft (S) such that in this local ring o (S) is up to a unit equal to AL (S),

Finally,
sH(K) = 2g(S) — L (m% (S) + m*.(9)).

In particular, s*(K) is determined by the cobordism map 7#(S; A z,). Now suppose ([0, 1] x S3,S)isa
negative definite pair. From the naturality of our connected sum theorem with respect to split cobordisms,
the map 7#(S; A 7,) is induced by the element (0, Ay(1),1) @ (0, A, (1), 1) in the chain complex (8.18).
We summarize:

Proposition 8.20 Let (Y, K) be a based knot in an integer homology 3—sphere. Then there is a natural
chain homotopy equivalence from CH(Y, K; A 7,) to the complex (8.18). If Y = S 3 and there is a
surface cobordism S: U; — K in [0, 1] x S with negative definite branched cover, then the concordance
invariant s*(K) is determined by the S—complex Cx(K: A 7,,) and the element A5 (1) therein induced
by S.

Remark 8.21 Upon developing our theory for more general cobordism maps, we expect that the negative
definite cobordism condition on S can be removed, and one can obtain an interpretation of s¥(K) in
terms of the S—chain homotopy type of 5*(K ; A 7)) for an arbitrary knot K. o

8.4 Instanton homology for strongly marked webs

Kronheimer and Mrowka [2019b] defined a variation of singular instanton homology for webs in 3—
manifolds. A web in a closed, oriented and connected 3—manifold Y is an embedded trivalent graph L C Y.
Let w C Y be an embedded unoriented 1-manifold which may intersect the edges of L transversely, but
misses the vertices of L. We say a web is admissible if it satisfies the nonintegrality condition stated
above for admissible links, in which the link L is replaced by a web.

Given a web (Y, K), there is an associated bifold, denoted by }v’, which is an orbifold whose underlying
space is Y. The orbifold Y has points with isotropy Z /2 given by the edges of K, and points with isotropy
the Klein-four group V4 given by the vertices of K all other points in the orbifold have trivial isotropy.
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In [Kronheimer and Mrowka 2019b], the authors pass freely between the web (Y, L) and its associated
bifold ¥ .

There is a notion of marking data p for a web (Y, L), which consists of a pair (Uy, Ey), where Uy, C Y
is any subset and E,, — U, \ L is any SO(3) bundle. When 1 is strong, Kronheimer and Mrowka define
the instanton homology

J(Yip) = J(Y.L; p),

which is a vector space over IF = Z /2. This is constructed using SO(3) singular instanton gauge theory.
The marking data specifies a region for which we only allow determinant-1 gauge transformations. When
(Y, L, w) is an admissible web, the marking data is strong if it is all of Y. In particular, when L also has
no vertices, in this case

(8.22) J(Y ) =I1°(Y, L:F).

That is to say, in this case (L, ) is an admissible link, and we recover the instanton homology for
admissible links with F—coefficients. We will write (C (}V’; W), d) for the chain complex that computes
the F—vector space J (17; W). In general, this is not graded, but see [Kronheimer and Mrowka 2019b,
Section 8.4]. Note in (8.22) that w C Y is determined by the marking data p. More generally, (C (IV’; w),d)
is defined with coefficients in any ring with characteristic two.

To carry the construction of the map v from Section 3.3.2 over to this setting, we must address the issue
of bubbling. For context, we briefly recall why J (Iv’; 1) is not defined with general coefficient rings, as
explained in [Kronheimer and Mrowka 2019b, Section 3.3]. In describing d?, we consider the ends of
1-dimensional moduli spaces M (a1, @2)1. The ends of this moduli space are as before, unless a; = «5.
In this case, in addition to ends of the form [0, c0) x M (g, B)o % M (B, @1)o, there is an end of the form

(8.23) [0, 00) X V x Va4,

where V' C L is the subset of vertices of our web. This end represents bubbling at the vertices of the
web, a phenomenon which is absent in the case for links. However, because the Klein-four group V4 has
4 elements, the relation d2 = 0 holds if we work over any ring of characteristic two, for example.

Now choose a basepoint p € L away from the vertices. We have a holonomy map /14, ¢, : M (01, 03)1 = S!
defined as before. We must address the possibility of bubbling, represented by the end (8.23). A connection
class on this end with € [0, o) large is obtained by gluing, along a vertex in L, an instanton on R*/V,
to the flat connection on R x ¥ which is the pullback of «1. The key point is that because our basepoint
p € L is away from the vertices, the holonomy of any such glued instanton is close to the holonomy of
the flat connection on R x ¥ determined by o/, the latter of which is trivial.

In conclusion, we may modify our holonomy map to a map Hy, «, just as in Section 3.3.2, without
making any modifications along any end where bubbling occurs. Then our observation from the previous
paragraph implies that the cut-down moduli space {[A4] € M (o1,02)1 | Hyy,a,([A]) = h} for a generic
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h e ST\ {1} is, as before, a finite set of points. We may then define the endomorphism v on C ()\;; w.
Proposition 8.2 continues to hold in this setting, and we may form the mapping cone complex of v,

(8.24) C(Y,L:p):=C(Y;n)dC(Y;:pn), d= [‘lf 2}

We have the following variation of Theorem 6.1 when one of the based knots is replaced by a strongly
marked web; it generalizes Theorem 8.5 over IF.

Theorem 8.25 (connected sum theorem for a knot and a strongly marked web) Let (Y, K) be a based
knot in an integer homology 3—sphere and (Y’, L") a based web with strong marking data ju containing
the basepoint of L’. Let u* be marking data on the connected sum formed by connect summing the
marking data which is all of Y with . There is a chain homotopy equivalence of chain complexes over [F:

CY#Y K#L ;" ~CY,K:F)®C(Y',L": ).

Furthermore, the tensor product is naturally isomorphic to a mapping cone complex, making the chain
homotopy equivalence one of mapping cone complexes. The equivalence is natural, up to mapping cone
chain homotopies, with respect to split cobordisms.

We may also consider the case of a connected sum between two strongly marked webs. The following
generalizes Theorem 8.8 over IF.

Theorem 8.26 (connected sum theorem for strongly marked webs) Let (Y, L) and (Y’, L") be based
webs with strong marking data u and y’ containing the basepoints of L and L', respectively. There is a
chain homotopy equivalence of mapping cone chain complexes over IF:

CY#Y' ,L#L;pup)>~CY,. L)@ CY' L' 1).
Here ;U u’ is marking data obtained from gluing ;v and i’ on the connected sum.
8.5 Connect summing with a theta web

Let (Y, K) be a based knot in an integer homology 3-sphere. Let (S3, ©) be the theta web, as given in
Figure 15, with edges e;, e, and e3. Consider the connected sum (Y # 53, K # ®). The marking data
w=(Uy, E,), where U, is all of Y #S3, and E,, is trivial, is strong. We use the same notation j for

€l (&) e3

Figure 15
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the marking data restricted to (S3, ®). The argument in Section 2.2 of [Kronheimer and Mrowka 2019a]
provides an isomorphism

(8.27) J(Y #S3 K#0O;u) = I'(K;F).

We may recover this, and obtain a chain-level refinement, by applying Theorem 8.25. The complex
C«(®; p) is in fact Z /2—graded, and has one generator in degree 0. By the computation in Section 4.4 of
[Kronheimer and Mrowka 2019a], the v—map on this complex vanishes, and the mapping cone complex
Cs (®; ) is thus isomorphic to the Z /2—graded vector space IF(gy @ [F(1) with trivial differential. In other
words, Cx(©; ) is identical to the Hopf link complex afj’ (H;T). Applying Theorem 8.25 gives a chain
homotopy equivalence

Co(Y #S3, K#0; ) ~ Cu(Y, K: F) ® Ci(O: ),

of 7 /2—graded mapping cone complexes, similar to the proof of Theorem 8.9. In particular, we have a
chain homotopy equivalence of Z/2—-graded complexes over F,

Co(Y #S3 K#0; ) ~ CH(Y. K F),

which is natural with respect to split cobordism maps up to chain homotopy. Taking homology, we recover
(8.27). Similar reasoning allows us to recover /#(K;F) by taking the connected sum of K with an unknot
union a theta web.

8.6 Local coefficients from theta webs

More recently, Kronheimer and Mrowka [2021b] have used their instanton homology of webs to extract
new concordance invariants. Here we explain how a variation of our connected sum theorem implies
some structural results about these invariants.

Let (Y, K) be a based knot in an integer homology 3—sphere. Consider the ring
TN = F[TI:I:I , T2:|:l ’ T;tl].

Now orient K, and in a small ball surrounding the basepoint p € K, take the connected sum of K with a
theta web. We call the result K. This is a web with three edges ey, e;, e3, each oriented in a fashion
determined by the orientation of K, as in Figure 16. Let u be the marking data of the previous subsection.
The instanton complex C(Y, K b W) can be upgraded to a complex with a local coefficient system,

(8.28) (ClY, K; Agn). d),

which is a Z /2—graded chain complex over .#gn. The local coefficient system Apgn of #gn—modules is
defined using holonomies along the three edges of the web K U the variable T} is associated to the arc
containing the edge formed by the merging of K and e, while 7, and 73 are associated to the edges e,
and ej, respectively. We refer to [Kronheimer and Mrowka 2021a] for more details.
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K K
€1

€ e
2 es
€1 €3

Figure 16: On the left, we take our oriented knot K and perform a connected sum with a standard
theta web near the basepoint p € K. The result is K on the right, and we orient the three edges
of K" as indicated.

The homology of the complex (8.28) is denoted by
LAY, K; Apn) = He(C'(Y, K: Apy), d"),

and is a Z /2—graded .#gny—module. The recycling of the notation / " here is justified, as it is in [Kronheimer
and Mrowka 2021a], by the observations from Section 8.5. The v—map is defined in this setting, and there
are no reducibles, so we may as usual form the mapping cone complex of v,

(CH(Y, K: Apn). dY).

Let 7 = 7 ® F = F[T*!]. A variation of our connected sum theorem implies the following chain
homotopy equivalence of Z/2—graded mapping cone complexes over .7gn:

(8.29) CHY, K; Apn) ~ Co (Y. K; Ag) ® 7 CH(S?, Uy Apy),

where U; is an unknot. Here and in what follows, .#gN is viewed as a Sg-—algebra by identifying
T = Ty. The mapping cone complex 5,5 (S 3 U 1; ApN) is computed in [Kronheimer and Mrowka 2019a,
Section 4.4]: there is one irreducible critical point for the theta web, so we have CE (S 3.Us; ABN) = T,
while the v—-map & — & is multiplication by P € Jf, where

(8.30) P=T\LT+T T, ' T+ T 0T + T 15 T
Unraveling the right-hand side of the equivalence (8.29), we obtain

where P -y is multiplication by P between two summands of 6’* (Y, K; A ) ® 7 “BN- That is, according
to its decomposition as an S—complex over .¥gN, we have

000
(8.31) P.yx=|P
0
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In conclusion, the complex C,E (Y, K; Apn) and its homology [ ,E(Y, K; Agn) featured in [Kronheimer
and Mrowka 2021a; 2021b], while defined as modules over the ring #gn = F[TE!, T;F!, T in three
variables, is entirely determined up to chain homotopy equivalence by the S—complex Cx (Y, K; A )
over the ring JF in one variable. In fact, in the next subsection we will see a more precise statement
at the level of homology. A similar argument to that of Proposition 8.19 yields the following, which is
proved for Y = S?3 by a different method in [Kronheimer and Mrowka 2021a].

Proposition 8.32 For (Y, K) any based knot in an integer homology 3—sphere, the homology group
I,E(Y, K; AgN) has rank 1 as a module over .#gN.

We now assume that Y is the 3—sphere, and omit it from the notation. The importance of the modules
I u(K ; ABN), from the viewpoint of Kronheimer and Mrowka [2021a; 2021b], is two-fold. First is a
connection to combinatorial link homology: Corollary 6.6 of [Kronheimer and Mrowka 2021a] gives
a spectral sequence whose E,—page is a version of Bar-Natan’s Khovanov homology over .#gN and
which converges to 1 5(K: Agn). Second, a concordance invariant ZEN(K ) in the setting of 1 "(K: AgN)
is defined in [Kronheimer and Mrowka 2021b], which we now briefly review.

Let Frac(.#gn) be the quotient field of ./gN. A fractional ideal is an .#gn—module M C Frac(#N) such
that there is some s € .gN With sM C gnN. Let S: U; — K be a cobordism of knots from the unknot
to K. We have an induced map of rank-1 .#gn—modules

1°(S; Apn)': 1'(Uy; Apn) — I°(K; Apn)),
where 1 u(K : Apn)’ denotes the .#gny—module 1 n(K ; Agn) modulo torsion. Then
zan(K) i= P [IU(K: Apy)':im I%(S: Apx)'] C Frac(.7sn).
where g is the genus of S, and [N : M ] is the generalized module quotient,
[N :M]:={a/b € Frac(¥aN) |aM CbHN}.

The ideal ng(K ) is a fractional ideal, and is proven in [Kronheimer and Mrowka 2021b, Section 5] to be
a concordance invariant of the knot K.

Suppose that ([0, 1]x S3, S) is a negative definite pair. The existence of S is equivalent to the assumption
in (1.20) on the slice genus of K. Then we have a morphism of S—complexes C (S;Az): C Ur1: Az ) —
C (K; Az ). Upon tensoring with C (®; Agn) and using the naturality of our connected sum theorem,
we obtain that C¥(S; Apy) is chain homotopy equivalent to the map

(0. 8,81, 1): Tr @ SN — Ca(Y, K Ay) ® 7 T
We summarize some of our observations in the following.
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Proposition 8.33 Suppose that (Y, K) is a based knot in an integer homology 3—sphere. The module
I”(Y, K; ApN) over /N = F[Tlil, Tzil, T3i1] is determined by the S—complex 5* (Y, K; A g) over
T = IF[Tlil]. Specifically, we have a 7 /2—graded isomorphism

INY, K; Apn) = Ho(Co(Y. K: A ) ® 7 TN, d ® Lig, + P ¥),

where P - x is given by (8.31). Suppose Y = S? and that there is a surface cobordism S: U; — K in
[0, 1] x S with negative definite double branched cover. Then the image of the induced map I'(S; AgN)
in I'(K; AgN) corresponds to the inclusion of the element

As(1) = (0, Ax(1), 1) € Cu(Y, K; A ).

Thus in this case, the concordance invariant z]ugN(K ) is determined by the S—complex 5*(Y, K;Az)
over I = F[Tlil] and the element A,(1) therein.

All of the above may be carried out in the framework of the unreduced theory I*(Y, K) with local
coefficients induced by the theta web. In this case, we consider the ring

%# — F[Toil, T]:I:l’ T2i19 T;tl].

The group I*(Y, K; A+) is a module over %" and its local coefficient system is defined by holonomies
around K and the three arcs of the theta web; the variable Ty is associated with K, and Ty, T5, T3 with
the theta web as before. It is the homology of

(8.34) (CHY. K; Ayw), d?),

which is a chain complex associated to (Y, K) # (S3, U; U ©), where as before the connected sum
involves U;, not ©, and which has marking data p containing all of Y # S3, and local coefficient
system A g+. We form the mapping cone complex with respect to the v—map, and apply a variation of our
connected sum theorem, to obtain the equivalence

CHY, K Ayw) ~ Co (Y, K: Agiy) @ 7 CH(S3, Uyps Aw).

Here %" is a Zg-module by identifying 7' = T,. Now just as in Section 8.2, the complex C#(S3, Uy A 4#)
may be taken to have two generators in even grading, with trivial differential. The v—map in this case is
multiplication by P. Indeed, this follows from [Kronheimer and Mrowka 2021a, Proposition 5.9], after
identifying the v—map with the map induced by a genus 1 cobordism U; — Uj; see Remark 8.3. Then
(8.34) is chain homotopy equivalent to

(8.35) (Ce(Y. K: A7) @ B, d @ 1w + P - )2

In particular, the theory naturally splits into two chain complexes. Further, when we set Ty = 77 we
recover two copies of the chain complex computed above for 7 Ny, K; ABN).

Similar to Proposition 8.33, we obtain that the module 7*(Y, K; A+) over %" is determined by the
S—complex Cy(Y, K; A 7.) defined over I = F[Toil]. Specifically, we have a Z /2—graded isomorphism
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between (Y, K; A +) and the homology of (8.35). Furthermore, if ¥ = S3 and there is a cobordism of
pairs ([0, 1]x 3, S) from U; to K which is negative definite, then the concordance invariant z#(K) of
[Kronheimer and Mrowka 2021a] is determined by the cobordism map on S—complexes.

8.7 Relations to equivariant homology groups

Several of the constructions of the above chain complexes bare similarities to the equivariant homology
groups discussed in Section 4. To begin making these connections more precise, recall that given an
S—complex (Cs. d, Xx) over aring R, the equivariant complex (6*, d ) over R[x] is defined as follows,
where d is defined on C C C and extended R[x]-linearly:

Cy = Cy ®Rr R[x], 3=—c7+x-x.
We slightly extend this construction to incorporate base changes of R[x], as follows. Suppose S is another
ring, and ¢: R[x] — S is a ring homomorphism. Define (éf c?‘p) by
Cf=S®@rC d*(s-0) = —s-dE+ ()5 xQ).
Here s € S, ¢ € C , and S is considered an R—module by restriction. In other words, we have the

identification CA’f =Gy ® R[x] S as chain complexes over S. Note that when ¢: R[x] — R sends x to

zero, the complex éf is naturally identified with Cs.

As a simple example, recall that Theorem 8.13 expresses the chain homotopy type of C¥(Y, K) as the
mapping cone of 2y acting on Cs(Y, K). We may write this as

CHY,K) ~ C2 (Y. K),
where ¢ : Z[x]— Z[x]/(x?) is the ring homomorphism which is determined by sending x to the equivalence

class 2x (mod x?2).

For a more interesting example, we consider I#(Y, K; A +) as discussed in the previous subsection. We
saw there that the chain complex for this group is chain homotopy equivalent to the chain complex given
by (8.35). From this we obtain

(8.36) CHY, K D) ~ CL (Y, K; A 5)®% = (Co(Y, K A i) ® o1 292,

where ¢: Fp[x] > #* =F[TE!, T, T, TE!]is the Zp = F[T;!]-linear homomorphism determined
by sending x to P, where P is given as before by (8.30).

F[T lil, Tzil, T3i1] is a free module over F[ P]. (This is an immediate consequence of Proposition 8.40
below.) Tensoring with the ring IF[TOil] then shows that %" is a free module over . [x] with the above
module structure. As a consequence, the relationship (8.36) holds at the level of homology.

Corollary 8.37 Let (Y, K) be a based knot in an integer homology 3—sphere. The module I*(Y, K; A )
over Z* is isomorphic to (f(Y, K: A7) ®z[x] #")®2, where the ring structure of #* over g [x] is
given by sending x +— P.
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Remark 8.38 In [Kronheimer and Mrowka 2021a], an operator A is defined on / #(Y, K; A g+), associated
to the identity cobordism with a dot placed on the singular surface [0, 1] x K. The #*—module structure
of I*(Y, K; A+) then lifts to an .Z—module structure, where

F = Z"[A)/(A* + PA + Q).
We can lift the isomorphism of Corollary 8.37 to one of .#—modules. The result is
Y, K Ay) = T(Y, K3 A gip) @ o u] (UL A ),

where the .#-module structure is induced by that of I#(U;; A#). This follows from viewing A as
induced by a cobordism (with a dot) and the naturality of the connected sum theorem. As I#(U;; A ) is
isomorphic as an .Z—module to .Z, I*(Y, K; A ;) is an .#—module obtained from I (Y, K; A 5,) by the
base change Z[x] — .#, which is the base change of Corollary 8.37 followed by inclusion #* — .Z. ©

Similar results hold for the reduced theory 1 (Y, K; Agn), starting from Proposition 8.33. The description
of the chain homotopy-type of Cﬂ(Y, K; A ) given there may be represented as a chain homotopy
equivalence

(8.39) CAY, K Apy) = CL (Y. K: A ) = Cu(Y, K A ) ® 1] T,

where ¢: Tp[x] > SN =F[T lil, Tzil, T 3i1] is the I = F[Tlil]—linear homomorphism determined
by sending x to P. This module structure is elucidated by the following.

Proposition 8.40 The ring gN = ]F[Tlil , T 211’ T3i1] is free as a module over F[T lil, P].

As a consequence, the relationship (8.39) also holds at the level of homology.

Corollary 8.41 Let (Y, K) be a based knot in an integer homology 3—sphere. The module I"(Y, K; Agn)
over /BN Is isomorphic to I (Y, K; A 7) ® 70[x] -/BN, Where the ring structure of /gn over J[x] is
given by sending x +— P.

The proof of Proposition 8.40 needs some preparation. Firstly, we fix the dictionary order on Z>q X Zx>¢
by declaring (i, j) > (i’, j') if either i > i’ ori =i’, j > j’. For a nonzero element Q = > Ri,jT2iT3]
of the ring .#gn where R; j € F[Tlil], define

Deg(Q) := HI_H}X{(II'I, |7 | Ri,j # 0} € Zi>o X Z >,

where the maximum is defined with respect to the dictionary order. We also define L(Q), the leading
terms of such a nonzero Q, to be the expression

L(Q):= Y RyTiT] € #.
(1,17 =Deg(Q)
Geometry & Topology, Volume 28 (2024)
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Proposition 8.40 is a consequence of the following two lemmas.

Lemma 8.42 Suppose a subset G C N is given, such that the set
{L(gP")|g€G,i=>0}
forms a basis of .7gN over ]F[Tlil]. Then N is free over F[T lil, P] with basis G.

Proof Let Q € .“gN be nonzero. By assumption, there are Ry, ..., Ry € ]F[Tlil] and gg,...,gn € G
such that the leading terms of Q are given as the sum

L(Q)=) RiL(giP).
i
In particular, either Q =) ; R;g; P! or we have
Deg(Q -3 Rig,-P") < Deg(Q).
i

Thus by induction we can write Q as a linear combination of the elements in G over the ring IE"[TIjEl , P].
Next, suppose we have a relation of the form

N
> RugmP* =0

m=1
with R,, € F[Tlil] not all zero, k;, € Z>¢ and g, € G. Then we define (ig, jo) € Z>¢ X Z>( to be the
maximum of Deg(g;, Phim) among all m that R,, # 0. Therefore,

> RuL(gmP*) = 0.
Deg(gm Pkm)=(ip, jo)

This contradicts our assumption and implies that R,, = 0 for all m. In particular, G gives an IF[Tlil, Pl-
basis for ./gN. O

Lemma 8.43 Let G be the subset of ./gN given by
G:={T T/ T3T; Ty "5, Ty T TaT; " TaTs | m € Z,n € Ly}
Then {L(gP¥) | g € G,k > 0} is an F[Tlil]—basis for /N.
Proof For a given (i, j) € Zsq X Z=¢, we characterize all the elements of the form gP¥ with g € G

having Deg(ng) = (i, j). Because of the symmetrical role of 7, and 73, we assume that i > j. In
Table 1 we list all such elements g PX with degree (i, j).

It is clear that in each case the leading terms of the listed elements give an F[Tlil]—basis of
FITEWTiT), TiT, 7 1,7 T 15701, ),
the direct sum of which gives a decomposition of .#gy into F[Tlil]—modules. |
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i=j=0 | 1-P°
i>0,j=0| T -P°,T;" PO
i=j>0 | PGP, LT P~ T, T P!

i>j>0 | T,/ pl )Pl e T pid

Table 1

8.8 Remarks on some concordance invariants

For a knot K whose slice genus satisfies the assumption in (1.20), we have given rather specific recipes
for how to describe the invariants of Kronheimer and Mrowka [2013; 2021b] in terms of our theory
of S—complexes with local coefficients. It is natural to ask whether the concordance invariants s%(K),
ZEN(K ) and z*(K) are related to the various concordance invariants constructed in this paper. A closely
related question is the following:

Question 8.44 Are the invariants s*(K), ZIUSN(K) and z#(K) determined by the local equivalence class
of the S—complex C (S3, K; A 2) with local coefficients?

We now suggest a possible recipe for how the above concordance invariants may be derived more directly
from our equivariant homology theories. We first mimic the definition of ZE),N(K ), as far as we can, in
the setting of I (K; A ), motivated by Corollary 8.41. To ensure that we have a cobordism map at our
disposal, we assume that there is a connected, oriented surface cobordism S: U; — K in [0, 1] x S3 with
negative definite branched double cover. Then we have an induced map

I1(S: A7) T(U: Az — I(K:Ag),

where the prime superscripts indicate that we mod out by the torsion elements over J|[x]. Let g be the
genus of S. We define

(8.45) 2(K) :=x8-[I(K;Az) :im I(S; A 5.)] C Frac(J[x]).

Because the equivariant homology I (K; Az ) is arank 1 module over Zf[x], it is isomorphic as a module
to an ideal 7 C J[x]. Then Z(K) may be described as
2(K) = x8¢71 - I C Frac(%F[x)),

where ¢ = f(S; A z:)(1). Thus Z(K) is a fractional ideal for the ring FF[x] = F[T*!, x]. Now the ring
homomorphism J[x] — #gn induced by sending 7 + 77 and x — P induces a map from fractional
ideals of JF[x] to fractional ideals of .#gn. By Proposition 8.33 and the naturality of the isomorphism in
Corollary 8.41, we conclude that Z(K) is sent to z!(K) under this correspondence.

Similar remarks hold for the relationship between Z(K) and z#(K). Consider the homomorphism
Tw[x] = 2" induced by sending T + Ty and x +— P, and the homomorphism %" — .#gN which sets
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Ty = T7. We obtain the commutative diagram on the left:

Tr[x] /?(K)\
B —— N H(K) —— z(K)

These homomorphisms induce maps between the fractional ideals of the three rings, and via these
correspondences the invariant Z(K) is sent to z#(K) and zlngN(K ), as indicated in the diagram on the right.

There is a relation between Z(K) and the nested sequence of ideals Jin (K) defined in (7.9), which can

be described as follows. Given any g [x]-module Z in Frac(Z[x]) and any integer i, we define

ax? 7+ aj_j_x7 7 oty
bx/ +bj_1x/=1 4+ b

Ji(Z) = {% ‘ there exists an element € Z} C Frac(%r).

This is clearly a Zp—submodule of Frac(x).

Proposition 8.46 For any K as above, J; 4 (k)/2(2(K)) C Ji‘%F (K). In particular, J; (Z(K)) is an ideal
of .

Proof Suppose a cobordism S: U; — K is chosen as above. Recall that
I(K) = im(ix: T(K: Az ) = Te[x~", x]),
Ji’?]F (K) = {a € F | there exists an element ax " +a_;_1x "1 4+... €T}
First, with notation as in (8.45), we claim that
(8.47) [[(K:Az) :imI(S:Az)]=[3(K): I(S: Az ) (D],

where 1 € Zr[x~1, x] in (8.47) is a generator of J(U;) = [x] as a module over F[x]. This claim is a
straightforward consequence of the exact triangle in (5.2) and the fact that all elements in I (K; Ag) are
Jr[x]-torsion. Corollary 4.12 implies that
-1
I(S:Az)() =1+ Y bix'.

i=—o00
Leta/b € Jito(k)/2(2(K)). Then (8.47) implies there are P(x), Q(x) € F[x] such that
P(x)(l + Zi_=1—oo bixi)
Q(x)
and the ratio of the leading term of P(x)/Q(x) is equal to (a/b)x~*. Thus a/b € Jl.‘%F (K). |

€ J(K),

The above proposition and the preceding discussion provides a partial answer to Question 1.19 for the
family of knots with slice genus —o (K)/2.
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Question 8.48 Can the definition of Z(K) be extended to all knots in the 3—sphere such that the
relationship to z#(K) and Z]uaN(K ) described above still holds?

Note that if one constructs general cobordism maps for the equivariant theory, then there is an obvious
way of extending the definition of Z(K) to all knots using (8.45).

A similar discussion holds for s#(K). In particular, if there is a surface cobordism S: U; — K as above,
we may define 5(K) by replacing FF in (8.45) with F, and from our discussion in Section 8.3, s*(K)
may be recovered from 5(K).

9 Computations

In this section we study our invariants for two-bridge knots and torus knots. In particular, we prove
Theorems 1.14 and 1.12 from the introduction.

After discussing the utility of passing to the double branched cover in Section 9.1, we turn to two-
bridge knots, where much of the structure of our invariants can be described combinatorially. We
rely on previous results about instantons on R x L(p,q), which depend upon equivariant ADHM
constructions. Along the way we describe all of our invariants for the right-handed trefoil, from which
the computation 45 = 1 follows. We also make contact with Sasahira’s instanton homology for lens
spaces, from which Theorem 1.12 follows. We then discuss the (3, 5) and (3, 4) torus knots, making use
of Austin’s work [1995], which also relies on equivariant ADHM constructions. Section 9.5 discusses the
irreducible Floer homology of torus knots. Finally, in Section 9.6, we discuss some more examples for
which /(K) vanishes.

9.1 Passing to the branched cover

The geometrical input involved in the singular instanton Floer complexes Cx (K) for aknot K C S3 as
defined in Section 3 can be related to the corresponding data on the double branched cover 7: ¥ — S3
over K. On the level of critical sets, this is established in [Poudel and Saveliev 2017], and the description
extends to the cylinder in a straightforward manner.

Recall that the critical set €(K) = @(S3, K) of the unperturbed singular Chern—Simons functional for K
may be identified with the SU(2) traceless character variety of K from (2.2), denoted by 2 (K) =
2 (S3, K). For a closed oriented 3—-manifold Y, we define

Z(Y):={p:m(Y) = SU2)}/SU(2).

and via holonomy .2 (Y) may be identified with the critical set €(Y") of flat connections modulo gauge
transformations for the SU(2) Chern—Simons functional on Y. If Y is a Z/2-homology 3—sphere, as
is the case for X, then 2°(Y') is naturally identified with the corresponding SO(3) character variety, by
taking adjoints. In this case there are unique SU(2) and SO(3) bundles over Y up to isomorphism.
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Let 7: ¥ — X be the covering involution of X. Fix an SU(2) bundle over X and let gy, be its adjoint
bundle. A lift 7 of t to gy is specified by choosing a bundle isomorphism f: 7*gy — gy via the relation
T=fop!
whether T|g is the identity or of order two. We restrict our attention here to the latter case; these are

, where p: t*gy — gy is the pullback map. Such lifts fall into two types, depending on

locally conjugate to the model given in (2.28). For such a lift 7, the quotient Jx = gx/7 is an SO(3)
orbifold bundle over (S3, K), isomorphic to the adjoint orbifold bundle §g considered in Section 2.1.
Let €7 (X) denote the subset of €(X) of classes that are represented by a connection whose adjoint is
fixed under the induced action for some such choice of a lift 7. Now, define a map

I: ¢(K) — &(%)°

as follows: given an SU(2) singular connection representing a class in €(K), take its SO(3) adjoint,
pull back the induced orbifold connection to obtain an SO(3) connection on X, and then take the gauge
equivalence class of its unique SU(2) lift. In terms of representations, €(X)* corresponds to the subset
2 ()T C 2 (%) consisting of p: w1 (X) — SU(2) such that 7*p = upu~" for some order four element
u € SU(2), up to conjugacy.

The fibers of the map IT are either one or two points. More precisely, we may divide the classes in €(X)*
into three types, determined by their gauge stabilizers:

(i) Trivial The trivial connection class 6y with stabilizer SU(2).
(i) Abelian Nontrivial classes with stabilizer isomorphic to U(1).

(iii) Irreducible Classes with stabilizer {£1}.

The map IT is onto, and TT~!(fx) = {#}, where 6 is the reducible singular flat connection for K; the
fiber over a class of type (ii) in €(X)7 consists of a unique irreducible class in €(K); and over a class of
type (iii) are two irreducible classes in €(K). In particular, a nonirreducible class in €(X)* may come
from an irreducible class in €(K). In terms of representations, as is described in [Poudel and Saveliev
2017, Section 4], (i) corresponds to the trivial homomorphism, (ii) to nontrivial representations with
abelian image, and (iii) to nonabelian representations. An abelian representation in 2" (X)® lifts to a
unique binary dihedral representation in 2 (K), and an irreducible representation has two irreducible
lifts to 27 (K). The map Il factors as

E(K) — E&(K)/1 — €(2)",

where the first map is the quotient map associated to the flip symmetry ¢ of Section 2.3, and the second
map is a bijection. The fibers of IT consisting of one point are given by fixed points of ¢, while the fibers
with two points are the free orbits of ¢. In particular, the involution ¢ restricted to €(K) acts freely on flat
connections whose pullbacks to X are irreducible, and fixes all other connection classes.

For o, € €(K) we have an R—invariant flip symmetry ¢: M («, f) — M (1« () between moduli spaces
on R x (83, K), and 1> = id. Thus ¢ acts on M («, B) Ut M («, B) as an involution. If either « or f is
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fixed by ¢ we have an identification

(M (@, B) UM (@, B))/t = M (ax, Bx),

where M (ax, Bx)T is the moduli space of instantons on R x ¥ which are fixed by some lift T of the
branched covering 7 extended to the cylinder. Here oy, = I1(«) and By = I1(B). We also assume that
our metric on 3 is invariant with respect to the branched covering involution. (We assume for simplicity
that we do no need any holonomy perturbations to achieve regularity.) Then M (ax, Bx)" is the fixed
point set of a Z /2-action on M (ax, By) induced by t. If ¢ acts freely on both o and S we have instead
an identification

(M (@, B) UM (, B)) /LU (M (o, 1B) U M (ex, B)) /1 = M (a5, BT,

where the two sets on the left-hand side are disjoint.
Lemma 9.1 The involution t acts freely on ]\2(0{, B)u LM((X, B), and v(i[A]) = —v([A4]).

Proof Let[A4] € M (o, B) be a (nonconstant) instanton fixed by ¢. Then the pullback of [4] to R x X is
a nonconstant reducible. Since there is no such instanton we conclude that the action of ¢ is free. The
behavior of the monopole number with respect to ¢ is given in (2.25). |

9.2 Two-bridge knots

Let p and g be relative prime, with p odd. Write K, 4 for the two-bridge knot whose two-fold branched
cover is the lens space L(p,q). The critical set €(L(p, q)) is easy to describe. Write éi(p,q) for the
flat SU(2) connection class on L(p,q) corresponding to the conjugation class of the representation
71 (L(p,q)) =Z/p — SU(2) defined by ¢ — ¢ @ ¢, Then

—-1)/2
CL(P D) = &L (pgy -+ é’ép,q)/ ;-

Our convention is to identify L(p,q) with the quotient of S3 C C? by the action of Z/ p, where Z/ p,
viewed as the p™ roots of unity, acts as ¢ - (z, z) = ({z1, {925). Furthermore, the two-bridge knot K, 4
is the fixed-point set of L(p, ¢) under the involution induced by the conjugation action (z1, z3) — (Z1, Z2).
Thus the orbifold (S3, K p.,q) 18 the quotient of S 3 by the action of the dihedral group of order 2p.

As observed in [Poudel and Saveliev 2017], all of the classes in €(L(p, g)) are fixed by the action of t,
and so €(L(p,q)) = €(L(p,q))*. Furthermore, each é};( ) is reducible, and thus uniquely lifts to a
class & € €(K) which is fixed by ¢. Each of these is nondegenerate. Note that £° = 6 is the flat reducible,
while & for 1 <i < (p —1)/2 is irreducible. Thus our irreducible Floer chain complex has underlying

(ungraded) group given by
(p—1)/2 .
CKpg)= P z-¢.
i=1
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The gradings may also be computed, as recalled below. Consequently, the framed S—complex C (Kpg) =
C(Kp,q) ® C(Kp,4) @ Z has rank p. On the other hand, by Theorem 8.9 the homology of G(Kp,q) is
isomorphic to Kronheimer and Mrowka’s tl(K p.q)> Which is also of rank p by [Kronheimer and Mrowka
2011a, Corollary 1.6]. Thus d= 0, and in particular all the chain-level maps d, v, §; and 6, must vanish.
Proposition 4.15 implies:

Proposition 9.2 For a two-bridge knot K, 4, we have h(Kp 4) = 0.

This result is no longer true if we use local coefficients. The key observation is that some of the zero-
dimensional moduli spaces M (€%, £7)¢ are nonempty, and in fact consist of exactly two points [A] and [A'],
which descend to a unique instanton on R x L(p, ¢). The flip symmetry ¢ interchanges these instantons,
reversing orientations, and so their contributions to the differential considered above cancel. However,
it will happen that sometimes the monopole number v([4]) = —v([A’]) is nonzero, in which case the
contributions will not cancel in the setting of the local coefficient system A 5.

Moduli spaces of instantons on R x L(p, g) were studied in [Austin 1995; Furuta 1990; Furuta and
Hashimoto 1990]. See also [Sasahira 2013, Section 4.1] for a nice summary. An argument using the
Weitzenbock formula shows that all such moduli are unobstructed and smooth. The 0—dimensional moduli
spaces can be described explicitly, and are determined as follows. First, consider the congruence

9.3) a+qgb=0 (mod p).

We count solutions («, b) in a rectangle determined by k1, k, € Z~ as follows:

94)  Ny(ky, ks p.q) :=#{(a,b) € Z* solving (9.3), |a| <ki.|b| <k},

(9.5)  Ny(ky.ka: p.q) :=#{(a,b) € Z* solving (9.3), la| < ki, |b| = ky, or |a] = ky, |b| < kj}.

Theorem 9.6 [Austin 1995; Furuta 1990] Let 0 <i, j < (p—1)/2, wherei # j. Suppose there exists
ki,ko € Zisg and €1, &, € {41, —1}, such that the following hold:

9.7) ki =¢€1i+¢ej (mod p), gk, =—¢e1i +¢,j (mod p),
9.8) Ni(ki.ky; p.g) =1, Na(ky.ka;p.q) =0.

Then Avl(éi(p,q), éi(p’q))o defined for R x L(p, q) is a point. Otherwise it is empty.

Furthermore, the positive integers k; and k, above are related to topological energy as follows: when

there exists an instanton [4’] on R x L(p, ¢g) as in the theorem, we have
1 1 ~ kik
9.9) K(A)=— tr(Fa A Fa) = —ca(E) = =2,
8= JRxL(p.a) p p

where E — S% is an SU(2) bundle that supports an extension of the pullback of the instanton 4’ to the
4—sphere compactification of R x §3.
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We now return to the orbifold (S3, K 4). Consider a moduli space M (& i(p 2" & ]{ (» q))d of instantons
on R x L(p,q). It follows from the computations of [Poudel and Saveliev 2017, Section 7.1] that the
T—invariant moduli space has dimension d/2. Thus, pullback induces an embedding

(ME &) ap) /1> MEL g €L (pa)d

of smooth manifolds, whose image is the fixed-point set of an involution on the codomain. In particular,
setting d = 0, we find that M (€, &7), is entirely determined by the above theorem, combined with the
behavior of the symmetry ¢ as described in Lemma 9.1.

Corollary 9.10 Let 0<i,j <(p—1)/2, wherei # j, and consider the corresponding moduli space
M (', €7) of instantons on R x (S3, K ;).

N A T N P A j .
1) M(El,g‘j)o‘ = @ if and only 1fM(§’L(p’q), EL(p,q))o =g.
(i) If M (&', &7) # 9, then it consists of two oppositely oriented points.

In the case that M (€',€7)o # @, Theorem 9.6 implies that M (€',£7)¢ consists of two points. These
two points are oppositely oriented because of the vanishing of the maps d, §; and é,. To compute the
maps d, 61 and 6, with local coefficients, we have:

Proposition 9.11 Suppose M (£, £7)¢ # @, so that it contains two instantons [A] and ([A]. Let k =k k»,
where k1, k, € Z~¢ are solutions to (9.7) and (9.8). Then

_ ({0} if k =0 mod 2,
(A4, v([A]D} = {{2’ —2} ifk=1mod?2.

To prove this we utilize the twisted spin Dirac operator. To set this up, let [A] € M (§',£7), so that 4
is a singular instanton on R x (S3, K, 4). Pull back 4 to an instanton on R x S3. By Uhlenbeck’s
removable singularity theorem, this pullback connection extends, after possibly gauge transforming, to
an instanton A on the compactified S*. Write E — S* for the bundle on which A is supported, and set
k := ¢y (E).

Recall that (S3, K 4) is the quotient of S3 by the dihedral group D, p» generated by { € Z/p C U(1)
and t € Z/2, where ¢ - (z1,22) = ((21,8925) and T (21, 22) = (Z1,Z2). Here we view S3 C C? as the
unit sphere. This action extends to C? U oo = S*. We may lift the action of D, p to an action of the
binary dihedral group 54 p of order 4p on the bundle E. This lift may be chosen such that A is invariant
under the action of 54 P

The action of D, on the 4—sphere also lifts to an action of D, p on the spinor bundles S + > S*. Thus
we may consider the spin Dirac operator coupled to A:

D7 T(E®ST)—»T(E®ST).

The group Dy p induces actions on the domain and codomain, and 7 18 equivariant with respect to these
actions. Write T for the lift of the action of 7 to Dy
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Proposition 9.12 Lef(T, P = %IJ(A).

Proof We use the Atiyah—Segal-Singer equivariant index theorem, as stated in [Berline et al. 1992,
Theorem 6.16], applied to the operator ) 4 and the action of T € 54 P

1 A(S?)ch(z, E)
21 Jgo det(1 — 1y -exp(—Fn)) /2"
Here S2 = R? U oo C S*# is the fixed-point set of z; the term ch(7, E) is defined to be Tr(7 -exp(=F 3));
Fy is the component of Riemannian curvature form of .S 4 normal to S2; and 7, is the action of T on the

Lef(7, D Z) =

normal bundle over S2. We have A (S?) = 1. The connection A descends to the singular connection A4,
and so by assumption there is a preferred reduction Lo L' — S? over the fixed-point set, at which A
splits as /To @ ZE‘; Furthermore, the action of 7 on L & L~ is of the form diag(i, —i). Thus

N i 0 -Fi, 0 P
ch(r,E)_Tr(|:0 —i} exp|: 0 FZO])_ 2iFj,.

The action of 7 on the normal bundle of S is by negation, so for the denominator we have
det(1 — 7 -exp(—Fn))~"/? = det(1 +exp(— Fy)) /2 = L(1 + L Fy).

We find that only the constant term of the denominator contributes to the final integral:

e pay=—L [ pip. Lot [ g1
Lef(7, D7) = 5 /SZ 2iF 7 3= 3 /:92 Fz =7v(4).
The last equality follows because the fixed point set S2, with 0 and oo removed, is mapped with the
connection A isomorphically to R x K with the connection A. |

The character of /) 7 restricted to the subgroup Z/2p C Dy p» Which we write as indz,/; , (P 1), 18
computed in [Sasahira 2013, Section 4.2]. For 0 <i <2p — 1, we write y; for the character of Z/2p
defined by sending the generator to e/7%/?_ Then

2p—1
(9.13) indz,2p(Bp) =D M(j.ki.ky:p.q)-x;.

j=0
where the coefficient M (j,k;,k,; p,q) is defined to be the number of solutions (c,d) € Z? with
0<c<ky—1and0<d <k, —1 to the congruence

(9.14) —ki+2¢+14q(—ka+2d +1) = j (mod 2p).

Here k; and k, are solutions to (9.7); in the situation we consider, they will be uniquely determined as
also satisfying (9.8). The binary dihedral group 54 p has p — 1 two-dimensional representations, whose
characters we denote by X; for I < j < p —I; and also 4 one-dimensional representations, denoted by
)'Z(“)—L and )?;t. Here )’Z(T is the trivial representation and ) has 7 acting by —1. The restriction from Dy ?
to the subgroup Z/2p sends

(9.15) XjP X+ xap—j for1<j<p—1, Xz X0  Xp ™ Xp-
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In particular, if we consider the 54 p character of D - We may write
p—1
indg, (B7) =ngXa +ng%o +ny iy +n,%, + Y nik%
j=1
The operator ) 7 1s surjective, so each of these coefficients is nonnegative. We then have, combining
(9.15) and (9.13):

M(@j. ki k2 p.g)+ MQ2p—j. ki kaip,g)=nj for1<j<p-1,
M(0.ky.kaip.g) =nf +ng., M(p.ky.kyp.q)=n}+n,.

Observe that x;(7) = 0, while )"('3E () = £+1 and )"('I:,t () = +i. Consequently, we have Lef(7, [ 7=

n(’; —ny, . This Lefschetz number is real by Proposition 9.12, so necessarily n;' =n

;.

Proposition 9.16 Let 0<i, j <(p—1)/2, where i # j, satisfying (9.7) and (9.8) for some k1, k, € Z~,
so that the moduli space M (& lL ()’ & I{ (» q))O = {[A']} is a point. Then the associated coupled spin Dirac
operator D 4+ defined over R x L(p, q) is surjective and

0 Ifklkl = 0 mod 2,

dimker I 4 =
imker ) 4 {1 if kyky = 1 mod 2.

Proof Suppose M (0,ky,k>; p,q) > 0, so that there exists a solution (c, d) to (9.14) with j = 0, where
0<c<ki—land0<d <k,—1. Then (a,b) witha := —k; +2c+1and b := -k, +2d + 1is a
solution to (9.3) with |a| < k1 and |b| < k,. However, the assumption Ny (ky, k»; p,q) = 1 implies the
only such solution is (a, b) = (0, 0). Thus

c=3ki—1) and d=31(kr—1)

are uniquely determined, and we must have M (0, k1,k,; p,q) = 1 and k1k, = 1 (mod 2). The same
reasoning shows that if K1k, = 0 (mod 2) then there is no solution to (9.14). It remains to observe that
M (0, ky,ky; p,q) is precisely ind I 4 = dimker I 4. O

Proof of Proposition 9.11 By Proposition 9.16, ni +ny =0if k =k1k, =0 (mod 2), and nf +ny =1
if k =kik, =1 (mod 2). Note nojE € Zx=¢. By Proposition 9.12, n(’; —ny = Lef(7, EZ) = %V(A), from
which the result follows. |

The assumption that [4] € M (€', £7) lies in the O—dimensional component of the moduli space was only
used in the proof of Proposition 9.16, and there we only relied on the relation Ny (k1, k5; p,g) = 1. In
general, we have [4] € ]\vl(éi, £7)4, where

d = Ny(k1.ka; p.q) + 1 Na(ky. kai p.g) — 1

for some k1, k, satisfying (9.7). Note that the involution («, b) — (—a, —b) on the sets appearing in (9.4)
and (9.5) shows that Ny (kq, k»; p,q) is odd and N, (ky, ko; p, q) is even. In particular, if d = 1, then we
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must have Ny (k1,k2; p,q) =1 and N, (ky, k»; p,q) = 2. Thus the above work carries through in this
situation as well.

Corollary 9.17 If [A] € M (€', &7),, then the conclusion of Proposition 9.11 still holds.

9.2.1 The irreducible chain complex with local coefficients We now have an algorithm to compute
the irreducible chain complex (C«(Kp,4: A ® F), d), which is a module over Z ® F = ]F[Uil, Til],
along with the maps §; and §,. We have
(p—1)/2
Cu(Kpg: AQF)= P U -FU' T*'-¢.
i=1
Fixing 1 <i < (p—1)/2, let k1, k, € Z~( be any pair of solutions to (9.7) after setting j = 0. Using
(9.9) the Chern—Simons invariant ¢; associated to & I s given by
_ 2-kiky  kiky
- 2p  p

Ci .

The factor of 2 appears in the denominator because the orbifold (S?, K, 4) is the quotient of L(p, ¢) by
the branched cover involution, while the factor of 2 appears in the numerator because the Chern—Simons
functional is related to the scaled action 2«. Furthermore, the Z /4—grading of the generator £’ is given by

gr(€") = Ni(k1.k2: p.q) + 3 Na(ky ki p.g) (mod 4).
Next, fix 0<i7,j <(p—1)/2andi # j. Define a;; € F[U, T+ to be

b U—kik2/p(T2 _ T=2) if there exist k1, ky € Z~¢ solving (9.7) and (9.8), with k&, odd,
Y7o otherwise.

Then the maps d, §; and §, are determined as
(d§'. &) =aij. $1(E") =aio.  (82(1).§") = ao;.

All that remains, in order to describe the entire S—complex Cs (Kp,q: A ® F) (and in fact all of its
structure as an enriched S—complex), is to compute the v—maps. Properties of the 2—dimensional moduli
spaces M (& ’L ()’ & i (p,q))Z are described in [Austin 1995], and it seems probable that the v—maps can
be computed directly, starting from the equivariant ADHM constructions described therein.

Remark 9.18 Although we have not computed the v—maps here, Corollary 9.17 determines the monopole
numbers of instantons which contribute to the v—map. o

Remark 9.19 If we work over the general local coefficient system A, without tensoring by I, we have
only determined each map d, §; and §, up to a sign, ie each a;; should be written instead as +a;;.
However, as long as there are no “cycles” in the differential, it is straightforward to verify that these signs
do not matter, and our description determines the equivalence class of the complex over A. o
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9.2.2 Sasahira’s instanton homology for lens spaces The complex computed above is closely related
to a version of instanton homology for lens spaces defined by Sasahira [2013], the idea for which goes
back to Furuta [1990]. We first define the underlying chain group, which is a vector space over F = Z/2,

to be (r=1)/2
Ci(L(p.0)= P F-& o
i=1
The minus sign in —¢ is included to properly align our orientation conventions with [Sasahira 2013].
There is of course a natural identification of this group with Cx(Kp, —4:F), via § lL — ™ £, and we
define a Z /4—grading on C,(L(p,q)) using this identification. Next, consider
Fy = F[x]/(x* +x + 1),
the field with four elements. We have a ring homomorphism f: F[U*!, T#1] — [F,, which is determined
by f(U)=1and f(T)=x. Note f(T?>—-T72)=1. Then
(déi(p,—q)’ Ei(p,—q)> = flaij) € F C Fy.
The homology of the complex (C«(L(p, q)), d) is denoted by I+(L(p,q)), and is a Z /4—graded F—vector

space. That this is the same as the definition in [Sasahira 2013] follows from Proposition 9.16. Another
notation for /(L (p, g)) in [Sasahira 2013] is given by Iio)(L (p,q)).

Theorem 9.20 There is an isomorphism from (Cx(Kp 4: AF,),d), where the local system Ay, is
obtained from A ® F via the base change f:F[U*!, T*1] — F4, to Sasahira’s chain complex

(Cu(L(p. =) ® F4. d)
tensored over F4. As a result,
1+(Kp.q: AR,) = Ix(L(p. —q)) ® F4
as 7./4—graded vector spaces over the field Fy.
In particular, the Euler characteristics are equal, and given by 0 (K, 4)/2. Thus we obtain a way of

computing the signature of K, ; from the arithmetic functions Ny (k1,kz; p,—q) and Ny (ky, k2; p, —q),
although the authors suspect that this is probably not new.

Remark 9.21 Proposition 9.16 simplifies the construction of (C«(L(p, q)), d) given by Sasahira. Indeed,
in [Sasahira 2013], the coefficient d := (dé};(p,_q), éi(p’_q)) is computed in two steps: (1) first, check if
the relevant O—dimensional moduli space is empty or a point [A’] using Theorem 9.6; then, (2) compute
ind P 4, and its parity will give the answer for d € IF. However, Proposition 9.16 says thatind D 4 = kk»
(mod 2), where k; and k, have already been determined in step (1), via Theorem 9.6. o

Corollary 9.22 Let k € Z. Then h »(Kgj1,—2) = 0 for any coefficient system A .

Proof Sasahira [2013, Proposition 4.9] computes that I.(L(8k + 1,2)) = 0. Essentially the same
computation shows I (Kgg1,2: As) = 0, which implies the result. O
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9.2.3 Invariants for the right-handed trefoil We describe the full structure of the our invariant for
the right-handed trefoil, which with our conventions is the (3, —1) two-bridge knot. Recall that we write
% = Z[U*', T*1]. From Section 9.2.1 and Remark 9.19, we have

Cu(K3_1;A)=U"2%-£",

To compute ¢q, note that the solution (k1, k) to (9.7) and (9.8) fori = 1 and j = 01is (k1,kp) = (1,1).
Thus ¢; = k1ka/p = % This also gives the usual grading of U/3&1 as 1 (mod 4). There is no room for a
v—map, because there is only 1 generator. The map 8 is zero for grading reasons, while §; is determined by

§1(EY) = +UTV3(T? -T2,

using the data of kq and &, discussed above. The generator U 1/ 3¢! will be identified with the homotopy
class of the path from £! to @ determined by the unique instanton that contributes to the computation of §;.
The instanton grading of this generator is given by the Chern—Simons invariant of this path, which is %

Next, the S—complex Cy:=Cy (K3—1;A)is
Co=UB2z-EYOo Uz xeYoz-0,
where the generator U'/3 y£! has grading 2 (mod 4), and the differential is simply

0 00
d= 0 00
+UV3T2-T72) 00
This determines the I-graded S—complex of the right-handed trefoil and, as no perturbations are necessary,
also the isomorphism type of its enriched S—complex.

We may also compute the equivariant homology groups. Let us first continue to work over our universal
coefficient ring Z = Z[T*!, U*!]. The exact triangle (1.5) splits:

0— I(K3—1.A) 25 T(Ks -1, D) 255 T(Ks —1. Ay) — 0.
More precisely, this is a short exact sequence of Z[x]-modules, and is computed from our description of
the S—complex for K3 _; given above and the definitions in Section 4:

: -1
1/3 1 i 1 D+ Zx~", x]
(9.23) 0->U""%-& ®Zx]|— Z[x " ,x] — T2 7251 1 ] — 0.

Here p. is the obvious projection, i embeds Z[x] into Z[x ™!, x], and
i*(U1/3§1) — (T2 _ T_Z)X_l.

The Z[x]-module structures on the second and the third groups in the exact sequence (9.23) are the
obvious ones, while on the first group we have

(9.24) x UVl =T2_T72 e %x],
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with the usual module structure on the #[x]-factor. From this description it is clear that the ideal
J = im(i4) introduced in Section 4.3 is

I=(T>-T Hx ' +zx]c z[x ', x].
Our nested sequence of ideals of %, from (7.9), is given by
JP=(T*-T72), J'=0 fori=2, J'=% fori<O.
We summarize some more consequences of these computations.
Proposition 9.25 For the right-handed trefoil we have h, = 1. The same holds for h o for any integral

domain base change .# for which U and (T? — T~2) remain nonzero. Furthermore, the function
ng I’ 7 — Rsq U oo for R = Z|T*!] satisfies

0 ifk<0,
rg (=41 ifk=1,
0o ifk=2.

We turn to the base change Z& = F[T'*!]. Using Corollary 8.41 we may recover the computation of
1 u(K 3,—1: Apn) from [Kronheimer and Mrowka 2021b]. Here we note that

C(Ks_1.M5)=1(Ks_1.Az) = T -£' & Tplx],

where similar to before, the J|[x]-module structure is the standard one on the summand Z[x], but just
as in (9.24) acts on the generator £! as

(9.26) x-E'=T?-T72 e Fx[x].

Now Corollary 8.41 gives us an isomorphism of .#gny—modules

9:27) I'(Ks,—1: Apn) 2= 1K1 A ) ® 7] o
We have a surjective homomorphism to the right-hand side of (9.27),

(9-28) SBN @ TN — (T €' ® 7.[x] TBN) B T8N,

which sends (a,b) — (§! ® a,b). Using relation (9.26) and the fact that the module structure of
BN = ]F[Tlil, T 2i1, T3i1] over Jx[x] sends x — P, we find that the kernel of (9.28) consists of
elements (Pa, (T? —T2)b). Thus In(K3,_1; AgN) has the presentation

TN = TN ® TN, 1> (P, T?=T72).

We have recovered part of [Kronheimer and Mrowka 2021b, Proposition 8.1], proven by an entirely
different method:

Corollary 9.29 Let K be the right-handed trefoil. Then I%(K; Agn) is isomorphic as an gn—module
to the ideal (P, T? —T~?) C .
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Since the slice genus condition in (1.20) is satisfied by the right-handed trefoil, we can define the
ideal Z(K3,—;) and use [Kronheimer and Mrowka 2021b, Proposition 8.1] to see that it is equal to
(x,T?>-T72).

9.3 The (3,5) torus knot

We now turn back to the coefficient ring Z, and study some knots which have nontrivial # = /7 invariants.
We begin with the torus knot K = T3 5, whose double branched cover X is the Poincaré homology sphere
3(2,3,5). Recall that for an integer homology 3—sphere such as X, Floer’s chain complex (Cx(X), d)
for the Z /8—graded instanton homology /.« (X) is generated by the irreducible critical points in €(X),
perhaps after a suitable holonomy perturbation. For the Poincaré sphere, no perturbation is needed, and
there are two nondegenerate irreducibles {ay, fx} C €(X), so we can write

Ci(2) = Z(l) © Z(S) = 1«(2).

The Floer gradings are gr(ey) = 1 (mod 8) and gr(By) = 5 (mod 8). Our convention is that gr(ay) is
the expected dimension modulo 8 of M (ayx, fx), the moduli space of finite-energy instantons on R x X

with limits oy and Oy at —oo and +o00, respectively, where 6y is a trivial connection.

From our discussion in Section 9.1, and the fact that €(X)* = €(X) (see [Saveliev 1999, Proposition 8]),
there are four irreducibles in €(K), which are nondegenerate: two lifts, & and ¢, of @y, and two lifts,
B and (8, of Bx. We may use the zero perturbation and the index computations of [Poudel and Saveliev
2017, Theorem 7.2] to write

(9.30) Cu(K) = Z{1y @ Lyy = 1+(K),

where each Z () is generated by one of o and t, and each Zs) by one of B and (8. For grading reasons,
as already indicated in (9.30), we have d = 0.

For grading reasons, §, = 0. We now turn to §;. Recall that 3 (2, 3, 5) is a quotient of the 3—sphere by an
action of the binary icosahedral group in SU(2) 22 S* of order 120. In particular, it has a metric of positive
scalar curvature, covered by the round metric on the 3—sphere. Using an equivariant ADHM construction,
Austin showed that for this metric, all finite-energy instanton moduli on R x 3 are unobstructed, smooth
manifolds, and

M (as, 0x)o = {{A]}

consists of one unparametrized instanton up to gauge; see [Austin 1995, Proposition 4.1]. The metric may
be chosen so that the covering involution 7 that yields the orbifold (S3, K) is an isometry; see [Dunbar
1988] for the classification of spherical orbifolds. Again, our discussion from Section 9.1 implies that
each of M (o, 0) and M (tar, B)¢ consist of a unique instanton, [4] and ([ A], respectively, which lift [4'].
Consequently, 8 : Z%l) — Z is nonzero, from which /(73,5) = 1 follows.
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By Theorem 8.9, a chain complex computing (K) for the (3, 5) torus knot is

000
~ 2 2 2 2 7
1

On the other hand, it is known that 7%(K) has rank 7. Indeed, for a general knot K, Kronheimer and
Mrowka’s spectral sequence [2011a] provides the rank inequality

rank Kh'(K) = rank I'(K),

where Kh™4(K) is the reduced Khovanov homology of K. For the (3, 5) torus knot, the left-hand side
is equal to 7. Furthermore, rank 77(K) is bounded below by |Ag|, the sum of the absolute values of
the alexander polynomial; see (9.35). For the (3, 5) torus knot we have |Ag| = 7, so rank I"(K) = 7 as
claimed. It is straightforward to see that §; v = 0, for otherwise the homology of E'*(K ) would have rank
less than 7. Thus /(73,5) < 1, and we obtain:

Proposition 9.31 For the (3, 5) torus knot K, we have h(K) = 1.

9.4 The (3, 4) torus knot

The case of the (3, 4) torus knot K is similar to that of the (3, 5) torus knot. This is because the double
branched cover is again a finite quotient of S3, this time by the binary tetrahedral group in SU(2) = S3
of order 24. Again €(X)* = €(X) and there are two classes oy, 85 € €(X) apart from 0y, but in this
case one is abelian, say Syx. Thus there are two irreducibles «, ta € €(K) that pull back to ax;, and only
one B € €(K) that pulls back to Bx. Using [Austin 1995] and [Poudel and Saveliev 2017, Lemma 7.5]
we compute

9.32) Cu(K) = Z{y @ Z3) = 1+(K),

where each copy of Zy) is generated by one of « and (o, while Z 3y is generated by 8. We sketch the
computation for the reader.

We begin with the algorithm of Austin [1995]. We start with the graph G+ of the extended Dynkin
diagram E ¢ for the binary tetrahedral group 7*. By the McKay correspondence, this graph encodes the
unitary representation theory of the binary tetrahedral group. We recall that 7* is the subgroup of SU(2),
viewed as the unit quaternions, given by

(£, 40, £), kL F1£i £/ £k)).

Let {R;} be the set of unitary representations of 7* up to isomorphism. We let R; be the trivial
representation of 7%, R the tautological representation including 7 into SU(2), and R3 = R the two
nontrivial U(1) representations; note that 7* has abelianization Z /3. Then the vertices of G are {R;},
while R; and R; are connected by an edge if upon writing R; ® R, = ) _n;; R; we have n;; = 1; in
general, n;; € {0, 1}.
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Ry 0 =R ® R,
~ ’
Gr+ = E¢ Gr« S+
R2 Ol=R2
e ® B=R;®R;

R3; Ry Rs Re¢ Ry

Figure 17

Next, let G/T* be the graph obtained from G7+ by identifying conjugate representations. In our case,
we only identify R3 and R;. Then form a new graph .77+ by extracting the vertices of G/... that are
SU(2) representations, and connecting two vertices by an edge if there is a path in G7.. connecting the
representations not passing through any other SU(2) representations. Austin shows that for a vertex v in
ST+ corresponding to oy € €(X),

dim M (ay, 0x) = 41(v) — 3 (mod 8),

where /(v) is the length of a shortest path of edges from v to R; @ Ry = 0y within .7«. From Figure 17
we compute in our case that dim M (ay, fy) = 1 (mod 8) and dim M (Byx, 0s) = 5 (mod 8).

Finally, from [Poudel and Saveliev 2017, Lemma 7.5] we have for any nontrivial y € €(K) the relation
dim M (y,0) = 1(dim M(I1(y), 05) + 1) (mod 4),

from which we conclude that gr(e) = gr(ta) = 1 (mod 4) and gr(8) = 3 (mod 4). This verifies the
computation of (9.32). Furthermore, from [Austin 1995, Proposition 4.1] and the fact that «x, is adjacent
to Oy, in the graph .7, the moduli space M (s, 0x)o is a point. Just as for the (3, 5) torus knot, we
conclude that §; # 0 on C;(K). Now

Ce(K) = (L3, ® L3)) & (L) ® L)) ® Lo
has rank 7, while 7%(K) has rank 5, because rank Kh™®(K) = 5 =| A g|. We again conclude that #(K) =1,

just as for the (3, 5) torus knot.

Remark 9.33 An alternative approach to computing the gradings replaces Austin’s algorithm with
Fintushel and Stern’s method [1990]. However, the most important input above is in showing that §; # 0,
which follows from Austin’s equivariant ADHM construction. o

9.5 The irreducible homology of torus knots

Fintushel and Stern [1990] computed I« (X(p,q,r)), Floer’s Z /8—graded instanton homology for the
Brieskorn integer homology sphere ¥ = X (p, g, r). Here p, g and r are relatively prime positive integers.
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The unperturbed critical set €(X) is nondegenerate, and each generator has odd grading, so that d = 0

Let p and ¢ be odd. Then X(p, ¢, 2) is the double branched cover of the torus knot K = T}, 4. Just as
in Sections 9.3 and 9.4, €(X)* = €(X) by [Saveliev 1999, Proposition 8]. Furthermore, according to
[Collin and Saveliev 2001, Lemma 4.1], the gradings of the generators in Cx(X) are congruent mod 2 to
the gradings of the corresponding generators in Cyx(K). Thus here also d = 0 and C«(K) = I.(K). By
Theorem 2.36 we obtain

(9.34) [(Tyq) = 27°Tra)/2

supported in odd gradings (mod 4). The conjecture in [Poudel and Saveliev 2017, Section 7.4] is equivalent
to the rank of /(7)) being evenly distributed between gradings 1 and 3 (mod 4).

The isomorphism (9.34) also holds when one of p or ¢ is even. In fact, in this case and when p and ¢ are
odd, one can directly count that the number of irreducible traceless SU(2) representations in 2 (T 4) is
equal to —o(7}p,4)/2, using [Klassen 1991, Theorem 1] and formula (9.38) below. These representations
correspond to nondegenerate critical points, and thus Cx(Tp,4) has rank —o (T} 4)/2, providing an upper
bound on the rank of /4(7},4). Theorem 3.6 provides the same lower bound, implying the isomorphism
(9.34).

9.6 More vanishing results for 4 (K)

We describe some simple conditions under which /2(K) = 0 for a knot K C S3. Write Ax = a jtj for
the symmetrized Alexander polynomial with Ag (1) = 1, and define

INSEDNT)
J
to be the sum of the absolute values of its coefficients. The instanton homology 1 1K) is isomorphic
over C to the sutured instanton knot homology of K by [Kronheimer and Mrowka 2011a, Proposition 1.4],
the latter of which has an additional Z—grading whose graded Euler characteristic is the Alexander
polynomial [Kronheimer and Mrowka 2010a; Lim 2010]. This implies

(9.35) rank I'(K) = |Ag]|.

On the other hand, by Theorem 8.9, I"(K) is isomorphic to the homology of the S—complex Cx (K)=
Cx(K)PCy—1(K)PZ. In particular, if the irreducible complex Cx(K) may be chosen to have %(| Agl|-1)
generators, then the differential of Cy(K) is necessarily zero by (9.35), and in particular, §; = §, = 0,
implying /4 (K) = 0. More precisely, given a perturbation for which €, (K) = €™ U {#} is nondegenerate,
if |€4(K)| = %(|A x|+ 1), then #(K) = 0. For the examples we will consider, the perturbation 7 will

always be zero, so that the implication may be written in terms of the traceless character variety 2 (K).
That is, if 2°(K) is a finite set of nondegenerate points, then

(9.36) |2 (K)| = 1(Ak|+1) = h(K)=0.
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Applying this to the case of torus knots, we obtain the following:
Proposition 9.37 For K a (p, q) torus knot, if 1 + |0 (K)| = |Ak|, then h(K) = 0. This condition is
satisfied by the following two families:
(p.2pk+2), withk=1 p= 1 (mod2),

(p,2pk+£(2—p)), withk>=1, p==+£1 (mod4).
Proof For a (p, g) torus knot, we saw in the previous subsection that 2" (K) is nondegenerate and has
cardinality equal to |0(K)|/2 + 1. So the first part of the claim follows from (9.36).
The signature of torus knots is given by the expression [Litherland 1979; Kauffman 1987]
9.38) 0(Tpg) =(p—D(g—1)—4-B(p.q).
where, assuming that p is odd, we have

B(nq):#{(m,n) \ l<m=<ip-D.1sn=<¢g-11=<=+

3

SEES
_Q I

A straightforward computation shows that

B(p.q) = {%(p—l)%(3kp+k—1:|:3) §fq:zkpiz,
Tp-DECk+D)ICp+1)—F+2)F|ip| ifg=Qk+1)p+2.
Thus we can use (9.38) to write
U(qu):{—(p—l)(kp—i-k:l:l) %fq=2kp:|:2,
: ~(p-D(Ck+Di(p+ D x2)£4|Lp] ifg=0Ck+DpL2.

The Alexander polynomial of a torus knot is given by the formula
P -1)@—1)

BT

In the case that ¢ = /p £ 2 with / > 1, this formula simplifies as

{1+(l—1)( p—1 ll=—01 tpj+2i+2€i;l)/2 t2i—1) ifq=lp—|—2,

Tp.q

i=1 J

L (= (0P ol ppi—2 D2 =201y if g = p 2,

T, p.qa
i=1
These identities imply that

|AT1).Ip:i:2| = %(p - 1)(([9 + 1)/ :|:2) +1.

From the above identities it is easy to check that the identity 1 + |0 (K)| = |Ag| holds for the mentioned
families of torus knots. |

The same method may be applied, for example, to find Montesinos knots K with 4(K) = 0. In this case,
the double branched cover X of K is again a Brieskorn homology sphere X (p, ¢, r), and by [Fintushel and
Stern 1990], the unperturbed critical set €(X) = 2°(X) is nondegenerate and of cardinality 2|A(X)| + 1,
where A is the Casson invariant. For example, the (—2, 3, 7) pretzel knot satisfies (9.36), and consequently
has h = 0.
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Appendix Modified holonomy maps

In this appendix we construct the modified holonomy maps that are used to define the v—map, and related
maps, first used in Section 3.3.2 of the main text. The construction is inspired by one that is described in
[Donaldson 2002, Section 7.3.2].

Fix a pair (Y, K) of an integer homology sphere and a knot. Let 7 be a perturbation of the Chern—Simons
functional for the pair (Y, K), and for any & € €"(Y, K) fix a neighborhood Uy, of o in B(Y, K) together
with a subset Wy C € (Y, K) that maps diffeomorphically to I, via the projection. For instance, we may
use a Coulomb chart around « to pick Wy. We call elements of W, lifts of the elements of ¢,. Then for
each pair of irreducible critical points a; € €l7(Y, K), we obtain the holonomy map

ha]aZ:%’(Y,K;al,az)eSl

that is invariant with respect to translations, as outlined in Section 3. Recall that the holonomy is of the ad-
joint connection along R x{ p}, where p € K is a basepoint. The preferred reduction of the bundle along the
singular locus guarantees that this holonomy lies in S! 22 SO(2) C SO(3). Below we implicitly assume that
all holonomies are of the adjoint connection, without further mention. We wish to modify the map /¢, o, 50
that the restrictions of this map to the moduli spaces of instantons have the properties listed in Section 3.3.2.
Our key tool in the construction of modified holonomy maps are almost homomorphisms of S!.

Definition A.1 An almost homomorphism of S is the data of a sequence of continuous maps
hy: [0, 00)K x (SHFH > ST for k >0,
satisfying the following properties.
(i) Forl <i <k,ifs; > 1 then
B (s1s oo Sim1 iy Sits ooy Sk 80581+ k)
=i (Sit1s- s Sks&ivev o &k) him1(S1, -0, Sim1, 805+ -+ &i—1)-
(i) For1<i <k,ifs; <3, then
I (S1s ey Sic1sSiaSidt 12 Sk 805810+ -+ 8k+1)

=hk—1(51,---,Si—l’Si-i-la---aSkagOagl,---,gi—Zagigi—lagi+1,---,gk-{-l)- <

Remark A.2 An almost homomorphism of S! is essentially a version of a homotopy diagram (as defined
in [Vogt 1973]) for the category S!, where S! is viewed as a groupoid. o

Example A.3 For any k > 0, define /iy, : [0, 00)k x (S1)k+! - ST as

(A4) hi(s1,82, ..., 5,80, 81>+ 8k) = &k * &k—1 """ &o-

Clearly this sequence of maps defines an almost homomorphism of S!, which we call the canonical
almost homomorphism. o
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Definition A.5 A homotopy of almost homomorphisms is a family of continuous maps
Ek: [0, 1] x [0, 00)* x (Sl)k’L1 — S!

such that for any ¢ € [0, 1], the sequence of maps {h;c}kzo defined by h;{(-) = Zk(t, -) is an almost
homomorphism. We say that {/; }x>¢ is a homotopy between the almost homomorphisms {hz}kzo and

{h S ke=o- o

Lemma A.6 Let hy: S' — S be a continuous map and 170: [0,1]x ST — ST be a homotopy from the
identity map to ho. Then hg can be extended to a homotopy of almost homomorphisms {hy }>¢o such that
{hg}kzo is the canonical almost homomorphism.

Proof We may construct Ek: [0, 1] % [0, 00)k x (S1)**! — S! by induction on k. Suppose ﬁk is
constructed for k¥ <i — 1 such that the maps h;c satisfy (i) and (ii) of Definition A.1, and h2 is given by
(A.4). We wish to extend this construction to /; while the above properties are still satisfied. The properties
in Definition A.1 and the condition on h? uniquely determine hi (t, 51,52, ....5k, 80, &1, ---» &%) When
t = 0 or one of s; belongs to [0, l] U [1,00). These points in the domain of l'zui form a retract of
[0, 1] [0, 00)k x (S1)k*+1 and hence we may extend h; to the rest of its domain. |

The inductive argument in the proof of Lemma A.6 can be used in the construction of almost homomor-
phisms that satisfy additional properties. The following lemma gives an instance of such properties.

Lemma A.7 Forany k > 0, let Sy be a subset of [0, 00)* x (S1)**1! such that Uk>o Sk is finite. Then
there is an almost homomorphism {hy };>¢ which is homotopic to the canonical almost homomorphism
and such that hj, evaluates to 1 at the elements of Sy.

Now for each pair o1, oy € €(Y, K), we define a modified holonomy map

Hy o,: BY, K;ay,a;) — S!

that depends on the choice of an almost homomorphism {/j };>o which is homotopic to the canonical
almost homomorphism, and the choices of Uy and W, for each « € €'(Y, K). For [A] € B(Y, K; a1, ay),
let [A¢] € (Y, K) denote the restriction of [4] to {¢t} x Y. Let V[gﬂ be an open subspace of R such that
t e V[(,)4] if and only if [4,] belongs to Uy for some choice of . We also need an open subspace V[ 4] of
V[(,)él] consisting of the points ¢ such that ¢ is in an interval I of length at least % and I C V[(,)zl]'

The definition of V] 4] implies that it is a union of finitely many open intervals. Thus there is a sequence
of real numbers

bo<ay<by<---<ap<by<ayg4; suchthat Vg =(—00,bo)U(ay,by)U---Ulag,br)U(ak41,0).

For 1 <i <k, define
Si:=b;j—a; and ¢ = %(a,- + b;).
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Since ¢; € V4, there is a preferred lift of [A;] to Wy C €(Y, K) for some «. In particular, we may
obtain a well-defined g; € S! by taking the holonomy of [4] along {y} x [c;,cj41] forany 1 <i <k —1.
Here y is the basepoint on the knot K as before. Similarly we may take the holonomy of [A4] along
{y} x (=00, cq] and {y} X [ck, 00) to respectively obtain go and gi. Clearly /iy, q,([A4]) is equal to the
product gy - gx—1 - - go- We define

Halag([A]) zhk(sl’SZ?"'?Sk?gO?glw"?gk)'

Proposition A.8 The map Hy,o,:%(Y, K; a1, az)— S! is continuous and invariant with respect to trans-
lation action on B(Y, K; a1, o). We may also assume that any given finite subset S of (Y, K; o1, ®3)
is mapped into 1 € S!.

Proof Property (ii) in Definition A.1 implies that if we remove the intervals in V4 with length at
most % to obtain V[’A], and then follow a similar definition as that of Hy,,([4]) with V[/A], we obtain
the same value of Hy,q,([A]). For [A'] € (Y, K; a1, «;) that is close to A, the subspace V[’A,] of R is
close to the subspace of V] 4] given by intervals of length at least % From this and continuity of almost
homomorphisms, it is easy to see that Hy,«, is continuous. It is clear from the definition that Hy, «,
is invariant with respect to the translation action. The last part of the proposition is a consequence of

Lemma A.7. O

Singular connections on the cylinder associated to (Y, K) can be glued to each other to form new singular
connections. For instance, for any ay, a3 € €, (Y, K) and &, € €'(Y, K), we have the gluing map

Gl: B(Y,K;a1,a2) X Rag x B(Y, K; 0, 03) > B(Y, K; 0, x3).

To be more specific, let f: R — [0, 1] be a smooth function such that f(z) =0 forz <—1and f(z) =1 for
t > 1. Suppose [A] € B(Y, K;a1,x;) and [A'] € B(Y, K; a5, a3). We may assume that the representative
connection A for [A] is chosen so that it is in temporal gauge and is asymptotic to the fixed lift in Wy,
of ap as t — oo. This assumption fixes A uniquely. Similarly, let A" be in temporal gauge and asymptotic
to the lift of ay as t — —oo. Now GI([A4], T, [A’]) is the element of (Y, K; a1, «3) represented by the

connection . .
(7 ) (1= (17 )Jert.

where 73: R X Y — R x Y is the translation 74(¢, y) = (¢ + s, ¥). The following proposition describes

the behavior of modified holonomy maps with respect to the gluing map Gl.

Proposition A.9 For any [A] € (Y, K;a1,a;) and [A'] € (Y, K; ay, a3), we have

Tli—>moo Hy, oz (Gl([A]’ T, [A/])) = Ho,a; ([A/]) “Hy o, ([4)]).

Proof For fixed [A] and [A’], as T — oo, there is a corresponding index i with parameter s; — 0o, and
the result follows immediately from property (i) in Definition A.1. O
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The restriction of the maps Hy, o, to the moduli spaces M (a1, a2)q can be used to construct the maps
required for the definition of the map v in Section 3.3.2. By taking .S in Proposition A.8 to be the union of
O0—dimensional moduli spaces, we may assume that property (H1) in Section 3.3.2 is satisfied. Properties
(H2) and (H3) hold by similar arguments as in Proposition A.9. The only missing point is that our maps
at this point are only continuous. (In fact, continuity of these maps would be enough to define the map v
and prove Proposition 3.16.) By induction on d and for d < 2, we may approximate the constructed maps
M (1, 00)g —> S 1 such that properties (H1)—(H3) still hold and the restriction of H,,
of M(al,az)d is smooth.

1, to each stratum

Next, we turn to the definition of modified holonomy maps for a cobordism of pairs (W, S): (¥, K) —
(Y’, K’) that are compatible with the chosen modified holonomy maps for (¥, K) and (Y’/, K’) in an
appropriate sense. To achieve this, first we introduce the corresponding notion for almost homomorphisms.

Definition A.10 Suppose {/if }x>0 and {/} }x>¢ are almost homomorphisms of S L. A continuation from
{hi}i=o to {h;c}kzo is the data of a sequence of continuous maps

hk,l: [O, oo)k+l X (Sl)k+l+l — Sl
for any k,/ > 0 satisfying the following properties.
(i) Forl <i <k,ifs; > 1, then
/ / / /
hk,l(slv"'vsi—l’sissi-i-la---askasl’---’S]vgls---vgk’g’g17""gl)
/ / / /
:hk—i,l(si-i-ls""Sk’Sl"--’sl’gi-i-la"'agk?g?g]?--'7gl)'hi—l(slv"'vsi—l?glw--?gi)’
and for 1 <i </, if s; > 1, then
/ / / / / / /
B (St Sky S oo S5 8isSigqsesS 81s > 8k> & &1rv - &))
/ / / / / / / / /
=Ry (Siqse s Sp 8inee s &) hp i1 (S5 SE ST S8 8K & 8 &)
(i) For1<i <k,ifs; <3, then
/ / / /
hk,l(sl"--’Si—lvsi’si+19"'9Sksslv--~7sl’g1’---’gkvgvglv---vgl)
/ / / /
=hk—l,l(sls---1Si—lvsi+17"'7Sk’sls"'1Slvg17'"7gi—17gigi+l9-"9gk’g’g1’---,gl)-

In the above identity, if i = k, then g;g;+; should be replaced with g;g. Similarly, for 1 <i </,
if s/ < 1, then

i — 2
B (St Sk S e S SEa ST e n S 81 8K 80 812 8))

=R 1 (S1s e Sk ST i Sy S 8l Q& & 811 81r iy &1
and if i = 1, then g;_, g/ should be replaced with gg:. o

Example A.11 Given any almost homomorphism {/ }x >0, there is a trivial continuation from {/x }x >0
to itself given by hy ; = hy4; for any k,/ > 0. o
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Lemma A.12 Let {hy}r>¢ and {h;c}kzo be homotopic almost homomorphisms of S'. Then there is
a continuation {hy ;}x ;>0 from {hy x>0 to {h) }x>o. Moreover, we can assume that the continuation
maps evaluate to 1 at any finite subset Uk,lzo Sk,1 contained in the union of the domains of {thy 1}k 1>0-

Proof We wish to construct the maps Ay ; by induction on k +/. In each step of induction, the properties
in Definition A.10 determine /& ; on a subset of the domain. However, there might be an obstruction to
extending the map to the whole domain. To resolve this issue, we use a similar trick as in Lemma A.6 by
constructing a stronger object. Suppose the family of almost homomorphisms {fh{;c}k=0 gives a homotopy
from {/iy }r>0 to {h?{}kao. Then we inductively construct a map

Zk’l: [0, 1] x [0, oo)k+l % (Sl)k+l+1 gl

such that for any 7 €0, 1], the sequence of maps {h;c,l}kZO defined by h;@l( )= ﬁk71 (¢,-) is a continuation
from {h}g>o to {Zﬁc }k=o and the continuation {hggl}kzo from {hy}r>0 to {hg}r>0 is provided by
Example A.11. In particular, {hllc [ Hk=0 gives a continuation from {/ }x>o to {/} }x>0. Now there is no
obstruction in carrying out the induction step. A straightforward examination of the construction shows
that the property in the second part of this lemma can be guaranteed in this inductive argument. |

A similar inductive argument can be used to prove the following lemma.

Lemma A.13 There is a homotopy between any two choices of continuation {hg 1}k 1=0 and {h}( k120
provided by Lemma A.12. To be more precise, there is a continuous map

ilvk,l: [0, 1] X [O’Oo)k-l-l > (Sl)k+l+1 N Sl

for any k,[ > 0 such that {hfc,l}{k,IZO}’ given by hf@l = i;k’l(t, -), is a continuation that is equal to the
given continuations for t = 0 and 1. Moreover, for any finite subset S of the union over k and [ of the
spaces (0, 1) x [0, oo)ktHl x (SHkH 1 we may assume that the maps izvk,l evaluate to 1 at the points
of S.

Now we are ready to define modified holonomy maps for a cobordism of pairs (W, S): (Y, K) — (Y', K')
and a path y connecting the basepoints y and y’ of K and K’. For the pair (Y, K), fix an almost
homomorphism {/ } x>0 homotopic to the canonical almost homomorphism, a neighborhood ¢4,, and a
lift Wy, of Uy for each o € €"(Y, K). Fix similar choices for the pair (Y’, K’). Using Lemma A.12, we
may find a continuation { ;}x ;>0 from {1 } x>0 to {4} }x>o. For [A]€ B(W, S;a,a) and t € (—00,0),
let [A;] € (Y, K) denote the restriction of [A] to {¢} x Y on the cylindrical end associated to (¥, K).

Let V] 4 C (-0, 0) consist of 7y such that there is an interval I of size at least % containing #y such that
for any ¢ € I, [A;] belongs to one of U,. Similarly, we define a subset V[’A] C (0, 0c0) using the restriction
of [A] to {¢t} x Y’ on the cylindrical end associated to (Y’, K’). There are real numbers

/ / / /
bo <ay <by <---<ap <bp<0<ay<by<---<a <by<a,,
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such that the sets V[ 4] and V[’A] have the form
Vid) = (—00,bo) U (a1.b1) U+ U (ag. b) and V(g = (d}.b}) U+ U (). b)) U (a},,. o).
For1 <i <k and 1 < j </, define real numbers

sic=bi—ai, c¢i=3@i+bi).,

YR
J.—bj a

/ A W/ /

For2<i<kand1<j<I—1,letg; € S! and g€ S be respectively the holonomy of [A] along
{y}x[ci—1,ci] and {y'} X [cJ’.,c]/.+1]. We also let g; be the holonomy of [A] along {y} x (=00, ¢1], let g;
be the holonomy of [4] along {y'} x [c;, 00), and let g be the holonomy of [A] along y from {y} x {ci}
to {y'} x {c]}. We define

HY ((AD = hie g (s, oSk ST oo S) 810 8k 8 8o 81)-

Similar to the case of cylinders, H&/ o  BW, Sa,a)—> S 1 is continuous, and we assume it maps a

given finite subset S of Z(W, S;a, ') into 1 € S!. There are gluing maps
Glin: B(Y, K; a1, a2) X Rag x B(W, S;a3,0') — BW, S;a1,a),
Glou: BW, S;a,0)) xRaogx BY', K507, ay) = BW, S, 05),
such that the following relations hold:
tim_ HY, o (Clin((A). T. [A)) = H], o (A') - Haya (4],

dim HY (Glow (AL T.[A) = Hyy, (4D - HY,, (4D,

We use the restriction of the map H 0’; o to the moduli spaces M (W, S;«, )y, after a smooth approxima-
tion, to define the map w in Section 3.3.3. Verifying Proposition 3.20 uses compatibility of H 0}: o With
respect to the gluing maps spelled out in the last paragraph. Lemma A.13 allows us to show that the
map i (and the remaining components of the cobordism map associated to (W, S)) are invariant of the
auxiliary choices (including the choice of the continuation) up to chain homotopy.
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