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Abstract—Multiobject tracking (MOT) is an important task
in robotics, autonomous driving, and maritime surveillance.
Traditional work on MOT is model-based and aims to establish
algorithms in the framework of sequential Bayesian estimation.
More recent methods are fully data-driven and rely on the train-
ing of neural networks. The two approaches have demonstrated
advantages in certain scenarios. In particular, in problems where
plenty of labeled data for the training of neural networks is
available, data-driven MOT tends to have advantages compared
to traditional methods. A natural thought is whether a general
and efficient framework can integrate the two approaches. This
paper advances a recently introduced hybrid model-based and
data-driven method called neural-enhanced belief propagation
(NEBP). Compared to existing work on NEBP for MOT, it
introduces a novel neural architecture that can improve data
association and new object initialization, two critical aspects of
MOT. The proposed tracking method is leading the nuScenes
LiDAR-only tracking challenge at the time of submission of this
paper.

Index Terms—Multiobject tracking, Bayesian framework, neu-
ral networks, LiDAR, autonomous driving,

I. INTRODUCTION

Multiobject tracking (MOT) [1], [2] is an important ca-
pability in a variety of applications, including autonomous
navigation, applied ocean sciences, and aerospace surveillance.
In MOT, the number of objects to be tracked is unknown,
and there is measurement-origin uncertainty, i.e., it is un-
known which object generated which measurements. Thus, key
aspects of MOT methods are data association, object track
initialization, and sequential estimation. Traditional model-
based MOT methods have evolved from Bayesian filtering
theory and perform object track initialization, motion predic-
tion, data association, and measurement updates based on well-
established statistical models. Model-based MOT approaches
include vector-type methods such as the joint probabilistic
data association (JPDA) filter [3], the multiple hypothesis
tracker (MHT) [4], and belief propagation (BP) [5]. Recent
developments in this Bayesian framework [6] also include set-
type methods [7] such as the probability hypothesis density
(PHD) filter [8], the labeled multi-Bernoulli (LMB) filter [9],
and Poisson multi-Bernoulli (PMB) filters [5], [10], [11]. To
obtain tractable algorithms, model-based methods are typically
implemented using a Gaussian mixture or particle-based repre-
sentation of probability density functions (PDFs). Model-based
MOT methods have been tailored to specific applications by
introducing additional parameters to be estimated and tracked,
such as the time-varying detection probabilities [12], [13],
maneuvering motion [12], [14], and objects extents [15], [16].
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Fig. 1. Considerd multiobject tracking scenario. LiDAR measurements,
ground truth, and tracking results of the proposed method. The orange dashed
rectangles indicate the object estimates and the black rectangles indicate
ground truth..

A recent trend in MOT is using data-driven methods that
make use of neural architectures such as the multi-layer
perceptrons (MLPs) [17], graph neural networks (GNNs) [18]–
[21], and transformers [22]–[24] that are trained with labeled
data. Although their structures vary, the primary objective of
most data-driven methods is to extract information for data
association and object track estimation. For example, [19] used
a GNN to perform data association. Due to the expressive
power of neural networks [25], data-driven methods are able
to extract complex features from data that are difficult to be
described by a statistical model.

Recently, neural-enhanced belief propagation (NEBP) for
MOT was introduced to combine the advantages of model-
based and data-driven approaches [26]. NEBP combines BP-
based MOT [5], [27] with a GNN that extracts features from
raw sensor data and exchanges information with model-based
BP. One significant advantage compared to fully data-driven
methods is that established statistical models can still be
utilized. At the same time, neural networks enhance traditional
models with information learned from raw sensor data. The
original NEBP approach can achieve state-of-the-art perfor-
mance in autonomous driving scenarios [26]. In this paper,
we propose NEBP+ for MOT. Compared to the original NEBP
approach [26], NEBP+ introduces an improved neural archi-
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tecture and makes use of additional types of features. The key
insights leveraged by the neural architecture of NEBP+ is that
the overall MOT performance can be increased significantly
by (i) using precomputed differences of features as input to the
neural architecture and (ii) fusing different feature similarities
based on learnable weights. The contributions of this paper
can be summarized as follows.

1) We propose a novel neural network architecture that
enhances the messages of BP-based MOT by learned
information and features extracted from raw sensor data.

2) The proposed NEBP+ method is applied to the nuScenes
autonomous driving dataset [28] and can achieve state-
of-the-art object tracking performance.

At the time of submission of this paper, the proposed tracking
method is leading the nuScenes LiDAR-only tracking chal-
lenge [28].

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we will introduce the basic assumptions for
Bayesian MOT and establish the used notation.

A. Object States and Transition Model

At time k, there are Nk potential objects (POs) xi
k, i ∈

{1, 2, . . . , Nk}, where Nk is the maximum possible number of
objects that have generated a measurement, and the existence
of each PO is modeled by a binary random variable rik ∈
{0, 1}. A PO xi

k exists if and only if rik = 1. For simplicity,
we use the notation yi

k = [(xi
k)

⊤ rik]
⊤ for a PO state that has

been augmented by an existence variable. An object detector is
applied to sensor data and produce Jk measurements denoted
as zk = [(z1k)

⊤ (z2k)
⊤ · · · (zJk

k )⊤]⊤.
Generally, there are two types of POs:

1) The Legacy POs: yi
k
= [(xi

k)
⊤ rik]

⊤, i ∈ {1, 2, . . . , Ik}
represent objects that have generated a measurement at a
previous time step k′ < k. The joint state of legacy POs
is defined as y

k
= [(y1

k
)⊤ · · · (yIk

k
)⊤]⊤.

2) The New POs: yj
k = [(xj

k)
⊤ rjk]

⊤, j ∈ {1, 2, . . . , Jk} rep-
resent objects that generate a measurement at time k for
the first time. Each measurement zjk, j ∈ {1, 2, . . . , Jk}
will form a new PO yj

k. The joint state of new POs is
defined as yk = [(y1

k)
⊤ · · · (yJk

k )⊤]⊤.
When the measurements of the next time step are considered,
new POs will become legacy POs. Thus, the number of legacy
POs at time k is Ik = Ik−1 + Jk−1 and the total number of
POs is Nk = Ik + Jk. The joint PO states yk at time k is
defined as yk = [(y

k
)⊤ (yk)

⊤]⊤.
Given the PO state yi

k−1 at time k− 1, its transition to the
legacy PO yi

k
at time k is assumed to be independent and

identical according to a Markovian dynamic model [1]. Then,
the transition PDF of the joint PO states yk−1 at time k − 1
can be expressed as

f(y
k
|yk−1) =

Nk−1∏
i=1

f(xi
k, r

i
k|xi

k−1, r
i
k−1).

If the PO i does not exist at time k − 1, i.e., rik−1 = 0, it
cannot exist at time k. Thus, the state transition PDF can be
expressed as

f(xi
k, r

i
k|xi

k−1, 0) =

{
0, rik = 1

fD(xi
k), rik = 0

where fD(xi
k) is an arbitrary “dummy” PDF since states of

nonexisting POs are irrelevant. If the PO i exists at time k −
1, i.e. rik−1 = 1, then it continues to exist with a survival
probability ps, i.e.,

f(xi
k, r

i
k|xi

k−1, 1) =

{
psf(x

i
k|xi

k−1), rik = 1

(1− ps)fD(xi
k), rik = 0.

B. Data Association and Measurement Model
In this paper, we only consider the point object tracking, i.e.,

each object can generate at most one measurement, and each
measurement can originate from at most one object. The for-
mer is described by the “object-oriented” data association vec-
tor ak = [a1k a2k · · · aIkk ]⊤, where each element takes value in
{0, 1, 2, . . . , Jk}. The latter is described by the “measurement-
oriented” data association vector bk = [b1k b2k · · · bJk

k ]⊤, where
each element takes value in {0, 1, 2, . . . , Ik}. Under the data
association assumption, they are equivalent since one can be
determined from the other [5]. The indicator function is used
to check whether ak and bk are consistent, i.e.,

Φ(ak,bk) =

Ik∏
i=1

Jk∏
j=1

ϕi,j(aik, b
j
k),

where

ϕi,j(aik, b
j
k) =


0, aik = j, bjk ̸= i

bjk = i, aik ̸= j

1, otherwise.

The factor Φ(ak,bk) = 1 if ak and bk describe the same valid
data association event. For a legacy PO i, the state likelihood
function is defined as

q(xi
k, 1, a

i
k; zk) =


pdf(z

j
k|x

i
k)

µFAfFA(z
j
k)

, aik = j

1− pd, aik = 0
(1)

q(xi
k, 0, a

i
k; zk) = 1(aik)

where pd denotes the detection probability and 1(aik) denotes
the indicator function, i.e. 1(aik) = 1 if aik = 0 and 0
otherwise. If a measurement j ∈ {1, . . . , Jk} is generated
by a PO i, it is distributed according to f(zjk|xi

k). If the
measurement j is not generated by any PO, it is considered as
the false alarm measurement, which is independent and iden-
tically distributed (i.i.d.) according to fFA(·). The number of
false alarm measurements is modeled by a Poisson distribution
with mean µFA. For new PO j, the state likelihood function is
defined as

v(xi
k, 1, b

j
k; z

j
k) =


µufu(x

i
k)f(z

j
k|x

j
k)

µFAfFA(z
j
k)

, bjk = 0

0, bjk ̸= 0
(2)

v(xj
k, 0, b

j
k; z

j
k) = fD(xj

k). (3)
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New POs are i.i.d. according to fu(x
i
k), and the number of

new POs is modeled by a Poisson distribution with mean µu.
A detailed derivation of v(·) and q(·) is provided in [5], [26].

C. Object Declaration and State Estimation

In our Bayesian setting, we declare the existence of POs
and estimate their state based on the marginal existence prob-
abilities p(rik = 1|z1:k) and the conditional PDF f(xi

k,|rik =
1, z1:k). More specifically, a PO is declared to exist if

p(rik = 1|z1:k) is above the threshold Tdec. For PO i that is
declared to exist, a state estimate of xi

k is then provided by
the minimum-mean-square-error (MMSE) estimator [29], i.e.,

x̂i
k =

∫
xi
k f(x

i
k |rik = 1, z1:k)dx

i
k.

Note that the existence probability and the conditional PDF
are computed as p(rik = 1 |z1:k) =

∫
f(xi

k, r
i
k = 1 | z1:k)dxi

k

and f(xi
k |rik = 1, z1:k) = f(yi

k |z1:k)/p(rik = 1 |z1:k).
Thus, both tasks require computation of the marginal posterior
PDF f(yi

k |z1:k)≜ f(xi
k, r

i
k |z1:k). By applying BP following

[5, Sec. VIII-IX], accurate approximations (a.k.a. “beliefs”)
f̃(yi

k) ≈ f(yi
k|z1:k) of marginal posterior PDFs are obtained

efficiently.
Since a new PO is introduced for each measurement,

the number of POs grows with time k. Thus, POs whose
approximate existence probability is below a threshold Tpru
are removed from the state space.

III. THE METHODOLOGY

This section introduces the proposed NEBP+ method. It first
reviews the factor graph and BP for MOT and then introduces
the new neural architecture.

A. Factor Graph and BP for MOT

With the assumptions in section II and other common
assumptions [5], the factorization of the joint posterior PDF
f(y0:k,a1:k,b1:k|z1:k) is given as follows

f(y0:k,a1:k,b1:k|z1:k)

∝

(
N0∏

n′=1

f(yn′

0 )

)
k∏

k′=1

Nk′−1∏
n=1

f(yn
k′ |yn

k′−1)


×

 Ik′∏
i=1

q(yi
k′ , a

i
k′ ; zk′)

Jk′∏
j′=1

ϕi,j′(aik′ , b
j′

k′)


×

Jk′∏
j=1

v(yj
k′ , b

j
k′ ; z

j
k′).

The factorization above provides the basis for a factor graph
representation in Fig. 2 [26]. Since the considered factor graph
has loops, the order of message passing is given as (i) BP
messages are only sent forward in time, (ii) iterative message
passing is only performed for data association and at each time
step individually. BP for MOT consists of the following three
steps.

1) Prediction: The prediction step uses the same princi-
ple as [5], where the messages passing from factor nodes
f(yi

k
|yi

k−1) to the variable nodes (yi
k
, aik) (See Fig.2) are

computed as

αk(x
i
k, r

i
k) =

∑
rik−1∈{0,1}

∫
f(xi

k, r
i
k|xi

k−1, r
i
k−1)

× f̃(xi
k−1, r

i
k−1)dx

i
k−1,

where f̃(·) denotes beliefs computed at the last time step [5].
2) Iterative Probabilistic Data Association: After the pre-

diction step, an iterative probabilistic data association step is
performed for each legacy and new PO. In brief, the objective
of this step is to find the global soft data association by
exchanging information of local likelihood evaluation among
all nodes (yi

k
, aik) and (yj

k, b
j
k).

At message passing iteration ℓ ∈ {1, 2, . . . , L}, the mes-
sages φ

i,j,[ℓ]
k (bjk) and ϵ

j,i,[ℓ]
k (aik) pass from the indicator factor

ϕi,j(aik, b
j
k) to the variable node (yj

k, b
j
k) and (yi

k
, aik). The

entire iterative steps are given as

φ
i,j,[ℓ]
k (bjk) =

Jk∑
ai
k=0

βi
k(a

i
k)ϕ

i,j(aik, b
j
k)

Jk∏
j′=1
j′ ̸=j

ϵ
j′,i,[ℓ]
k (aik) (4)

ϵ
j,i,[ℓ]
k (aik) =

Ik∑
bjk=0

ξjk(b
j
k)ϕ

i,j(aik, b
j
k)

Ik∏
i′=1
i′ ̸=i

φ
i′,j,[ℓ−1]
k (bjk) (5)

where

βi
k(a

i
k) =

∑
rik={0,1}

∫
q(xi

k, r
i
k, a

i
k; zk)αk(x

i
k, r

i
k)dx

i
k (6)

ξjk(b
j
k) =

∑
rjk={0,1}

∫
v(xj

k, r
j
k, b

j
k; z

j
k)dx

j
k, (7)

The iterative message passing process is initialized by set-
ting φ

i,j,[0]
k (bjk) = 1 for all j ∈ {1, 2, . . . , Jk} and i ∈

{1, 2, . . . , Ik}.
3) Belief Update: After the last message passing itera-

tion ℓ = L, the beliefs f̃(yi
k
, aik), i ∈ {1, 2, . . . , Ik} and

f̃(yj
k, b

j
k), j ∈ {1, 2, . . . , Jk} are computed according to

f̃(yi
k
, aik) =

1

Ci
k

q(yi
k
, aik; zk)αk(y

i
k
)

Jk∏
j=1

ϵj,i,[L](aik)

f̃(yj
k, b

j
k) =

1

C
j

k

v(yj
k, b

j
k; z

j
k)

Ik∏
i=1

φi,j,[L](bjk)

where both notations Ci
k, C

j

k are normalized constants to
make sure that the final beliefs f̃(yi

k
, aik), f̃(y

j
k, b

j
k) integrate

to unity. By performing marginalization for them to obtain
f̃(yi

k
), f̃(yj

k), these beliefs are used for object declaration and
estimation [5] and propagated to the next time step.
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Fig. 2. Block diagram of the proposed NEBP+ approach to MOT. The factor graph, BP messages, and message exchange between the factor graph and neural
architecture are shown. The factor graph processes the measurements provided by the detector at the current time step and beliefs from the previous time step.
The resulting BP messages are passed to the neural architecture. The neural architecture computes the neural messages based on BP messages and a variety
of features provided by the pre-trained detector. (More details on the processing performed by the neural architecture are shown in Fig. 3.) Finally, the neural
messages are passed back to enhance the data association process and track initialization. The following shorthand notation is used: f i = f(yi

k
|yi

k−1),

qi = q(yi
k
, aik; zk), v

j = v(yj
k, b

j
k; zk), ϕ

i,j = ϕi,j(aik, b
j
k), α

i = αk(x
i
k, r

i
k), φ

i,j = φ
i,j,[ℓ]
k (bjk), and ϵj,i = ϵ

j,i,[ℓ]
k (aik) .
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BEV Heatmap
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Motion Feature
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Fig. 3. Neural architecture of the proposed NEBP+ approach. First, motion, box, shape, and heat features are extracted for each measurement and each PO.
Next, an affinity coefficient is computed for each pair of PO and measurement, and a false alarm rejection coefficient is computed for each measurement.
As discussed in Section III-B, the affinity coefficients are computed based on a linear combination of feature similarity matrixes and BP messages. The false
alarm rejection coefficients are calculated based on the box, shape, and heat features extracted for each measurement by the detector.

B. The Neural Architecture
In this section, we will discuss how the proposed neural

architecture extracts features from LiDAR data and computes
two types of coefficients based on the extracted features. The
coefficients are used to enhance data association and object
initialization performed by BP.

1) Feature Extraction: For each legacy PO i at time k, the
motion feature Mi

k ∈ R4 is obtained by MMSE estimation.
The motion feature consists of the objects’ 2D position and
velocity. The box feature Bi

k ∈ R3 consists of the width,

height, and length of the bounding box that indicates the
size of a PO. The box feature is extracted together with
measurements that initiated the PO.

To extract the shape and heat features of POs, the raw data
(LiDAR point cloud) is passed into the pre-trained backbone
[25] of the FocalFormer3D detector [30]. The pretrained
backbone provides a bird’s-eye-view (BEV) [31] feature map
and heatmap, a unified representation of the LiDAR data in
the coordinate system of the sensing vehicle. The BEV feature
map is generally a 3D tensor map, where each region of the
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map encodes a high dimensional volumetric representation of
the object shape information in that region. The BEV heatmap
is also a 3D tensor map, which includes the presence and
category information of potential objects throughout the entire
map [32]. Then, we extract the shape Si

k ∈ R64 and heat
Hi

k ∈ R32 features from these two maps respectively through
an encoder network (See Fig. 3). The process discussed above
can be summarized as

(Si
k,H

i
k) = D(Zk−1; x̂

i
k−1), (8)

where x̂i
k−1 is the MMSE estimation for a legacy PO i at time

k− 1, Zk−1 denotes the raw data at time k− 1. The network
D consists of the pre-trained backbone of the detector and an
additional encoder network. For each measurement indexed by
j, the motion feature M

j

k ∈ R4 is equal to the measurement
zjk itself while the box feature B

j

k ∈ R3 is also provided by
the detector. Similarly, the shape and heat features of each
measurement j are obtained as

(S
j

k,H
j

k) = D(Zk; z
j
k) (9)

where S
j

k,H
j

k share the same dimension with Si
k,H

i
k, respec-

tively. The 2D position information within x̂i
k−1 and zjk is

used to select the corresponding region in the BEV feature
map and heatmap.

2) The Affinity Coefficient: By utilizing low-dimensional
features (i.e., object position, motion, and size information)
and high-dimensional features (i.e., features extracted from the
raw LiDAR data), the proposed neural architecture is expected
to obtain improved similarity information between objects and
measurements. Similarity is represented by “affinity coeffi-
cients” that are used to improve data association performed
by BP. In particular, the affinity coefficients enhance the
association probabilities by taking the information provided
by the statistical model, the measurements, and the raw sensor
data into account.

Specifically, the affinity coefficient is computed through the
“Affinity Network” (see Fig. 3). By comparing the features
of each legacy PO and measurement, the network computes
four similarity matrices, the elements of which represent
their similarity in the motion, box, shape, and heat features,
respectively. For each PO i and measurement j, the processing
steps of the “Affinity Network” are as follows:

- The motion feature similarity is obtained as

Li,j
m = Mi

k −M
j

k (10)

Ri,j
m = Dm(Li,j

m ) (11)

where Li,j
m ∈ R4, Rm ∈ R and Dm is a neural network.

- The box feature similarity is given by

Li,j
b = Bi

k −B
j

k (12)

Ri,j
b = Db(L

i,j
b ) (13)

where Li,j
b ∈ R3, Rb ∈ R, Db is a neural network.

- The shape and heat feature similarities are obtained
similarly, i.e.,

Li,j
s = Si

k − S
j

k

Li,j
h = Hi

k −H
j

k

Ri,j
s = Ds(L

i,j
s )

Ri,j
h = Dh(L

i,j
h )

where Ri,j
s , Ri,j

h ∈ R represent the shape and heat feature
similarities respectively, and Ds,Dh are neural networks.

- The overall similarity matrix is a weighted sum of
the four matrices discussed above and the BP messages.
These weights are also provided by a neural network,
where we concatenate all distance Li,j

m ,Li,j
b ,Li,j

s , and
Li,j
h calculated above. The weight output ωi,j is com-

puted as

Ωi,j = [(Li,j
m )⊤ (Li,j

b )⊤ (Li,j
s )⊤ (Li,j

h )⊤]⊤

ωi,j = Dw(Ω
i,j)

where ωi,j ∈ (0, 1)
5 and Ωi,j ∈ R103. The neural

network Dw is expected to capture the quality of different
features to dynamically assign weights to different types
of similarities. Then, taking each element in ωi,j as the
corresponding weight for different types of features, the
overall pairwise similarity Ri,j is obtained by a linear
combination, i.e.,

Ri,j = (ωi,j)⊤Ri,j

where Ri,j = [Ri,j
m , Ri,j

b , Ri,j
s , Ri,j

h , Ri,j
BP ]

⊤ ∈ R5 and
Ri,j

BP = βi
k(a

i
k = j) denotes the BP message in (6). Ri,j

BP
can be seen as the similarity information provided by the
statistical model.

After obtaining the overall similarity matrix, the last step
is to apply a learnable nonlinear transformation to it, i.e., we
use a neural network DAff to further process Ri,j

f i,j
ρ = DAff(R

i,j)

where f i,j
ρ ∈ R denotes the affinity coefficient, which includes

the similarity information between a specific PO i and a
measurement j.

3) The False Alarm Rejection Coefficient: To decrease the
influence brought by false alarms, the “False Alarm Rejection
Network” DFar is designed to identify which measurements
are likely false alarms (see Fig. 3). Then, for the measurement
identified as a potential false alarm, the false alarm distribution
in the statistical model used by BP will be locally increased.
This false alarm rejection coefficient will help us reduce the
probability that the measurement is associated with an existing
object and initialize a new object track. The false alarm
rejection coefficient f j

ω for each measurement j is computed
by

f j
ω = DFar(B

j

k,S
j

k,H
j

k),

where f j
ω ∈ (0, 1) and DFar is an MLP with a sigmoid function

in the output layer.
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C. Neural Enhanced BP

After obtaining the neural messages f j
ω, f

i,j
ρ , they will be

propagated back to factor graph to enhance the BP messages
q(xi

k, r
i
k, a

i
k; zk) and v(xj

k, r
j
k, b

j
k; z

j
k). To avoid the codomain

of neural messages differing significantly from the value of
the above two likelihood functions, as in [26], we calculated
the normalized versions of the original BP messages, i.e.,

qs(x
i
k, r

i
k, a

i
k; zk)

=
q(xi

k, r
i
k, a

i
k; zk)∑Jk

ai
k=0

∑
rik={0,1}

∫
q(xi

k, r
i
k, a

i
k; zk)dx

i
k

vs(x
j
k, r

j
k, b

j
k; z

j
k)

=
v(xj

k, r
j
k, b

j
k; z

j
k)∑Ik

bjk=0

∑
rjk={0,1}

∫
v(xj

k, r
j
k, b

j
k; z

j
k)dx

j
k

.

Finally, as in [26], the normalized messages are enhanced as

q̂s(x
i
k, 1, a

i
k = j; zk) = f j

ω · qs(xi
k, 1, a

i
k = j; zk)

+ frelu(f
i,j
ρ )

v̂s(x
j
k, 1, b

j
k = 0; zjk) = f j

ω · v(xj
k, 1, b

j
k = 0; zjk)

where frelu(·) denotes rectified linear unit. In other words, the
BP messages passed from the likelihood function node are
enhanced using the affinity and false alarm rejection coeffi-
cients. This enhancement contributes to refining the iterative
data association process by recomputing messages βi

k(a
i
k) and

ξjk(b
j
k) in (6), (7) using q̂s(·) and v̂s(·) respectively.

D. The Loss Function
We use a “weighted” binary cross-entropy loss for the loss

function calculation. First, for the affinity coefficient fρ, the
corresponding loss LA is calculated by

LA1 = −
∑Ik

i=1

∑Jk

j=1 f
i,j
gt,ρ ln(fσ(f

i,j
ρ ))∑Ik

i=1

∑Jk

j=1 f
i,j
gt,ρ

(14)

LA2 = −
∑Ik

i=1

∑Jk

j=1(1− f i,j
gt,ρ) ln(1− fσ(f

i,j
ρ ))∑Ik

i=1

∑Jk

j=1(1− f i,j
gt,ρ)

(15)

LA = LA1 + LA2, (16)

where fσ denotes the sigmoid function and f i,j
gt,ρ denotes

the ground truth data association result, i.e., if the PO i is
indeed matched with measurement j, then f i,j

gt,ρ = 1 and
otherwise f i,j

gt,ρ = 0. Please refer to [26] for detailed steps
on obtaining the ground truth. LA1 represents the accuracy of
estimating the correct data association, while LA2 represents
the accuracy of estimating no association. The reason for using
the normalization term in (14) and (15) is to deal with the data
imbalance problem, i.e., it is equally important whether a PO
i is associated with a measurement j or not, regardless of
the number of POs and measurements. Compared to [26], the

proposed loss function emphasizes the significance of correct
measurement-to-objects associations.

For the false alarm rejection coefficient fω , the correspond-
ing loss function is given as

LF1 = −
∑Jk

j=1 f
j
gt,ω ln(f j

ω)∑Jk

j=1 f
j
gt,ω

(17)

LF2 = − u ·
∑Jk

j=1(1− f j
gt,ω) ln(1− f j

ω)∑Jk

j=1(1− f j
gt,ω)

(18)

LF = LF1 + LF2 (19)

where f j
gt,ω represents the ground truth label for each mea-

surement [26] and u ∈ [0, 1] is a tuning parameter. LF1

represents our classification accuracy for true measurements.
LF2 represents our classification accuracy for false alarms.
The tuning parameter is introduced because missing an object
is usually more harmful than having a false alarm.

IV. NUMERICAL ANALYSIS

The section presents results of nuScenes LiDAR au-
tonomous driving dataset [28] to validate our method. This
dataset consists of 1000 autonomous driving scenes and seven
object classes. We use the official split of the dataset, where
there are 700 scenes for training, 150 for validation, and 150
for testing. Each scene lasts roughly 20 seconds and contains
keyframes sampled at 2Hz. The recently introduced Focal-
Former3D detector provides measurements for MOT [30] that
have been pre-processed using the non-maximum suppression
(NMS) technique [33]. We use pre-trained versions of the
FocalFormer3D detector and its backbone.

A. Implementation Details

We use the particle-based implementation of BP-based
MOT, where the number of particles is set to 104. The state
of a PO xi

k ∈ R6 consists of its 2D position, velocity, and
acceleration. A constant-acceleration motion model models the
object dynamics. The measurement zjk ∈ R4 consists of the
2D position and velocity. Measurements are modeled using
a linear Gaussian measurement model. The corresponding
likelihood function is used for compution of q(xi

k, 1, a
i
k; zk)

and v(xi
k, 1, b

j
k; z

j
k) in (1) and (2). We also use 3D bounding

box information and the detection score sjk ∈ (0, 1] provided
by the pre-trained detector. In particular, for each new PO,
the corresponding bounding box is stored and used as a box
feature in the affinity network (see Fig. 3). Together with the
probability of existence, the detection score is used to compute
the final AMOTA score for each PO (see [26] for details).

The region of interest (ROI) is given by [Px−54, Px+54]×
[Py − 54, Py + 54], where Px, Py represent the 2D positions
of the ego vehicle. The prior PDF of false alarms fFA(·) and
newly detected objects fu(·) are uniformly distributed over
the ROI. All other parameters used in the proposed NEBP+
method are estimated from the training data as in [26] or set
as in [26].
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TABLE I
PERFORMANCE OF NUSCENES TEST SET

Method Modalities AMOTA↑ AMOTP↓

Poly-MOT [34] LiDAR+Camera 75.4 42.2
CAMO-MOT [35] LiDAR+Camera 75.3 47.2

NEBP+ LiDAR 74.6 49.8

BEVFusion [36] LiDAR+Camera 74.1 40.2
MSMDFusion [37] LiDAR+Camera 74.0 54.9

FocalFormer3D-F [30] LiDAR+Camera 73.9 51.4
3DMOTFormer [22] LiDAR+Camera 72.5 53.9
FocalFormer3D [30] LiDAR 71.5 54.9

VoxelNeXt [38] LiDAR 71.0 51.1

TABLE II
PERFORMANCE OF NUSCENES VALIDATION SET

Method AMOTA↑ AMOTP↓

BP [5] 73.3 50.8
NEBP [26] 74.3 54.8

NEBP+ (Only Affinity Coefficient with Motion + BP) 73.9 51.5
NEBP+ (Only Affinity Coefficient with Shape + Heat) 74.2 51.9

NEBP+ (Only Affinity Coefficient) 75.1 54.3
NEBP+ (Only False Alarm Rejection Coefficient) 74.2 55.0

NEBP+ (Proposed) 75.3 50.9

The encoder network within the neural architecture D
(cf. (8) and (9)) consists of two convolution layers followed by
an MLP, which is used to extract heat and shape features. The
neural networks Dm,Db,Ds,Dh,Dω,DAff,DFar are all MLPs
with leaky ReLU activation functions in the hidden layers.

B. Performance Evaluation

1) Overall Performance: Two primary metrics for eval-
uating nuScenes are Average Multi-Object Tracking Accu-
racy (AMOTA) and Average Multi-Object Tracking Precision
(AMOTP) [28]. AMOTA includes errors such as false alarms,
missed objects, and identity switches, while AMOTP consists
of position errors between ground truth and estimated tracks.
Details about these metrics are provided in [28].

The performance of the proposed NEBP+ method applied
to nuScenes test data is shown in Tables I. It outperforms all
LiDAR-only reference methods in terms of both AMOTA and
AMOTP performance. The improved performance of NEBP+
can be explained by the fact that it combines the well-
established statistical model for MOT [3]–[5] with learned
information provided by the neural architecture.

2) Ablation Study: Next, we present results based on the
nuScenes validation data. We compare the performance of (i)
traditional BP-based MOT, (ii) NEBP proposed in [26] that
makes use of the loss functions in (14)–(19), (iii) NEBP+ that
only uses motion features and BP messages as the input of
the affinity network, (iv) NEBP+ that only uses shape and
heat feature as the input of the affinity network. (v) NEBP+
that only uses the affinity coefficient, and (vi) NEBP+ that
only uses the false alarm rejection coefficient. AMOTA and
AMOTP results are shown in Table II.

We have the following observations based on Table II. (i)
The proposed NEBP+ approach yields the largest improvement
in AMOTA performance compared to BP. (ii) While NEBP
[26] has improved AMOTA performance compared to BP, this
comes at the cost of a reduced AMOTP performance. NEBP+,
however, has significantly improved AMOTA performance
compared to BP while yielding essentially identical AMOTP
performance. (iii) In the considered scenario, performance im-
provements related to the affinity coefficient are much greater
than those related to the false alarm rejection coefficient. (iv)
Although using only a subset of features increases tracking
performance compared to the traditional BP, the best result is
achieved when all types of information are leveraged. (v) Even
if only low-dimensional information (i.e., motion features and
BP messages) is used as input for neural networks, this leads
to improved tracking performance. Observation (v) can have
two potential explanations. The Gaussian likelihood function
and corresponding measurement variance used by model-
based BP may not accurately describe the underlying data-
generating process. The neural architecture may also have
captured complex relationships across motion features that
cannot be described by the traditional MOT model used by
BP.

V. CONCLUSION

In this paper, we introduce NEBP+ for MOT. NEBP+ en-
hances both data association and track initialization of model-
based BP by leveraging information learned from raw LiDAR
data. Contrary to the original NEBP for MOT method, NEBP+
is based on an improved neural architecture that uses precom-
puted differences of features as input to the neural architecture
and fuses different feature similarities based on learnable
weights. Evaluation results based on the nuScenes autonomous
driving dataset demonstrate the state-of-the-art performance of
NEBP+. The significant performance improvements of NEBP+
in the nuScenes autonomous driving challenge emphasize the
superiority of combining well-established statistical models
and neural architectures. As the framework of factor graphs
and BP, NEBP+ is very flexible and can thus potentially be
extended to a variety of further applications ranging from
multipath-aided SLAM [39], [40] to marine mammal tracking
[41], [42] Another venue for future research is the develop-
ment of neural-enhanced track-before-detect methods [43].
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Former: Multi-object tracking with transformers,” in Proc. IEEE/CVF
CVPR-22, Jun. 2022, pp. 8834–8844.

[25] Y. Zhou and O. Tuzel, “VoxelNet: End-to-end learning for point cloud
based 3D object detection,” in Proc. IEEE/CVF CVPR-18, Jun. 2018,
pp. 4490–4499.

[26] M. Liang and F. Meyer, “Neural enhanced belief propagation for
multiobject tracking,” IEEE Trans. Signal Process., vol. 72, pp. 15–30,
Sep. 2024.

[27] F. Meyer, P. Braca, P. Willett, and F. Hlawatsch, “A scalable algorithm
for tracking an unknown number of targets using multiple sensors,” IEEE
Trans. Signal Process., vol. 65, no. 13, pp. 3478–3493, 2017.

[28] H. Caesar, V. Bankiti, A. H. Lang, S. Vora, V. E. Liong, Q. Xu, A. Kr-
ishnan, Y. Pan, G. Baldan, and O. Beijbom, “nuscenes: A multimodal

dataset for autonomous driving,” in Proc. IEEE/CVF CVPR-20, May.
2020, pp. 11 618–11 628.

[29] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation
Theory. Upper Saddle River, NJ: Prentice-Hall, 1993.

[30] Y. Chen, Z. Yu, Y. Chen, S. Lan, A. Anandkumar, J. Jia, and J. Alvarez,
“FocalFormer3D : Focusing on hard instance for 3D object detection,”
in Proc. ICCV-23, Oct. 2023, pp. 8360–8371.

[31] H. Li, C. Sima, J. Dai, W. Wang, L. Lu, H. Wang, J. Zeng, Z. Li,
J. Yang, H. Deng, H. Tian, E. Xie, J. Xie, L. Chen, T. Li, Y. Li, Y. Gao,
X. Jia, S. Liu, J. Shi, D. Lin, and Y. Qiao, “Delving into the devils
of bird’s-eye-view perception: A review, evaluation and recipe,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 46, no. 4, pp. 2151–2170, 2024.

[32] Y. Yan, Y. Mao, and B. Li, “Second: Sparsely embedded convolutional
detection,” Sensors, vol. 18, no. 10, Oct. 2018.

[33] A. Neubeck and L. Van Gool, “Efficient non-maximum suppression,” in
Proc. ICPR-06, vol. 3, Aug. 2006, pp. 850–855.

[34] X. Li, T. Xie, D. Liu, J. Gao, K. Dai, Z. Jiang, L. Zhao, and K. Wang,
“Poly-MOT: A polyhedral framework for 3D multi-object tracking,” in
Proc. IROS-23, Oct. 2023, pp. 9391–9398.

[35] L. Wang, X. Zhang, W. Qin, X. Li, J. Gao, L. Yang, Z. Li, J. Li, L. Zhu,
H. Wang, and H. Liu, “CAMO-MOT: Combined appearance-motion
optimization for 3D multi-object tracking with camera-lidar fusion,”
IEEE Trans. Intell. Transp. Syst., vol. 24, no. 11, pp. 11 981–11 996,
Jun. 2023.

[36] Z. Liu, H. Tang, A. Amini, X. Yang, H. Mao, D. L. Rus, and S. Han,
“BEVFusion: Multi-task multi-sensor fusion with unified bird’s-eye view
representation,” in Proc. ICRA-23, Jun. 2023, pp. 2774–2781.

[37] Y. Jiao, Z. Jie, S. Chen, J. Chen, L. Ma, and Y.-G. Jiang, “MSMDFusion:
Fusing lidar and camera at multiple scales with multi-depth seeds for 3D
object detection,” in Proc. IEEE/CVF CVPR-23, Jun. 2023, pp. 21 643–
21 652.

[38] Y. Chen, J. Liu, X. Zhang, X. Qi, and J. Jia, “VoxelNeXt: Fully sparse
voxelnet for 3D object detection and tracking,” in Proc. IEEE/CVF
CVPR-23, Jun. 2023, pp. 21 674–21 683.

[39] E. Leitinger, F. Meyer, F. Hlawatsch, K. Witrisal, F. Tufvesson, and M. Z.
Win, “A belief propagation algorithm for multipath-based SLAM,” IEEE
Wirel. Commun., vol. 18, no. 12, pp. 5613–5629, 2019.

[40] E. Leitinger, A. Venus, B. Teague, and F. Meyer, “Data fusion for
multipath-based SLAM: Combining information from multiple propa-
gation paths,” IEEE Trans. Signal Process., vol. 71, pp. 4011–4028,
2023.

[41] J. Jang, F. Meyer, E. R. Snyder, S. M. Wiggins, S. Baumann-Pickering,
and J. A. Hildebrand, “Bayesian detection and tracking of odontocetes
in 3-D from their echolocation clicks,” J. Acoust. Soc., vol. 153, no. 5,
pp. 2690–2705, 5 2023.

[42] W. Zhang and F. Meyer, “Multisensor multiobject tracking with im-
proved sampling efficiency,” IEEE Trans. Signal Process., vol. 72, pp.
2036–2053, 2024.

[43] M. Liang, T. Kropfreiter, and F. Meyer, “A BP method for track-before-
detect,” IEEE Signal Process. Lett., vol. 30, pp. 1137–1141, 2023.

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on January 06,2025 at 00:19:11 UTC from IEEE Xplore.  Restrictions apply. 


