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HIGHER NEARBY CYCLES AND CENTRAL SHEAVES ON AFFINE FLAG
VARIETIES

PRAMOD N. ACHAR AND SIMON RICHE

ABSTRACT. In this paper we generalize and study a notion of (unipotent) nearby cycles over a
higher dimensional base based on Beilinson’s description of unipotent nearby cycles, following
an idea of Gaitsgory. This generalization, in the setting of affine Grassmannians, is required
in recent work of Bezrukavnikov—Braverman—Finkelberg-Kazhdan.

1. INTRODUCTION

1.1. Nearby cycles form a crucial ingredient in the local geometric Langlands program, in
particular in Gaitsgory’s construction of central (perverse) sheaves on the affine flag variety
of a reductive algebraic group [8]. In order to prove a certain technical property of this con-
struction required in work of Bezrukavnikov [6], Gaitsgory has introduced in [9] a somewhat
ad-hoc construction of “nearby cycles along a 2-dimensional base.” In this paper we elaborate
on this idea and explain how to define much more general “nearby cycles” functors over any
finite-dimensional affine space. This generalization is used in recent work of Bezrukavnikov—
Braverman-Finkelberg-Kazhdan on local L-factors, see [7].

1.2. Beilinson’s unipotent nearby cycles functor. The starting point of this construction
is Beilinson’s description of the unipotent nearby cycles functor using local systems on A® \ {0}
associated with unipotent Jordan blocks. More specifically, fix a base field F, and consider a
scheme X of finite type over Al = AL, with structure morphism f : X — A'. Fix also a field k
of coefficients (of characteristic invertible in ), and let .# be a perverse sheaf on f~1(Al \ {0}).
Then Beilinson’s construction provides, for any integer a > 1, a complex ¥ ,(.%#) on f~1(0)
concentrated in perverse degrees —1 and 0, and morphisms ¥y ,(F#) — V() if a < b. The
main observation is that these complexes “stabilize” to the unipotent nearby cycles \Il‘;“(ﬁ ) in
the sense that:

e if a » 0, for any b > a the morphism 21 (U ,(F)) — 21 (U ,(F)) is an isomor-
phism, and both objects identify with W}"(F7);
e for any a, if b » a the morphism P (V; ,(F)) — PH#°(V,(F)) vanishes.

1.3. Higher dimensional version. Gaitsgory’s construction in [9] is based on the same idea,
but now for a scheme X (of finite type) over A2, and produces complexes indexed by a pair of
nonnegative integers. In this generality, one cannot expect the same stabilization phenomenon
as above for all perverse sheaves; but Gaitsgory simply defines his 2-dimensional nearby cycles
functor using a homotopy colimit of these complexes. In general, this construction forces one
to leave the constructible derived category; to avoid this problem, in our account of Gaitsgory’s
construction in [2] we proposed instead to restrict to complexes such that a stabilization property
as above occurs. So, for us the 2-dimensional nearby cycles functor is only “partially defined.”
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The starting point of this paper is the observation that this definition can be phrased so that it
makes sense for a scheme X (of finite type) over any affine space A%,

1.4. Composition of higher nearby cycles functors. The application of nearby cycles over
a 2-dimensional base in [9] uses a comparison with two related operations: (a) compute the
nearby cycles of the given perverse sheaf successively along the 2 factors in A?; (b) restrict the
perverse sheaf to the preimage of the diagonal copy of A', and then compute the nearby cycles of
(a shift of ) this complex. Gaitsgory shows that his 2-dimensional nearby cycles complex maps to
each of the complexes obtained in (a) or (b), and that these maps are isomorphisms in the specific
setting required in [6]. In [7] the authors consider (in a related setting) a variant of (a) where one
considers a complex over A? and computes nearby cycles along each A'-factor successively, and
they assert that the result does not depend on the choice of order on the coordinates. To justify
this assertion, here we introduce the (partially defined) d-dimensional nearby cycles functor, and
show that, in the setting of [7], each of the complexes identifies canonically with the image of
the inital complex under our functor.

To justify this fact, we interpret nearby cycles along each factor as the case d = 1 of our
construction, and show roughly that a composition of d- and e-dimensional nearby cycles func-
tors receives a canonical map from a (d + e)-dimensional nearby cycles functor, which in the
setting of [7] is an isomorphism. In fact, in the body of the paper we consider a more general
construction of higher nearby cycles and their compositions, which also covers the construction
in (b) above, and thereby (in our opinion) clarifies the general picture. See Definition 3.1 for the
main definition, and (3.9) for the construction involving the composition of such functors.

1.5. Compatibilities. In full generality, it is not reasonable to expect that the morphism
in (3.9) is always an isomorphism. As in [9], what we show here is that the constructions
of higher nearby cycles and of the morphisms considered above are compatible with smooth
pullback and proper pushforward in an appropriate sense (see Lemmas 3.13, 3.14, 3.17 and 3.18
for precise statements), and then study a product-type situation (see §3.9). This is sufficient
to show that the d-dimensional nearby cycles are well defined in the setting of [7], and that
their formation is compatible with composition, which amounts to the statement these authors
require. See Theorem 4.2 and §4.7 for precise statements.

1.6. Further comments. There exists a general theory of nearby and vanishing cycles over
general bases, which is much more elaborate than the version we consider here; see [11] for a
brief account. In the companion paper [16], A. Salmon explains the relationship between the
latter theory and ours.

As explained above, the construction considered here is an extension of our study in [2,
§9.4]. There is one important difference in our treatment though: in [2] we introduced a general
condition of “iterated cleanness” implying that the 2-dimensional nearby cycles complex is well
defined, and showed that this condition is satisfied in the setting at hand. It is not obvious (to
us) how to extend this condition over a higher-dimensional base; here we bypass this question by
proving a compatibility statement with proper pushforward which is stronger than its counterpart
in [2] (compare Lemma 3.14 and [2, Proposition 9.4.2]) and allows us to reduce the question to
the product-type setting.

In this paper we work in the setting of étale sheaves on schemes over fields, in order to meet
the setting of [7]. However all our statements have obvious variants for “usual” sheaves on
complex algebraic varieties endowed with their analytic topology (and coefficients in a field),
and all our proofs apply in both settings.

After we completed a preliminary version of this paper, it was pointed out to us that a special
case of our construction had already been introduced by A. Salmon, with applications to the
cohomology of shtukas; see [15] and Example 3.11.



HIGHER NEARBY CYCLES AND CENTRAL SHEAVES ON AFFINE FLAG VARIETIES 3

1.7. Acknowledgements. We thank Roman Bezrukavnikov and Michael Finkelberg for sug-
gesting that our study of Gaitsgory’s construction could be used to prove the statement they
use in [7], which was the starting point of this work, and for useful comments on a preliminary
version. We thank the anonymous referee for detailed comments that helped improving the ex-
position of the paper. Finally, we thank Andrew Salmon for helpful discussions, and for agreeing
to expand his comments into the paper [16].

2. PRELIMINARIES

2.1. Pointed maps and associated linear morphisms. We fix a base field F. Below, by a
“scheme” we will mean an F-scheme of finite type. If P is a finite set, we may consider the affine
space

AY = Spec(F[X, : pe P))
with coordinates indexed by P. The generic part of this affine space, denoted by Af]) , is the open
subscheme where no coordinates vanish:

AP = {(x)pep | zp # 0 for all p}.

(In case P = &, we interpret these definitions as A? = A7 = Spec(F).)

For any finite set P we let P, denote the disjoint union P11{x*}, where % denotes a new element.
For finite sets P and @, a pointed map « : Py — Q4 is a function that satisfies a(x) = =. If
o : P, — Q. is a pointed map, there is an induced linear map of affine spaces @ : A? — AP
given by
La(p) if Oé(p) €Q,

0 if a(p) = =.

We also set AP | = {(zp)pep € AT | 2, # 0 if a(p) # #}; then the restriction of & to A? factors
through a morphism &, : A? — Af; o

d((xq)qu) = (yp)peP where Yp = {

Remark 2.1. From the definition we see that & is injective if « is surjective, and surjective if «
is injective. For arbitrary «, one can decompose the situation into a combination of these two
settings as follows: set R = a(P) n Q. Then « decomposes in the obvious way as a composition
of pointed maps

Py =5 Ry 5 Qy,

and we have & = a; o o where & is injective and as is surjective.

2.2. Scheme morphisms associated with pointed maps. Now suppose we have a scheme
X equipped with a map f: X — AP, The generic part of X is defined by Xy, =X xup Aﬁ; the
natural morphism X, — Aﬁ will be denoted f,, and the embedding X,, — X will be denoted
jx (or j when no confusion is likely).

If a: Py — @y is a pointed map, then one can consider the schemes

X=X x,p A and X=X xur AY

where the fiber products are taken with respect to a : A9 — AF and its restriction to A?. The
natural morphism X“ — X will be denoted i/X@ (or if,), its restriction to X will be denoted
ix o (oriy) and we will denote by

XY > A
the natural projection morphism. By Remark 2.1, i, is a closed immersion if « is surjective,
and is smooth and surjective if « is injective; moreover we have i, = i/, 0 jx«. Note also that if
a~!(x) = {*} then i, factors through a morphism

. yva
i, : Xn — X,
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2.3. Jordan block local systems. Let ¢ be a prime different from the characteristic of F, and
let k be a topological field of one of the following two forms:

e an algebraic extension of Q, equipped with the f-adic topology;
e an algebraic extension of Fy, equipped with the discrete topology.

Our goal in the rest of this section is to describe the construction of a family of indecomposable
k-local systems on A! \ {0} on which a generator of the geometric fundamental group acts by a
unipotent Jordan block.

This construction is certainly well known when k has characteristic 0 (see, for instance, [4, 13]),
and it is relatively easy when F is separably closed (so that there is no Galois action to consider).
It is probably known in the generality we consider here, but as we could not find a suitable
reference, we include the details. The construction uses identities involving some polynomials
with rational coefficients, which are discussed in the next subsection.

2.4. Z-closed polynomials and binomial identities. Let us say that a polynomial f(x)
in Q[z] is Z-closed if it has the property that for all nonnegative integers n > 0, we have
f(n) € Z. Of course, any polynomial f € Q[x] determines a continuous (for the ¢-adic topology)
function Q; — Q. Because the nonnegative integers Zx( are dense in Zy, if f is Z-closed, then it
restricts to a function Zy — Z,. Furthermore, with k as above, any Z-closed polynomial f € Q[z]
determines a continuous function f : Z, — k.

Any polynomial with coefficients in Z is obviously Z-closed, but there are others: for instance,
the polynomials &g, d1,... given by

6.(2) = (x) _ae—1)-(@—r+1)

rl
(When r = 0, this expression is interpreted as 1.) For integers r, s = 0, these polynomials satisfy

min{r,s} .
(r+s—1)!
(2.1) 5p(2)0s(x) = Y, o Orai().
— ) (s —2)!7!
= (r=9)l (s — )l
To prove this, observe that if we replace x by a nonnegative integer n, the left-hand side is the
coefficient of w"v® in (1 + u)™(1 + v)™, which can also be written as

n

" n S (n k! i B
(I+u+v+uv) —Z(k)(u-t-v—kuv)k—l;()(k) Z mu“vm’.

k=0 g,h,i=0
g+h+i=k

The coefficient of u"v?® is found by taking those terms where g = r—i, h = s—i, and k = r+s—1.
This yields the right-hand side of (2.1).

Next, consider the two-variable polynomial 6, (tz) = (tf) € Q[z,t]. Since dg,d1,... form a
Q-basis for Q[x], there is a unique expression of the form

(22) b(tx) = 3 (1)),
=0

for some polynomials ¢/ (t) € Q[t]. Comparing the coefficients of 2" and evaluating at = = 0, we
see that

1 ifr=0,

(2.3) c(t)=t"eZ[t] and  c(t) = {0 if 7> 0.

In particular, these polynomials are Z-closed.
We claim that the ¢l are in fact Z-closed for all j, i.e., that c{é(m) € Z for integers m > 0.
We prove this by induction on m: if r > 0 we obviously have ¢/(0) = 0, and for m > 0, by
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Vandermonde’s identity, we have
mx (m— 1z x U
(7) =2 (") (20) - 2 B vt
g=0 =0 h=0
Expanding the right-hand side using (2.1) and comparing coefficients of §;, we find that

| !
cl(m) = cim —1)— : — e Z.
K;N . G+g=—mNG=mr—g+h—j!

0<r—g+h—j<min{h,r—g}

2.5. Functions on the Tate module. Let F be a separable closure of IF, and let Zdl) be the
Tate module of F*, i.e., the inverse limit of the groups of ¢™-th roots of unity in F. This is
naturally a free Zy-module of rank 1. Let

C(Z(1),k) = set of continuous functions Z,(1) — k.

Here, “continuous” should be understood with respect to the profinite topology on Z,(1) and
the topology on k indicated in §2.3. This set is a ring under pointwise multiplication.

The group Gal(F|F) acts on Z(1) by the cyclotomic character y, : Gal(F|F) — Z,. There is
an induced action of the semidirect product Gal(F|F) x Z(1) on C(Ze(1),k), given by

((v,9) - H)(h) = fFlxe() " (h = 9))

for v € Gal(F|F) and g, h € Z,(1). This is an action by ring automorphisms.

To write down some explicit elements in C(Z¢(1),k), let us choose a generator g for Z,(1) as
a Zg-module. Thus every element in Z,(1) can be written uniquely as ng for some n € Zy. Then
for r > 0 there is a continuous function

@l Ze(1) >k givenby  ¢l(ng) = (=1)"0,(n).
Lemma 2.2. Let g € Zy(1) be an element that generates Zy(1) as a Zg-module, and for a = 0
let
Lo = span {08, o1, ..., 001} = C(Ze(1), k).
1) The subspace L, < C(Zy(1),k) is independent of the choice of g.
The subspace L, is stable under the action of Gal(F|F) x Zy(1).
We have dim L, =

Any generator of Ze¢(1) acts on L, by a unipotent Jordan block.
For any integer a > 1, there is a canonical short exact of Gal(F|F) x Z,(1)-modules

0—>Ly1—>L,—>k(—a+1)—0.

(6) For any two integers a,b > 1, there is a canonical map of Gal(F|F) x Z(1)-modules
L, ®x Ly — Latp—1 whose image contains Lyaxia,by-

Proof. (1) If ¢’ is another generator for Zy(1) as a Zy,-module, then we have ¢’ = ug for some
we Z;). It follows from (2.2) that

r

pf = (1) (u)p?
7=0
This shows that the span of wgl, . @Z/_l is contained in the span of ¢, ..., ¢?_|. By symmetry
the opposite containment also holds, so L, is independent of the choice of g.
(2) We have

((—g)-soi)(ng)—sof((n+1>g>—<—1>’”(n+1) —<—1>T( g >+<—1>T(n>

r
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or, in other words,

g .

;5 if r =0,
2.4 —g) - p? =
(2.4) (=9) - ¥ {s@ﬁ—@?_l a0

This formula shows that (—g) preserves L, and acts by a unipotent operator. It follows that
the cyclic subgroup Zg < Z,(1) preserves L, as well. Since Zg is dense in Z,(1), continuity
considerations show that L, is preserved by all of Z,(1).

Similarly, for v € Gal(F|F), we have

—1 T . . _
(2.5) vl = @9 = N (1) (e () ) !
=0

Thus, L, is stable under Gal(F|F), and hence under Gal(F|F) x Z,(1).
(3) We wish to show that the functions ¢f, ¢7, ... are linearly independent. If not, find some
nontrivial linear dependence relation

bosﬁg + -+ bm@;qn =0

with by, ..., b, € k. We may assume that this relation is chosen so that m as small as possible;
then b, # 0 and m > 0. Apply the operator f — f — (—g) - f to this equation. By (2.4), we
obtain
bigg +bap] + -+ bl =0,

contradicting the minimality of m. We conclude that dim L, = a

(4) This follows from (2.4) and the independence on g (see (1)).

(5) By construction we have an embedding of representations L,_; < L,. If g is a generator
of Ze(1) as a Zs-module, then it is clear from (2.4) that (—g) acts trivially on the quotient
Lo/La—1. Therefore, the group Zg < Zy(1) acts trivially, and by continuity, all of Z,(1) acts
trivially.

On the other hand, by (2.5), an element v € Gal(F|F) acts on L,/L,_1 by the scalar
A xe(1) ™) = xe(y) "t (see (2.3)). We conclude that Ly/L,—1 = k(—a + 1).

(6) Consider the multiplication map C(Z¢(1),k) ®x C(Z¢(1),k) — C(Z(1),k). This map is
compatible with the action of Gal(F|F) x Z,(1). It follows from (2.1) that the multiplication
map restricts to the desired map

Lo ®x Ly = Latb-1-
The image of this map contains ¢, = @, and @, = pops. By (2.4), it contains all of L, and
Ly, and thus it contains Lyax(a,p}- [l

In the next lemma (which will not be used below) we discuss the case when k has characteristic
0; in particular, these results show that in this case our construction recovers the local systems
considered in [4, 13].
Lemma 2.3. Assume that k has characteristic 0.
(1) Forr =0, there is an isomorphism of Gal(F|F)-modules
L, =k@k(-1)®---®k(—a+1).
In terms of the right-hand side, the action of g € Zy(1) is given by
0{~g,—>
0 <=9
(2.6) g — exp . )
0 {(=g,—>
0

where (—, =) : Zy(1) ®z, k(—r) — k(—r + 1) is the natural pairing map.
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(2) For a <b, there is a short exact sequence of Gal(F|F) x Z,(1)-modules
0— L, — Ly > Ly_q(—a) — 0.
Proof. By definition we have
k(—r) = k ®z, Homg, (Z(r), Z¢) = k @z, Homz, (Ze(1) ® - - - @ Z¢(1), Zg).

r copies

Define a k-linear map 6, : k(—r) — C(Z¢(1),k) as follows: for u € Homg, (Z¢(r),Z¢), we let
0,(1®u) : Ze(1) — k be the function given by

0,(1Qu)(g) = Zu(g® - ®g).

Then 6, is Gal(F|F)-equivariant and nonzero. We claim that 6, induces an isomorphism

27) k(-n) = { e c@an.] J0g) D A0 1 alh.

Indeed, it is clear that the image of 6, is contained in the right-hand side of (2.7). Moreover,
the latter set is 1-dimensional, because any element satisfying this condition is determined by
its value on some generator of Z(1) as a Zg-module.

Let us describe the pairing {—, —) : Z(1) ®z, k(—r) — k(—r + 1) in terms of 6, and 6,_;.
For g € Z(1) and f belonging to the right-hand side of (2.7), we have

(2.8) (9, F)(g) = rf(9).

For the remainder of this proof, we assume that g is a generator of Z,(1) as a Zg-module.
Consider the continuous function

vl Ze(l) >k given by vi(ng) =n"/rl.

It is clear that v¢ spans the right-hand side of (2.7). On the other hand, v/§,...,vJ_; is a basis
for L,, 50 Ly 2 k®---®k(—a + 1) as a Gal(F|F)-module. By (2.8), {g,v¢)(g) = 1/(r — 1)!, so

g\ — ,,9
<g7’/r =Vi_1-

In the usual Z,(1)-action on L,, the action of g on v¢ is given by

g (-1 (=1, v ! g
(g'VT)(ng)_ r _; ]| Vrg(ng)_;)j'<g7<t<g7yr >(7’Lg)

This shows that (2.6) holds when g is a generator of Zy(1) as a Z;-module. It then holds in
general by continuity.
(2) We continue to let g be a fixed generator of Z,(1) as a Zy-module. Let 0% : Ly, — Ly, be
the map given by
vi_, ifa<r<b-1,
0 otherwise.

If we identify L; with the space of polynomial functions Z, — k of degree < b — 1, then 0¢
is the a-fold differentiation operator. It is easy to check that 0% is Zy(1)-equivariant, but not
Gal(F|F)-equivariant. Specifically, for v € Gal(F|F) and f € L;, we have

(v f) = xe(y)" "y - 0*(f).

We conclude that ¢* induces an isomorphism Ly/L, =~ Ly_,(—a). O
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Remark 2.4. When k has characteristic ¢, the isomorphism in Lemma 2.3(1) may be false. A

direct calculation shows that

t2—t
2

te(te —1)
2

(52(t$) = = tg(sg(l') + 01 (.%')7
so that c3(t) = (t* — t). Let g be a generator of Z¢(1) as a Zg-module. By (2.5), in the basis

{¢?, 01,3} for L3, an element v € Gal(F|F) acts by

1

xe(y)™

3(xe(y)™' =

Xe(7)7?)

xe(7)7?
Suppose now that £ = 2, and that F = F,, for some prime p = 3 (mod 4). Take v € Gal(F|F) to
be the Frobenius map, so that x¢(v) = p. Then v acts on Lz by

In particular, the action of Gal(F|F) on L3 is not semisimple!

2.6. Definition of the local systems. Consider the affine line A over F. Recall that there is
a canonical exact sequence

78O (AT L {0},1) > (Al {0},1) - Gal(F|F).
This sequence is split by the choice of the unit F-point in A! \ {0}, and we identify

71 (AY < {0},1) = Gal(F|F) x 7§ (A! < {0},1).

We also have a canonical quotient map w5°*™ (Al < {0},1) — Z,(1), which is compatible with

the action of Gal(F|F) on both groups. Combining these observations, we obtain a canonical
surjective map

71 (AT < {0},1) — Gal(F|F) x Z,(1).

Thus, any continuous k-representation of Gal(F|F) x Z,(1) gives rise to an étale k-local system
on Al. For a > 0, we let %, be the local system on A! \ {0} corresponding to the representation
L, as in Lemma 2.2.

The pullback of %, to A% ~ {0} is the local system corresponding to the continuous repre-
sentation of 7§°°™(A! \ {0}, 1) given by the restriction of L, to this subgroup. By construction
this action factors through an action of the commutative group Zy(1). It therefore admits a
canonical action of Z,(1) by automorphisms of local systems.

By Lemma 2.2, for a > 1 there exists a canonical exact sequence

(29) L1 —> Ly > .Zl(—a + 1)

where £ is the trivial local system. Iterating these embeddings we obtain, for any a < b, a
canonical embedding

(2.10) Ly — 5.
For any a,b > 1, there is a canonical morphism

Lo ® Ly — Loyp
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whose image contains £, (a,p), and such that the following diagram commutes, where the
vertical maps are the surjections appearing in (2.9):

oga ®o§/ﬂb — gaerfl

! l

ZL(—a—b+2) =9 Z(—a—b+2).

Moreover, these morphisms are compatible with the embeddings (2.10) in the obvious way.

Iterating this construction one obtains, for any k > 1 and any integers aq,...,ax, a morphism
of local systems on A! \ {0}
(211) "S/pal ®®$¢1k —>$a1+“'+l1k—k+1'

3. HIGHER NEARBY CYCLES

3.1. Setting. Let X, f, a be as in §2.2. The goal of this section is to explain the construction,
for F a perverse sheaf on X, of a perverse sheaf

Y5 (F) € Perv(X}), k),

together with a collection parametrized by a~1(x) n P of pairwise commuting actions of Z,(1)
on its pullback to F. We warn the reader that this construction is “partial”: it will be defined
only for certain perverse sheaves .. We do not have any general criterion which guarantees
that this construction works, but we do have tools (see Lemmas 3.13, 3.14 and 3.20) that can
be used to show that this is the case in certain settings, where it gives rise to very important
objects (see Section 4).

In the case where |P| =1 and Q = &, our construction will reduce to Beilinson’s description
of the unipotent nearby cycles functor, and when |P| = 2 and @ = @ it corresponds to the
theory of “nearby cycles along a 2-dimensional base” developed in [9] and studied in [2, §9.4];
see Example 3.11.

3.2. Definition. Let a: P — Z>1 be a function. Define a local system %, on Af; by
Za = [X] Zaw)-
peP

For any p € P, we have an action of Z,(1) on the pullback of %, to F induced by the action on
the factor labelled by p. If a,b: P — Zs; are two functions, we say that a < b if a(p) < b(p)
for all pe P. If a < b, then (2.10) gives rise to an embedding of local systems

(3.1) La — %

on Af . In the special case where a(p) = b(p) for all but one element py of P, and moreover
b(po) = a(po) + 1, by (2.9) the cokernel is a Tate twist of a local system of the same form:
specifically, we have a short exact sequence

c(p) = a(p) = b(p) for all p # po,
c(po) = 1.

Let us say that a: P — Z1 is a-special (with respect to a given pointed map « : Py — Q)
if for each p € a~1(Q) we have a(p) = 1.

Definition 3.1. Let f : X — A" be a morphism of schemes. Let .# € Perv(X,, k), and let
a: Py — Q4 be a pointed map. If a,b : P — Z>; satisfy a < b, then for any ¢ € Z there is a
natural map

(3.3) A ((554(F ® [ La)) = P (1352(F @ f1.20))
induced by (3.1). We say that the a-nearby cycles of & are well defined if

(3.2) L — L — Ze(a(pg)) where {
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o for i = |Q| — | P|, there exists N € Z( such that if a is a-special and satisfies a(p) = N
for any p € a~1(*) n P, then for any b > a a-special the map (3.3) is an isomorphism;

o for i # |Q|—|P|, for any a a-special there exists b > a a-special such that the map (3.3)
vanishes.

If these conditions are satisfied, we set
THF) = lim AN © fEL).

a:P—Zx1
«a-special

In this case, for any p € a~1(x) n P, after pullback to F we have an action of Z,(1) on T¢(F)
induced by the corresponding action on .%,, called the monodomy action associated with p.
These actions pairwise commute.

Remark 3.2. (1) Tt should be clear that, although we omit the adjective “unipotent” from
our terminology for simplicity, what we consider in Definition 3.1 is an extension of the
construction of the unipotent part of the nearby cycles functor.

(2) In the definition above one can allow more generally X to be an ind-scheme over F which
is of ind-finite type. By definition a complex on such an ind-scheme is supported on a
closed subscheme, and the functor of Definition 3.1 can be calculated on a complex by
restriction to a closed subscheme supporting the given complex. All the statements of
this section hold in this generality, replacing the condition “proper” by “ind-proper,”
and the property “smooth” by “representable by a smooth morphism.”

We will sometimes write T (%) instead of Y¢(.#). This construction is obviously functorial
in the sense that if #,¥ € Perv(X,,, k) are such that the c-nearby cycles of # and ¢ are well
defined and if u : % — ¢ is a morphism, then we have a natural morphism

TG (u): YG(F) - 1Y)
which intertwines the monodromy actions (after pullback to F).
Lemma 3.3. The partially defined functor Y§ is exact in the sense that if
yl — yg - ﬂg

is a short exact sequence in Perv(X, k) such that the a-nearby cycles of F1, F2 and F3 are
well defined, then the induced morphisms

Y4(F1) = THF2) = TG(F3)
form a short exact sequence in Perv(X k).
Proof. For any a: P — Z>1 we have an exact sequence
p%IQI—IPI—l(izj*(y3 @f;“fa)) N p%ﬂ\QI—IPI(izj*(gl ®f;fa))
— 2NN (T2 @ [ L)) = PA V(155 (F3 @ £ 2a))
N p%ﬂ\QI*IPIH(izj*(yl ®f:$a))-

Fix N such that the map (3.3) is an isomorphism for i = |Q| — |P|, for any a which is a-special
with a(p) = N for p e a~1(x) n P and any b which is a-special and satisfies b > a, for the three
complexes F1, Fo and F3. Fix a which is a-special and satisfies a(p) = N for pe a=1(x) n P.
Fix b > a which is a-special and such that the morphism

p%\QI—IPI+1(izj*(yl @f:ga)) — P%\QI—IPI+1(i§j*(J551 ®f;$b))
vanishes, and then fix ¢ > b which is a-special and such that the morphism

P QPN (5, (7 ® f1%)) — PRIV (145, (75 © 1 2))
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vanishes. Considering the commutative diagram

IR IPI=1 (15, (F ® [* %) — p|RQI-IP(i% 5, (F ® fr))

| |

PAIRIEIPIEL(i%5, (P @ [ L)) —— PAIRIIPI(i25,(F1 @ fF L))

in which all maps are the natural ones, using the fact that the right vertical map is an isomor-
phism and the left one vanishes, we obtain that the upper horizontal map vanishes. Similarly,
considering the commutative diagram

PANRIIPI(i25, (Fs @ [ L)) —— PAIQITIPINL (5, (F1 ® [ Za))

l |

PAIQI-IP (1%, (F ® fr L)) — PRSP+, (7, ® [rLb))

where the left vertical map is an isomorphism and the right one vanishes, we obtain that the lower
horizontal map vanishes. This means that in the exact sequence considered at the beginning of
the proof (for the map b) the first and last morphisms vanish. Since the second, third and fourth
terms in this sequence identify with Y4 (1), T$(#2) and T¢(F3) respectively, this finishes the
proof. O

Remark 3.4. Recall the notation of §2.1, and set X, o = X xur Aia. Then the immersion jx
factors as a composition

ix,a1 JxX, a2
Xy Xn,a X,

and ix o factors through a morphism hx , : Xg‘ — X, Hence for any function a we have an
identification

(3.4) 2x(F @ [y La) = bX (x.0,1)(F ® [ ZLa).

Remark 3.5. Consider the decomposition & = agoay from Remark 2.1. Thenamapa: P — Zx;

is a-special iff it is a;-special, and we have i’y , =i’y ,, 0o, 4,, 50 for any a-special a we have
i?(,a(jX)*ng ® f;fa) = (iXal>az>*(ilx,a1)*(jX)*(y ® f;ga)

Since (a2)”!(*) = {#} we have a morphism i%a, ,,, which is easily seen to be smooth and
surjective, and an identification

1% 0(0x)4(F ® [ Za) = (o1 0,)* (ix.0.) " (1x)4(F ® [ L)
Since ia; ,, is smooth of relative dimension |Q| — |R| the functor (ia, ,,)*[|Q] —|R]|] is exact

with respect to the perverse t-structure (see [5, §4.2.4] or [1, Proposition 3.6.1]), so for any i € Z
we have

(3.5) (% alix)e(F ® f3.20) =
(s ) *1QI = [RI) (227G (1) © [ 20)) ) -

Since i%a, ,, is also surjective, (o, ,,)*[|Q| — |R|[] is also faithful on perverse sheaves (see [1,
Theorem 3.6.6])," hence it detects isomorphisms. We deduce that the a-nearby cycles of .F are
well defined iff so are the a-nearby cycles of %, and that in this case we have

YF(F) = (ko1 ,0,) " T (F)Q| - |RI].

Un fact i/)l(ﬂl,az has geometrically connected fibers, so that (il)/(ﬂl,az)*”Q| — |R][] is even fully faithful on

perverse sheaves, see [5, Proposition 4.2.5] or [1, Theorem 3.6.6].
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3.3. First properties. The following lemma makes more precise the perverse degrees one has
to consider in Definition 3.1.

Lemma 3.6. Let F € Perv(X,, k), and let o : P, — Q4 be a pointed map. For any map
a: P — Zxy, we have P2 (i%j+(F @ f¥La)) = 0 unless |Q| — |P| < i <|Q| — [im(a) n Q.

Proof. Remark 3.5 reduces the proof to the case « is surjective, which we assume from now
on. Set r := |P| —|Q|. Then i/, is a closed immersion; more specifically, it can be written
as a composition ¢, o --- 04y where each ¢; is a closed immersion whose complementary open
immersion is affine. (In fact it suffices to remark this for @, where the decomposition is obtained
by writing this map as a composition of embeddings of codimension-1 linear subspaces.) Then
the claim follows from the fact that if i : X — Y is a closed immersion with affine complement,
the functor ¢* sends any complex concentrated in perverse degrees between a and b to a complex
concentrated in perverse degrees between a — 1 and b, see [5, Corollaire 4.1.10]. (]

We deduce the following property.

Lemma 3.7. Let .F € Perv(X,,k), and let o : P, — Qy be a pointed map. For any two
functions a,b : P — Zx1 with a < b, the natural map

AN 1550 (F © [ 20) = PNV (F @ [ 20)

18 injective.
Proof. By induction, we can reduce to the case where a(p) = b(p) for all but one element of
P, say pp, and moreover b(pg) = a(pp) + 1. In this case, define ¢ as in (3.2). That short exact
sequence gives rise to a distinguished triangle

ek ek s e 1

5 (F ® [520) = i5Ju(F ® [3.5) — i5ju(F ® f1.Ze)(alpo)) 1 .
Lemma 3.6 applies to all three terms, and then the present lemma follows by examining the long

exact sequence in perverse cohomology. (Il

3.4. Reformulation. In the following lemma we show that Definition 3.1 can be formulated in
a slightly different way.

Lemma 3.8. Let .# € Perv(X,,k), and let o : Py — Q4 be a pointed map. The a-nearby cycles
of F are well defined if and only if the following conditions hold.

o There exists N € Zso such that if a is a-special and satisfies a(p) = N for any
peal(x) n P, then for any b > a a-special the natural map

pﬁﬁ\@l-lﬂﬁiﬁ(ﬁ@fﬁﬁﬁ) - pt%ﬂ‘Ql_lpl(izj*<§®f;$b))

s an isomorphism.
e For any a a-special there exists b = a a-special such that the natural map

QP55 (7 @ £ L) — P19 (7 @ £%))
vanishes.
Proof. By Lemma 3.6, the map (3.3) automatically vanishes for ¢ < |Q| — |P|. In view of this,
it is clear that the conditions in the present lemma imply those in Definition 3.1.
Conversely, assume that the conditions in Definition 3.1 hold. Let a : P — Z=; be an a-

special function, and define a sequence of functions aj, as, ... inductively as follows: set a; = a,
and if ay,...,a,_1 are already defined, choose a,, > a,,_; such that

PH(55x(F ® [y La, ) = P (1534(F @ [ Za,))
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vanishes for ¢ > |Q| — |P|. (By Lemma 3.6 again, there are only finitely many degrees
i > |Q| — | P| in which the objects above are nonzero, so finding such a a,, requires only finitely
many invocations of Definition 3.1.) Set

M; =771 QEPIGH (F @ fi L)),  G=12,....
By Lemma 3.9 below, there is an integer N > 1 such that M; — My is the zero map. The

second condition of the lemma is then satisfied by b = ay. O

Lemma 3.9. Let J be a triangulated category equipped with a non-degenerate t-structure, and
suppose we have a sequence of objects and maps

My 25 My 22 My — -
such that the following conditions hold:

(1) there exist integers a < b such that for all j, the t-cohomology tjfi(Mj) vanishes unless
a<i<b; _

(2) for any j =1 and i € Z, the map "2*(¢;) vanishes.
Then the composition ¢p_q410 Gp—q O -0 @1 : My — My_410 vanishes.
Proof. We proceed by induction on b — a. If b — a = 0, then M; = 7#%(M;)[—a] for all j, and
the maps ¢; are already all zero by assumption, so the claim is clear.

Otherwise, for any j we set M} = ‘72! M;, and let ¢} : Mj — M}, be the induced map.
By induction, the map ¢;_, o---0¢) : M] — My__, vanishes. Let
Y =¢p—q0--0¢1: My — Mp_g41,

and consider the commutative diagram

e (M) [~a] , g

Ol wi l@

1
N (My—gi1)[—a) —— Myp—ap1 — Mj_ 0y ——

Ol Lﬁb—aﬂ J/¢g—a+1

1
L (My—gyo)[—a] —— Myp—apa — Mj_\o ——

where all rows are distinguished triangles. An examination of the long exact sequence of Hom-
groups shows that ¥ must be induced by a map
0 : M1 - t%“(Mb,a+1)[—a].

The composition ¢p_,11 © 9 is equal to the composition
9 ¢) a
My = ' (My—a1)[—a]l = My—qs1 — My_qo.
But the composition of the last two arrows is 0, so ¢p_q+1 0% = 0, which concludes the proof. O
3.5. Examples. To illustrate Definition 3.1 we next consider some special cases.

Example 3.10. Assume that a~!(*) = {*}. Then there exists only one a-special map, namely
the constant map with value 1, and the corresponding local system is constant (of rank 1). In
this case, we interpret the conditions in Definition 3.1 as requiring that 227 (i*j. (%)) = 0 if
i # |Q| — |P|. Note that we have i, = jo i, hence i¥j.(%#) = (il)*#. It follows that the
a-nearby cycles of .# are well defined if and only if (i%)*.7[|Q| — |P|] is perverse, and that if
this is the case we have

T3(F) = (i)*Zllel —|Pl].
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Ezxample 3.11. Assume now that Q = @. In this case, there exists a unique map
a: Py — Qy = {*}
(which will therefore be omitted from the notation), and any map a : P — Zs; is special. If

n = |P|, we will speak of n-dimensional nearby cycles instead of a-nearby cycles in this case.
More specifically:

(1) In case n = 1, the constructions above amount to those of Beilinson [4] in his description
of the unipotent nearby cycles functor and its monodromy action, see [13] (see also [14]
or [2, §9.2] for the analogous construction in the complex analytic setting); in particular,
the 1-dimensional nearby cycles of % are well defined for any %, and compute the
unipotent part of the nearby cycles ¥¢(%). The monodromy action on the pullback to
F is the inverse of the standard monodromy action.

(2) In case n = 2, the considerations above specialize to the setting studied in [2, §9.4] (fol-
lowing an idea of Gaitsgory in [9]); in particular, [2, Proposition 9.4.7] gives a sufficient
condition under which the 2-dimensional nearby cycles of .# are well defined and can be
computed in terms of iterated unipotent nearby cycles.

This case is also considered (for general n) in [15], where appropriate versions of Lemmas 3.13
and 3.14 below are also obtained.

3.6. Compatibilities.

Lemma 3.12. If a: Py — Q. is surjective, |Q| = |P| — 1, and |a~1(x)| = 2, then the a-nearby
cycles of F are well defined.

Proof. Our assumptions imply that there is exactly one element p € P with a(p) = *. It is clear
that the datum of an a-special map a : P — Zx1 is equivalent to the datum of a nonnegative
integer (corresponding to a(p)). If m, : A” — Al is the projection onto the pth coordinate, then
the construction of the a-nearby cycles of .# with respect to f amounts to the construction
of the 1-dimensional nearby cycles of .# with respect to m, o f, which are well defined by
Example 3.11. O

For the next statements we fix a pointed map a : Py — Q4. Given a morphism g : ¥ — X,
we will denote by g, : Y, = X, and gy : Y;* — X7 the morphisms obtained by base change.

Lemma 3.13. Let g : Y — X be a smooth morphism of relative dimension d, and let
F € Perv(X,, k).
(1) If the a-nearby cycles of F are well defined, then so are the a-nearby cycles of g5 F[d].

(2) If g is surjective, and if the a-nearby cycles of g;l"f?[d] are well defined, then so are the
a-nearby cycles of F.

In either case, there is a natural isomorphism

Fo(gy Z1d]) = (97)* X5 (F)[d].
Proof. The first claim follows from the smooth base change theorem and t-exactness of shifted
smooth pullbacks. The second claim follows from the fact that pullback under a smooth surjective

morphism is faithful on perverse sheaves and detects isomorphisms, as in Remark 3.5. Details
are left to the reader. O

Lemma 3.14. Let g: Y — X be a proper morphism, and let F € Perv(Y,,, k). Assume that the
following conditions hold:

(1) the a-nearby cycles of F are well defined;
(2) both (gy)«7 and (g7)+Y§,(F) are perverse.

Then the a-nearby cycles of (gn)«F are well defined, and there is a natural isomorphism
T5((9n)«F) = (9;) L5, (F).
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Proof. To simplify notation we set r = |Q| — |P| and h = fg. For any a-special functions
a,b: P — Z>; with a < b, we can form the following commutative diagram, in which the
columns are truncation distinguished triangles (in the top row, we use Lemma 3.6 to identify

Pr<T(—) with P27 (—)[—7]):

PAT (15 0dv«(F @ hiy Za))[=1] — PHT (i odv«F @ hiy Lo)[ 1]
¢ ¢
iV odve(F @W) L) ———— ¥ dvs(F @ W) %)
¢ ¢
P Jva(F @ hELa) ——— P jva (F @ hi L)

L L

(3.6)

Since the a-nearby cycles of .# are well defined, by Lemma 3.8, we may choose a such that
the top horizontal map is an isomorphism for any b > a (so that these objects identify with
T¢(#)), and then choose b such that the bottom horizontal map is 0.

By base change and the projection formula, we have

gf,*i?an*(ﬁ ® h:;Za) = i?(,an*gn*(f ®g:f;$a) = i?(,an*((gn*g\) ® f:ga)

Thus, applying gy, to (3.6), we obtain a diagram

G (1Y o3y (F @ by La))[—r] = g "7 (5 Wy« (F @ hiy L)) [ 7]
\ 1
X adxs (g0 7 @ fif La) ———— iX Jdxs(gne 7 @ f7 Lo)
\ 1
Irs(PT7TI Liv e (F @ hFZa)) —— gha (P77 Wiy« (F @ h2))

41 I+1

(3.7)

whose columns are distinguished triangles. The objects in the top row are identified with
95 X5 (F)[—r]; in particular, by assumption, they are concentrated in perverse degree r. Since
gn+Z is assumed to be perverse, Lemma 3.6 tells us that the objects in the middle row live in
perverse degrees = r. It follows that

p%i(gf,‘*(prwi;ajy*(ﬁz ®hy L)) =0 for i <r—2,

and likewise for .4,. Taking perverse cohomology, we obtain the following commutative diagram
with exact columns:

A g (P Wdyw (F @ W5 L)) 2 PAT g PTGy x (F @ B L))
gﬁ*pﬁfr(i?aji(f ®hyLa)) ——— gf{*”%”(i?ajxvi(3Z ® hiy b))
p%T(ii,QJX*(jn*ﬂ ® fr La) —— pﬁ”(ii,ajx*(;*ﬂ ® fi L))

EAT (9 (pT>Ti§,jjy*(<? ® hi2a))) —— p%T(gﬁ*(pT”i”{/,jY*(ﬂ ® hy2b)))-

Here, the third horizontal arrow is injective by Lemma 3.7. Since the composition of the topmost
horizontal arrow with the topmost right vertical arrow is injective, the latter morphism must be
injective, which implies that the topmost term in the left-hand column vanishes. By one of the
four-lemmas, the 0 morphism on the fourth line is injective, so that the bottommost term in this
column also vanishes. We deduce that we actually have

LA (e (PTG v s (F @ BELa))) =0 fori <7
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The same reasoning also applies to b, which implies that the columns of (3.7) can be identified
with truncation distinguished triangles: that whole diagram can be rewritten as as

PAT (1% 0dxs(gns F @ fof La)) 1] = PHT (1% Lixs(gnxF ® fif L)) 7]
d d
1% Wixa(gns ZF @ ff La) —————— 1% oixx (9 F ® fif L)
d d
P75 Qi x s (gns 7 @ [ La) — PTETi% adx s (gns 7 @ fof L)

L L

(3.8)

Our argument shows that the top (resp. bottom) row of (3.8) is an isomorphism (resp. zero)
whenever the corresponding row of (3.6) has the same property. By Lemma 3.8, we conclude
that the a-nearby cycles of g,«.# are well defined. The identification of (3.7) with (3.8) shows
that Y4 (g7 ) = g7, TG, (F). O

3.7. Compositions of higher nearby cycles: construction. Let o : P, — Q4 and
B : Q« — R, be pointed maps, and let .# € Perv(X,,k) be an object which satisfies the
following properties:

e the a-nearby cycles and the Ba-nearby cycles of .% are well defined;
e the B-nearby cycles of T¢(7) are well defined.

In the rest of this subsection we explain how, in this setting, one can define a canonical morphism
(3.9) YI(F) = Y (X5 (F)).

Let ¢ : P — Zx1 be a Ba-special function. Recall that this means that c(p) # 1 implies
B(a(p)) = #. Define two new functions a,b : P — Zx>1 by

alp) = {c(p) fap) =x o {c(p) if B(a(p)) = * but a(p) # #,

1 otherwise, 1 otherwise.

We clearly have that a is a-special, and that %, ~ %, ® %,. Next, define b’ : Q — Z>1 by
b'(g) = —la (@)l +1+ >, b(p).
pea~1(q)

We claim that b’ is 3-special. Indeed, if 3(q) # *, then the summation involves only elements p
satisfying 8(a(p)) # *, and the claim follows from the fact that c is Sa-special. Note also that
if 8(q) = = we have

(3.10) b(g)=—la (@) +1+ > clp).
pea~t(q)

Recall the open subscheme A}, from §2.1 and the morphism a,, : A? — AP . Note that the
local system %, on Af; extends (uniquely) to a local system %, o on Afi o- We claim that there
exists a natural morphism

(311) d:fb’a — %A
of local systems on Af]?. Indeed, for q € Q, the gth copy of A in A is mapped under & to the
diagonal copy of A! inside AY @ Tt follows that
GHhax( ® Hwm)
9€Q " peai(q)
The morphisms (2.11) provide a map
@ “o(p) = L/ (q)

pea~1(q)
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for each ¢; taking the external tensor product over ¢, we obtain (3.11).
Note now that the restriction of & to AWQ, s factors through Af; o Which allows to define the
morphism ixa5 @ XJ'5 = X; ga by base change. We consider the commutative diagram as

follows, where the unlabelled arrow is the obvious open immersion:

ix, a1

Bo «@
X’I hxa g _an‘ii’l/ X77 \th X
« jxo
. .8 X
JxBa \
Jxe g2 l
N
X Ba _ Xa
lxo‘,ﬁ

We have a sequence of natural maps or isomorphisms as follows:
i?(,ﬂa(jX)*(y ® f;XC) = h}k(a,,B’i}k(,oz,ﬁ(jX,Boc,l)*(ﬁ~ ® f;;kXC)
adjuncti . . . .
=5 b g(ixes.0) % (xe,8.0) 1% 0 s (x.80.0)+ (F ® [ L)
= h¥. g(ixep,1)h% o (x,0,1):(F ® f La® [ L)

Now, recall the local system %, ., and denote by f, o : Xy0 — Afi o, the morphism induced by
f. By adjunction and compatibility of pullback with tensor product, there exists a canonical
morphism

(x,0,1)x(F ® [} La) ® fy atba = (ix,0,1)(F ® [ La® [ L)

This morphism becomes an isomorphism if .4, , is replaced by the constant local system; since
after pullback to F the local system %4, , is an extension of copies of this constant sheaf, we
deduce that it is an isomorphism too. We deduce identifications

h%. 5(ixe.51)xh% 0 (0x.0.1)+(F ® f Za ® f1 L)
=~ h%a 3(ixe81)sh% 0 ((x.0.1)%(F @ [ Za) ® [} L)
= h?{@,ﬂ(an,ﬂ,l)* ((h},a(jX,a,l)*(y ® fﬁfa)) ® (hfca,ﬁf;,k,afb,a))
= h¥a g(ixe 1) (0% 4 (x.01)(F ® [ Za) ® ((f) @ Loa)) -

Using (3.11) we deduce a canonical morphism

h%e s(xe,5,1):h% o (x,0,1)x(F ® [ Za® L)
— h%a 5(xe81)x (0% 0 (x,0,1)+(F ® fyZa)) ® (f7)* L) -

Using (3.4), Lemma 3.6, and the fact that tensoring with (f7')* % is exact for the perverse
t-structure, applying perverse cohomology in degree |R| — |P| to the composition of the maps
above we deduce a canonical morphism

(3.12) PP L (x)4(F ® [E%e)) —
AR (W (e 1) (PP (0% o (x,00) 4 (F ® [220)) ® (£2)* L)),

When c is large (among Sa-special maps) then a is large (among a-special maps) and b’ is large
(among f-special maps) in view of (3.10). Hence in this case (3.12) provides the morphism we
were looking for.

Remark 3.15. Suppose that |P| = 2, |@Q| = 1, R = &, and « is nonconstant. Then the mor-

phism (3.9) is that appearing in [2, Lemma 9.4.3 or Lemma 9.4.11], depending on the size of
a1(x).
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3.8. Compositions of higher nearby cycles: properties. The following three statements
give compatibility properties of the morphisms (3.9). Each of them can be checked on definitions.

Lemma 3.16. Suppose we have three pointed maps o« : Py — Qu«, B : Q« — Ry, and
v : Ry — Si. If all the objects in the diagram below are defined, then the diagram commutes,
where each arrow is an instance of (3.9):

TYF) ——— T} (Y](F))

1 1

THHYHT)) — Thoa(T7a(XYH(F))).

Lemma 3.17. Let g: Y — X be a smooth morphism of relative dimension d, let a: Py — Q,
B : Qs — Ry be pointed maps, let F € Perv(X,, k). Assume that:

o the a-nearby cycles and the Ba-nearby cycles of F are well defined;
o the B-nearby cycles of T‘]’c‘(ﬁ) are well defined.

Then the a-nearby cycles and the Pa-nearby cycles of g;"ﬁ[d], and the B-nearby cycles of
T?g(g;]“ﬂ[d]), are all well defined, and the morphism

TE (g ZLd]) — X2, (T, (g2 Z 1))

given by (3.9) is, taking into account the identifications of Lemma 3.13, the image under (g,)*[d]
of the corresponding morphism T?a (F) —> T?a (TH(F)). O
Lemma 3.18. Let g: Y — X be a proper morphism, let o : Py — Q4, B : Q« — Ry be pointed
maps, and let F € Perv(Y,, k). Assume that:

e the a-nearby cycles and the Ba-nearby cycles of F are well defined;

e the B-nearby cycles of T?‘g(ﬁ\) are well defined;

e the complezes

)« F, ()53 (F), (97" )X 5000 (XG,(F))  and  (97):XT5 (F)

are perverse.

Then the a-nearby cycles and the Ba-nearby cycles of (gy)«F, and the B-nearby cycles of
T;’é((gn)*ﬁ), are all well defined, and the morphism

Y5 () F) = T (T ((90)5F))

given by (3.9) is, taking into account the identifications of Lemma 3.14, the image under (gﬁ”‘h<
of the corresponding morphism T?? (F) —> T?fg)a (Y$,(F))- O

3.9. Product-type situations. Let P be a finite set, and suppose we have a collection of maps
(fp : Xp = Al)pep. For each p, let

Xpy=fp '(ATN{0})  and X0 = £, ({0}).
Denote the inclusion maps by j, : X, — X, and i), : X, 0 — X,,. Set
X=]]x, and f=][fh:X—>A"
peP peP

We obviously have X, =[]
describe X,? as follows:

(3.13) Xp=]]x0, <[] Xpo where X7, = [],, Xpn-

qeQ pea~1(%)nP pea~1(q)

peP Xp.n- More generally, for any pointed map o : Py — Q4, we can
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Here, the right-hand side is a fiber product over Al. If a~1(¢) = @, the right-hand side should
be understood to be A'.
The following lemma is immediate from the definitions.

Lemma 3.19. Let (f, : X, — A'),cp be as above. Suppose we have a collection of objects

Fp € D2(Xp . k), and set

F = [X].F, e D?(X,k).

peP

Then the object i%j«F € DE(Xj?,]k) is given by

i*j. 7 =~ [X] A; F i JpxTp-

qeqQ pea—1(q) pea~1(x%)nP

Here, the notation “A; 7 is a relative external tensor product: it is the pullback of the usual
external tensor product F, along the map
1

pea~(q)
HAl Xpn = H Xpn-

pea1(q) pea~1(q)

(When a~1(q) = @, this is the map A! — Spec(F), and Z, should be understood to be
pea—1(q)
the constant sheaf k on Spec(TF).)

Lemma 3.20. Let (f, : X, — Al)yep and o : Py — Qy be as above. Suppose we have a
collection of perverse sheaves F, € Perv(X, ,,k) that satisfy the following condition: for each
q € Q, the object

X, % |- lo~ (@] € DX, )
pea1(q)

is perverse. Then the a-nearby cycles of F are well defined, and we have

13 =X | K, % |0~ lo @l]E NEN)

qeQ pea—1(q) pea~ (k)P

Proof. Consider two a-special functions a < b. By Lemma 3.19, the map
inj« (7 ® f:;fa) —i3j«(F ® f;,kxb)

is the external tensor product of the following two kinds of maps:

(3.14) forqe @ : A}] (fp X f;nga(p) — ﬁp () f:,n«iﬂb(p));
pea=1(q)
(3.15) for pe a_l(*) NP: i:jp*(,?p ® f;’nfa(p) - Zp® f;nfb(p)).

In (3.14), because a and b are a-special, we have a(p) = b(p) = 1 for each p that appears. That
is, (3.14) is just the identity map of the object A; F,, which is a shifted perverse sheaf by
) pea~(q)
assumption.
The perverse cohomology of (3.15) is precisely Beilinson’s description of the unipotent nearby
cycles of .#,. More precisely, for a and b large enough, the i-th perverse cohomology of the map
in (3.15) is an isomorphism if ¢ = —1, and is 0 otherwise.
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We conclude that, for a and b large enough, the perverse cohomology P of the external
tensor product of all the maps (3.14) and (3.15) is an isomorphism when

i=Y (-l Moh+ >, (= =lQl-|P
qeQ pea~ (k)P
and zero otherwise. O
Lemma 3.21. Let (f, : X, — Al),ep be as above, and let o : Py — Q4 and 8 : Qx — Ry be

pointed maps. Suppose we have a collection of perverse sheaves F, € Perv(X,, »,k) satisfying the
following three conditions:

(1) for each q € Q, the following object is perverse:

(XL, Z | (1=l (@)l] € D(XG,k);
pea~!(q)

(2) for each r € R, the following object is perverse:

X P |- o™ (871 (r))[] € D2(X75, K);
pea=t(B1(r))
(3) for any p € P such that a(p) # = and (Ba)(p) = * we have V' (Fp) = Wy (Fp).
Then the a-nearby cycles and the Ba-nearby cycles of F are well defined, as well as the B-nearby
cycles of T4 (F), and the map T?a(f) — T?a(T?(f)) from (3.9) is an isomorphism.

Proof. Our assumptions together with Lemma 3.20 imply that the a-nearby cycles and the Sa-
nearby cycles of .# are well defined. To study the S-nearby cycles of Tj}(ﬁ ), let us introduce

the notation Z = [ | Xp,0, so that Xi¥ =[] o X¢')) x Z. We also let

pea—(%)AP P

Yy = A% Fp L=l (g)l] and ¥y = U (Fp),
pea—1(q) pea~1(%)nP

so that if we set & = T¢(F), then by Lemma 3.20 we have

G~ ( gq) XYy

q€Q
The diagram
xg dxe, xo l00 xpo

can be redrawn as

Jxe ixe g
nXg‘me—>nX;“><Z<——H . G B ]_[ X0 x Z.
qeqQ qeqQ reR \ref—1(q) geB~1(%)NQ

This almost matches the general set-up at the beginning of this subsection, except for the extra
factor of Z. A minor variant of Lemma 3.20 says that a sufficient condition for the S-nearby
cycles of 4 to be well defined is that for each r € R the object

(3.16) A; Gy |[1 =187 (n)]]

qep=1(r)
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be perverse. If this holds, then we have
(3.17) ) (9) = X, % |- ()X i () B Yz
reR ./ eB~1(%)nQ
qep=1(r) 1

Using the definition of ¢,, we rewrite the object in (3.16) as

X, Z[|1-187' )+ > A—la" (g
e it
pea~t(q)

lIe

X, L=l (BT )]
pea~!(B71(r))

This object is perverse by the second assumption in the lemma. We conclude that the S-nearby
cycles of & are well defined. Moreover, using the definition of ¢,, we can rewrite (3.17) as

Xy Zo L=l (BT () fo(9y) X U (Fp).

reR ) qeB~1(*)nQ pea=(¥)nP

pea”'(q)

To finish the comparison with T?a(%\), we must show that if 8(q) = *, then

() = VI(F).

pea~1(q)

This claim follows from the definition of ¥, our third assumption, and the compatibility of
nearby cycles with external tensor products, see [10, Théoréme 4.7]. (I

4. APPLICATION TO CENTRAL SHEAVES

In this section we assume (for simplicity) that F is algebraically closed, and denote by Algg
the category of F-algebras.

4.1. Graphs of points. We consider the curve C = Al and the closed point 0 € C(F). Given
R € Algr and y € C(R), we denote by T'y © Cr := C Xgpecr) Spec(R) the graph of y. The
constant R-point defined by 0 € C(F) will also be denoted 0. If P is a finite set, for R € Algg
and (y,)pep € CT(R) we set

F{yp:peP} = U pr C CR.
peP
Of course, for any subset Q < P we have a closed immersion I'y, . cqy — Ty, .pepy. We will also

denote by f‘{yp:pep} the completion of Cr along I'y, .,cpy (i.e. the spectrum of the completion
of 0(Cg) with respect to the ideal of definition of the closed subscheme T'y, ..epy). We have a

natural morphism f‘{yp:pe py — Cr, and the closed immersion I'y, .,cpy — Cr factors through a

closed immersion I'y, .,cpy — T’y .pepy. We set

Ff{)yp:peP} 1= Dy, pepy > Dy, ipepy-
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4.2. Satake category and central sheaves. Let G be a connected reductive algebraic group
over F. To G and a choice of Borel subgroup B G we can associate in the usual way the loop
group LG, the positive loop group L™ G, the Iwahori subgroup I < LT G, the affine Grassmannian
Grg = LG/LTG and the affine flag variety Flg = LG/I. Here the quotients are the fppf
quotients, and they are represented by ind-projective ind-schemes over F; for all of this, see [2]
for details. Recall that the L*G-equivariant derived category D‘erG(Grg,]k) of k-sheaves on
Grg, resp. the I-equivariant derived category D?(Flg, k) of k-sheaves on Flg, is endowed with
a canonical unital and associative convolution product *L+G, resp. *!.

The Satake category is the category Pervy+q(Grg,k) of LT G-equivariant k-perverse sheaves
on Grg. It is a fundamental standard fact (see [12, 3]) that the product «~*C is t-exact on
both sides, hence restricts to a bifunctor on the Satake category, and moreover that this restric-
tion admits a canonical commutativity constraint. For a finite collection (27,)pep of objects in
Pervy+c(Gra, k), it therefore makes sense to consider the convolution product *Ifg £,

We will denote by G the smooth affine group scheme over C' constructed (following X. Zhu)
in [2, §2.2.3.1]: its restriction to C' ~\ {0}, resp. to the formal neighborhood of 0, identifies with
G x (C'~{0}), resp. with the Iwahori group scheme of LG attached to B. For any scheme X over
C, we will denote by £% = X x¢ G the trivial principal G-bundle over X. Recall the ind-scheme
Grgen over C' defined in [2, §2.2.3.2]; it represents the functor sending R € Algp to the set of
equivalence classes of triples (y, £, 3) where:

* ye C(R);

e & is a principal G-bundle over f‘y;

° B:&p. = 5190 is an isomorphism.

4 y
We have canonical identifications
(41) Grgen‘{o} = Flg, Grgen|c\{0} ~ Grg X (O AN {0})
Following Gaitsgory [8], we consider the functor
Z: PervL+G(Gr(;,]k) — Perv[(Flg,k)

defined by Z(«7) = T grgen (o Mke g0y [1]). In fact, in this setting it is known that the nearby
cycles of &/ Xk g0 [1] are unipotent (see [2, §2.4.5]), so that Z(&/) coincides with the full
nearby cycles, see Example 3.11. It is known that this functor is monoidal when seen as a
functor with values in D?(Flg,k) (see [2, Theorem 3.4.1]), that for any .# in Perv;(Flg, k) and
o/ in Pervy+q(Grg, k) the convolution .7 «! Z(7) is perverse (see [2, Corollary 3.2.5]), and that
Z is a central functor; in particular, for .%, &/ as above there exists a canonical isomorphism
F 1 7() = Z(A) +! F, see [2, Theorem 3.2.3 and §3.5.1]. In particular, for a finite collection
() pep of objects in Pervp+g(Grg,k), it makes sense to consider the convolution product
*! 2 ().

peP

4.3. Tterated affine Grassmannians. Let P be a finite set. Define a functor Grp on Algy as
follows: for R € Algg, Grp(R) is the set of equivalence classes of the following data:

e a point (y,)pep in C¥(R);
e a principal G-bundle & over I'(gy_y,:peP}i

e an isomorphism £ : S‘fo = &9
{0}o{yp:peP} F{O}u{yp:pep)

This functor is represented by an ind-proper ind-scheme over C'*. It is also easily seen that
if @ is another finite set and « : Py — Q4 is a surjective pointed map, there is a canonical
identification A? x,r Grp = Grg.

Ezample 4.1. For n € Zzy and P = {1,...,n}, the ind-scheme Gry; . coincides with the
ind-scheme Gr,, of [7, §5.1]. If P = & we have Grg = Flg.
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Denote by
chtccf
the open subscheme consisting of the points (y,)pep such that y, # 0 for any p and y, # y, for
any p # p’. By standard arguments we have a canonical identification
(4.2) (Grp)‘CP,T ~ Flg x (Grg)P X CP’T.
Denote by jp the open embedding

(Grp)icrt = (Grp)jcopr = (Grp),.
Below we will consider collections of perverse sheaves
oty € Pervy(Flg, k) and o, € Pervy+q(Grg, k)
for each p € P. For brevity, we denote this collection by (2% );e Py~ We consider the functor

Cp : Pervi(Flg, k) x H Pervy+g(Grg, k) — Perv((Grp),)
peP

defined by
CP((J%)ieP*) = (]P)!* <%* ( %) ch,T [|P|]> 5

peP
where we use the identification (4.2).
The main result of this section is the following statement, proved in §4.6. The statement
involves the extension of the constructions of Section 3 to ind-schemes of ind-finite type, see
Remark 3.2(2).

Theorem 4.2. Let o : Py — Q4 be a surjective pointed map. For any <y in Pervi(Flg, k) and
(“p)pep in Pervp+c(Grg, k), the a-nearby cycles of Cp((<)iep, ) are well defined, and moreover
we have a canonical identification

&ep (Cr((A)iery)) = Co((Z))jeqy)
where

peEQT

By = oy ¥ (*;ea_l(*)mPZ(%)) and By = *L+G1(q)527p forge Q.
If B : Q« — Ry is another surjective pointed map, then the natural map

TG (Cr(Aiery) = Ty Yoy (Cr((H)icr,))
given by (3.9) is an isomorphism.

Remark 4.3. As was explained to us by A. Salmon, Theorem 4.2 can be restated as the con-
struction of a category cofibered over the category of finite pointed sets (and pointed maps).

Remark 4.4. In this remark we assume that P = {1,...,n} for some n € Z>; and Q = @. In
this case there is a unique choice for a, we have Grg = Flg, and Theorem 4.2 says that

(4.3) G (G, ) = o ¥ () # L),

(1) If n = 1, by Example 3.11 the fact that the nearby cycles are well defined is automatic;
the isomorphism (4.3) is the content of [2, Proposition 3.2.1]. In case n = 2, this
statement is closely related to the results of [2, §3.5].

(2) There exists a natural action of the symmetric group &,, on Grp by permutation of the
points y;. This action preserves the preimage of C**1 and, under the identification (4.2),
its restriction to this open subset identifies with the diagonal action by permutation of
the factors in (Grg)™ and C'T. It also preserves the preimage of (0,...,0) and restricts
to the identity on this preimage. For any ¢ € &,, we deduce a canonical isomorphism
between Yar, (Cp(Fh, A, ..., ,)) and the similar object obtained by permutation of
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the «%’s. Using the same techniques as in [2, §3.5.8] one can check that, under (4.3),
this isomorphism is induced by the “centrality” isomorphism for the functor Z (see [2,
Theorem 3.2.3]) or, equivalently (by [9], see [2, Theorem 3.5.1]), by the commutativity
constraint on the Satake category.

4.4. Convolution—torsor affine Grassmannians. We now introduce some auxiliary ind-
schemes needed for the proof of Theorem 4.2. In this section, we assume that P, and Q.
are equipped with total orders such that * is the smallest element, and that o : Py — Q4 is a
surjective, order-preserving pointed map. We set

min(a™') := {ie P |i=min(a"(a(i)))}, @mm(a"'):= Py~ min(a™!).
For i in P or @, we will denote by ¢ — 1 the predecessor of i.

Let ¢ and t be two subsets of P such that c nt = @. We will call ¢ the “convolution locus,”
and t the “torsor locus.” (These terms will be justified below.). Define a functor é\rg’t as follows:
for R € Algy, (/;r\rgt(R) is the set of equivalence classes of the following data:

a point (y,)se0 in C¥(R);
for i € P,, a principal G-bundle £ over f‘{O}u{yq:qEQ};
e for i € Py \ ¢, an isomorphism

Bi.gi ;80

’ IF{O}u{yq:qEQ)\Fya(i) F(O}U(yqitﬁQ}\Fya(i).
e for i € ¢, an isomorphism 3% : £%, = gt :
\F{o)u(yq:qu}\Fya(i) \F{O}u{yq:qEQ}\Fya(i)

e for i € t, an isomorphism ~* : £71 = £2 )
T{oyutyqiac)

In this definition, if «(i) = #, then “y,(;” should be taken to mean the point 0 € C'(R). In
the special case where « is the identity map, we may write Grf,’t instead of Gr&*. Using

standard arguments (see e.g. [2, Proposition 2.3.11]) one can show that @rgt is represented by
an ind-scheme over C'9, which is moreover ind-proper if t = @.

Ezample 4.5. For n € Z>1 and P = {1,...,n}, the ind-scheme (/S‘r\rﬁﬁg coincides with the
ind-scheme Gr,, of [7, §5.1].
If t’  t, there is an obvious map
(4.4) q: (/}\rzt — (/}\rg’t\t/
given by forgetting the v*’s with i € t’. There is also a “twisting map”
(4.5) p: (/}\rg’t — @'gUt”t\t/
that is defined on R-points as follows: for each j € t’, replace 37 by the composition

. J jy—1 .
A 5L g0 007, gimt ’
ITt03otwqae@ ~Luq(y, Tioyotygiae@i ™ uagy IT 030 twgrae@) “Tuq )
and then forget 77.
Let us describe this ind-scheme (or its generic part) in some special cases. First, when
c =t =, we have

(4.6) Gr2? = Flg x --- x Flg x [ [(Grg™ x¢ -+ x¢ Gr§™).
—_—
la™" ()| copies ieQ la=1(5)| copies

In particular, its generic part is

(47) (@_S,g)n = FlG X oo X FIG X GI‘G X o-ee X GI‘G X(C AN {O})Q

~~

|1 (%)| copies la=1(Q)]| copies
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Next, suppose ¢ = mm(a~!). We have

(4.8) (Gri™e™ )9~ LG xT LG xT - xT Flg x

~—
la=t(%)| factors

H LG xE"C LG xL7CG .. x LG Grg x(C'~ {0})9.
JjeQ

la™1(45)| factors

More generally, the previous description remains valid over C%'' for any c containing mm(a™!):
(4.9) (Gr&?)car = (G )2 op  if ¢ > mm(a}).

c,d
o

However, over a point (y,)eq ¢ C?1, the fiber of Gr may differ from (4.8) in the following

way: some instances of “Grg x (—)” are replaced by “LG xL*G (—),” depending on ¢ and on
the coincidences among the y;’s.

We now explain why t is called the “torsor locus.” Define the pro-smooth group scheme
ng over C? which represents the functor on Algy such that (ng) (R) consists of the tuples

(¥q)qe» 9) With (y4)qeq € C2(R) and g € Q(f‘{o}u{yq:qu}). (The representability of this group

scheme can be proved as in [2, §3.5.2].) The following lemma follows from standard arguments
(see e.g. [2, Lemma 2.3.9]).

Lemma 4.6. The maps (4.4) and (4.5) are both principal bundles (with respect to different
actions) for the group scheme

+
HcQ ‘CQg'
iet’
Suppose we have a collection of perverse sheaves (%% );ep, , where
(4.10) o; € Pervy(Flg, k) if a(i) = =, ot € Pervp+q(Grg, k) if a(i) € Q.

Via (4.7), regard ([X]; %) K kcx(opellQ|] as a perverse sheaf on (Cﬁg»‘")n. Next, fix some
subset ¢ < P, and consider the maps

(4.11) Gr22 & Gr?c 2 Gro?.
By equivariant descent, there is a unique object
Co(()ier, ) € Perv((Grg?),, k)
such that we have an isomorphism
P:C;((ﬂfi)ieﬂk) = q;’,‘ (( 4272) k(cx{o})QHQH) .
1€ Py

As an example, in the special case where ¢ = mim(a~!), using the identification from (4.8), we
have

(412) eﬁ(ail)((m)iep*) = (JZ{* T ﬂmax(oﬁl(*)))
(("Z{min(a_l(j)) e ’/(Z{max((x_l(j)))> k(c\{o})Q [|Q|]
JeQ

(Here, [x] denotes the usual twisted external product.) More generally, thanks to (4.9), the
previous description remains valid over C?' for any ¢ containing mm(a~!):

(4.13) CE((H)iery ) jcar = Co @) () iepy )jcan-
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4.5. Two kinds of convolution. We continue with the setting of §4.4, and assume that
c¢ o mm(a~!). This implies that t = min(a~!). We define a map

—~ —~ .
a(cnmin(a ,o(t
m=mS*: Grot — GrQ( (a7 )salt)

by sending an R-point ((y;), (€9), (8"), (7)) to ((y;), (), (87), (7)) where

Fi = gmax(eT () G = gmin(eTi(0) ... o gmax(aT (@) AF = ymin(eT()),
To check that these definitions make sense, let us record the domains and codomains of the
various maps above. Because ¢ > mimn(a~!), we have

Bl & =gt if min(a™'(5)) < i < max(a™*(j)),

’ |F{0}u{yq:qu}\ij |F{0}u{yqlqEQ}\ij

. . ~ _1 . . — .

pmin(a™ ) . & r —Fk if min(a~'(5)) e c,
IT{0yotyqiaey ~Ty; IT {00 {yq:qe@t Ny

pmin(e™ (@) ; gi = &2 if min(a~'(5)) ¢ c,

IT' {030 (yqiqe@) Ty T030{yqiae@) Ty

—1y.

min(a™!()) ; Fi-1 2, g0 o
! ' Ttoyu{yqqe@} ! mm(a (J)) .

In the special case where ¢ = mimn(a~!) and t = &, this map can be combined with (4.11) to
obtain the following “convolution diagram”:

(4.14) Gr2”? & Grg’m(a_ ) 2, Grﬁ(o‘_ )2 m, Grg’g.
The following lemma is immediate from (4.12).

Lemma 4.7. Let (<)iep, be as in (4.10). There is a canonical isomorphism

~—— 1
()« C™ ) (A )iery) = (o x" -+ Sy () I

+ +
((dmm(a—l(m WG L G,szax(a—l(m)) Mk opellQl)-
jeQ

Next, we define a map
W= : Grf;’g — Grg
that sends an R-point ((y;), (£%), (8%)) to ((y;), ™), 3) where
B _ 6*A 6.0 BrrAlax(P)fl o ﬁnjax(P) .
P01 o tgiac) Moyotwaracer  M0rotugiace)
We combine this with (4.11) to obtain a second convolution diagram
(4.15) Gr2? & Gr2P 2 Grb? L2, Gry,.

Lemma 4.8. Let (#)iep, be as in (4.10). There is a canonical isomorphism

(Na,n)*ag((ﬂ‘(i)ieP*) = CQ ((‘@j)jEQ*)
where the %;’s are as in Theorem 4.2.

Proof. Let us first treat the special case where P = ) and « is the identity map. In this case,
the statement of the lemma simplifies to

(4.16) (ttidp ) Coa (A)iepy) = Co(()icpy)-

The proof in this case is similar to that of [3, Lemma 1.7.10] (the crucial step in the comparison
of fusion and convolution in the Satake category). As a first step, we deduce from (4.13) that

(sam ) S ()iery)) = ( %) Bk [|P]]

P,
|CF peP
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o~ q = o mm(a ! p (o), ~ o
Grg’z GI'Q mm(a™ ") Grgun(a ) m GI'Q’

Grgp p Gr™ (e t),min(a”?) GI'Q

\ P L

Grpg _— Gr

\ l

F1GURE 1. Diagram for the proof of Lemma 4.8

We wish to prove that (uidpm)*ﬁfip ((#%)iep, ) is the intermediate extension of the object above.
To do this, we use the standard characterization of the intermediate extension from [5, Proposi-
tion 2.1.9] or [1, Lemma 3.3.4]: namely, it suffices to prove that the restriction, resp. corestriction,
of (ttidp )+ Cldp ((%)iep, ) to the complement of CPT in (C\{0})* lies in perverse degrees < —1,
resp. = 1. One can stratify (C \ {0})¥ in terms of coincidences between points, with strata in-
dexed by partitions of P. Given a partition 7 into m subsets, the preimage of the stratum X,
attached to 7 (of dimension m) in Grp identifies with Flg x (Grg)™ x X, and the restric-
tion of (wiq P,n)*aﬁp (4 )iep, ) identifies with the external product of .27 with some convolution
products of the /’s and with ky [|P|]. Using the fact that convolution of L*G-equivariant
perverse sheaves on Grg is t-exact (see §4.2) we see that if m < |P| this restriction is in negative
perverse degrees, proving the desired claim about restriction. The claim about corestrictions
can be checked similarly, or deduced using Verdier duality. This completes the proof of (4.16).

To prove the lemma in general, we use the commutative diagram in Figure 1. Our problem
lies along the diagonal of this diagram. Across the top of the diagram is an instance of (4.14),
and down the right-hand side of the diagram is an instance of (4.15). The squares involving
maps labeled “m” are all cartesian. We have

(Han)«C8 ()iery) = (iag.n)s (mE2)0)CE (A)ier, ).
By proper base change, we have
PE((mE2)n)CE(H)icp,) = gf (mE™2),) CE™ (A iep, ),
and then by Lemma 4.7 we have
(E2)) 8 (A)iery) = CB_(B)se0):

Now apply (pidg,n)+ to this equation. The result follows by the special case (4.16) considered
above. O

4.6. Proof of Theorem 4.2. We will first establish both the existence of, and the formula
for, Y&, . (Cp((#)icp,)). Choose total orders on Py and Q4 as §4.4, so that  is the smallest
element in both sets, and such that o : P, — Q4 is order-preserving. Consider the diagram

s 4 E~pP p P b
Gr27? L Gro" L Gro? =2 Grp.
P P P
Its base change along & : A? — AT is

GrgghGrgqurPg 22, Grg.
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To start, in view of (4.6), Lemma 3.20, and Remark 4.4(1),

oo <. X] X .k(c\{o})P[P]>

rp
1€ Py

is well defined, and isomorphic to

Z(ot) ifie Pra (%),
( %’)Ik(c\{o} @l) where ﬂfi’—{ 2 )

iePy otherwise.

Next, by two applications of Lemma 3.13, we obtain that
APz(CldP((ﬂi)ieP*))
is well defined, and isomorphic to

(4.17) CE(( A )iery)-

7

Applying Lemma 4.8 twice, we have
(tap )5 Clap (F)icry) = Co((F)iery)s (tam)«Ch () )ier,) = Co((Bi)icau ),

where the %;’s are as in Theorem 4.2. By Lemma 3.14, we conclude that the a-nearby cycles
of Cp(()iep, ) are well defined, and that

Grp (CP((A)icp,)) = Co((HBi)icqy )

as desired. This completes the proof of the first part of Theorem 4.2.
Next, by Lemma 3.21, the natural map

T%%%g ( '%k(C\{O})PHPH) - Tﬁé}g,gr%}g,z ( %k(c\{o})PHPH)

1€ Py 1€ Py
is an isomorphism. By two applications of Lemma 3.17, we find that the map
T%o\;P.Z (Cg((ﬁfz)zeP* ) — Tg\rf’,z AP o (CP((%)iEP* )
P o
is an isomorphism, and then Lemma 3.18 implies that so is the map

T (Cr((h)icrs) = Tereg (Teen (CP((Aicr, )
This completes the proof of Theorem 4.2.

4.7. Groupoid perspective. Let P be a finite set. Let K = Kp be the set whose elements
are sequences of surjective pointed maps

Qp—1
N

(4.18) v = (Py %5 Py 22 P14 5 @,).

Given such a sequence v, an elementary refinement of v is a new sequence 7' obtained by
decomposing some «; into a composition of two surjective maps: say

W’Z(P*ﬂ,...ﬂ, iil,*i,Q*&,Pi?*ﬂ,...ﬂ,g )
where a; = o o . Make K into a poset by declaring that v <+’ if 4/ can be obtained from ~y
by a (possibly empty) sequence of elementary refinements. Of course, this poset can be regarded
as a category in the usual way: there is a morphism v — ~ if v < 4/. This poset (resp. category)
has a unique minimal element (resp. initial object): namely, the unique pointed map Py — .

Lemma 4.9. Let K= be the groupoid obtained from K by formally inverting all morphisms.
Then K= is a contractible groupoid.
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Recall that a groupoid is said to be contractible if for any two objects x and y, there is a
unique morphism  — y. (This is equivalent to requiring that the nerve of the groupoid be a
contractible Kan complex.) The following standard argument applies to any poset with a unique
minimal (or maximal) element.

Proof. The initial object e of K remains an initial object in K=, so there is a unique morphism
from e to every other object. This implies that every object of K= is initial, and then that K=
is contractible. (]

Let v be as in (4.18). For brevity, we introduce the notation
I’Y(CP((M)ZEP*)) = T(éki'Pk,l 0+--0 Tcézrpl o T(élrp (CP((%)ZEP*))
(Here, all the functors are well defined thanks to Theorem 4.2.)

Proposition 4.10. For any object </ in Pervi(Flg, k), and any collection of objects (<7,)pep in
Pervi+c(Gra, k), there is a contractible groupoid whose objects are of the form X7 (Cp((4 )icp,))-

Proof. Define a functor F : K — Perv;(Flg, k) as follows: on objects, we set
F(y) = X (Cp((#)iepy))-

If v — +/ is an elementary refinement, then Theorem 4.2 gives us an isomorphism
Fly—=9):F(y) = F().

By Lemma 3.16, this rule extends to arbitrary morphisms in K, so F is a well-defined functor.

Since F' sends every morphism in K to an isomorphism, it extends uniquely to a faithful functor

F= : K= — Pervi(Flg,k). Its image is a (non-full) subcategory of Pervi(Flg,k) that is a
contractible groupoid by Lemma 4.9. O

Remark 4.11. Here are some examples of objects in the groupoid from Proposition 4.10 in the
case where P = {1,...,n} (cf. Remark 4.4). Choose an enumeration {x1,...,xn} of {1,...,n},
and let v, be the sequence

QAn—1

P* = {Xla..-,Xn}* o, {XQa" 7Xn}* > e —> {Xn—laxn}* {Xn}* Qn D,

where o;(x;) = * and «;(x;) = x; for j > i. Let f,, denote the composition

Gl‘{l o) XAl Alxoxitrexn} o Alxexisoxn} o gD}
By Example 3.11 and Lemma 3.12, we have

Y ((Hi)iepy) =Wy, Yy (Cp((H)iep,))-
On the other hand, if we let ~yy,;, denote the unique map P, — O, then Theorem 4.2 says that

X (e )iep, ) = oy +" (*;IaePZ(fQ{p)) .
Our considerations therefore fully justify [7, Proposition 5.2.1].
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