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ABSTRACT This paper tackles the problem of solving stochastic optimization problems with a decision-
dependent distribution in the setting of stochastic strongly-monotone games and when the distributional
dependence is unknown. A two-stage approach is proposed, which initially involves estimating the distribu-
tional dependence on decision variables, and subsequently optimizing over the estimated distributional map.
The paper presents guarantees for the approximation of the cost of each agent. Furthermore, a stochastic
gradient-based algorithm is developed and analyzed for finding the Nash equilibrium in a distributed fashion.
Numerical simulations are provided for a novel electric vehicle charging market formulation using real-world

data.

INDEX TERMS Decision-dependent distribution, learning, optimization, stochastic monotone games.

I. INTRODUCTION

The efficacy of stochastic optimization [1] and stochastic
games [2], [3], [4], [S], [6] generally hinges on the premise
that the underlying data distribution is stationary. This means
that the distribution of the data, which parameterize the prob-
lem or the game, does not change throughout the execution of
the algorithm used to solve the stochastic problem or game,
and is neither influenced or dependent on time nor the opti-
mization variables themselves. This is a common setup that
has been considered when game-theoretic frameworks have
been applied to problems in, for example, ride hailing [7],
routing [8], charging of electric vehicles (EVs) [9], [10],
power markets [11], power systems [12], and in several ap-
proaches for training of neural networks [13]. However, this
assumption can be invalid in a variety of setups in which
the cost to be minimized is parameterized by data that is
received from populations or a collection of automated control
systems, whose response is uncertain and depends on the
output of the optimization problem itself. As an example, in
a competitive market for electric EV charging [9], [14], the

operators seek to find the charging prices (i.e., the optimiza-
tion variables) to maximize the revenue from EVs; however,
the expected demand (i.e., the “data” of the problem) is
indeed dependent on the price itself. More broadly, power
consumption in power distribution grids depends on electric
prices [15]. A similar example pertains to ride hailing [7].

To accommodate this scenario, the so-called stochastic op-
timization with decision-dependent distributions (also known
as performative prediction [16]) posits that we represent the
data distribution used in optimization instead as a distribu-
tional map x — D(x) where x are decision variables [16],
[17], [18], [19], [20]. In this work, we study decision-
dependent stochastic games in which players seeks to mini-
mize their cost (based on their optimization variables) subject
to other players optimization variables, and where the data
distribution of each player depends on the actions of all play-
ers (we will use the term player and agent interchangeably).

We focus on solving the Nash equilibrium problem of
a game, which is to find a decision from which no agent
is incentivized by their own cost to deviate when played.
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Formally, the stochastic Nash equilibrium problem with
decision-dependent distributions considered in this paper is to
find a point x* = (x], ..., x;) € R" such that

x; € arg minF;(x;, x*;), Vie{l,...,n} (D
x;eX;
with Fi(x;, x* ) defined as:
Fi(xj, x*;) := E  filxi, x";, z) ()
zi~Di(x;,x* ;)

where: z; denotes a random variable supported on R¥:, f; :
R¢ x R — R is a scalar valued function that is convex and
continuously differentiable in x;, &; C Ré% is a compact con-
vex set, and D; : RY — P(R%) is a distributional map whose
output is a probability distribution supported on R

Standard stochastic first-order methods are insufficient for
solving problems of this form. As we will demonstrate later in
the paper, even estimating the expected gradient from samples
requires knowledge of the probability density function associ-
ated with D;—which is not possible in a majority of practical
applications.

Hereafter, we use the term “system” to refer to a population
or a collection of automated controllers producing a response
zi € Rk upon observing x. To illustrate our setup, consider
again the example where each agent represents an EV charg-
ing provider. Here, x; € R% represents the charging price at
a station managed by provider i, expressed in $/kWh. Corre-
spondingly, z; indicates demand for the service at that price,
while f; is the service cost (or the negative of the total profit)
for provider i. This is an example of a competitive market in
which the demand for service is a function of the price of all
providers; see, for example, the game-theoretic approaches
presented in [9], [21] and the Stackelberg game presented
in [14]. However, compared to existing game-theoretic models
for EV markets, the framework proposed in this paper allows
for an uncertain response of EV owners to price variations;
this randomness is difficult to model, as it related to the
drivers’ preferences and other externalities such as the loca-
tions of the charging stations, etc., as explained in, e.g., [21],
[22], [23].

Challenges in solving problems of this form typically stem
from the fact that the distributional maps D; are often un-
known [24], [25], [26], [27]. To overcome this challenge,
we propose a learning-based optimization procedure — in
the spirit of the methods proposed for convex optimization
in [18], [28] — to tackle the multi-player decision-dependent
stochastic game. The key idea behind this framework is that
we first propose a parameterization for the distributional map
in the system and estimate it from responses. Then, we use
the estimated distributional map throughout the game without
requiring further interaction with the system.

A. RELATED WORK

Our work incorporates themes from games, learning, as
well as stochastic optimization with decision-dependent
distributions. We highlight the relationship with this relevant
literature below.
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Games: Within the context of games, our work is specif-
ically focused on solving Nash equilibrium problems using
gradient-based methods and a variational inequality (VI)
framework. The literature on stochastic games is extensive;
for a comprehensive yet concise review of the subject, we
refer the reader to the tutorials [29] and [2]; see also perti-
nent references therein. A common denominator of existing
frameworks is that the data distribution is stationary. The
work of [30] demonstrates that strictly monotone games have
unique solutions and that gradient play converges to it. The
modern approach of solving Nash equilibrium problems for
continuous games via variational inequalities can be attributed
to Facchinei and Pang [31], [32]. For solving strongly mono-
tone variational inequalities, the projected gradient method is
capable of converging linearly.

Our work introduces the additional complexity of mini-
mizing communication between agents and hence we use a
distributed gradient approach in our optimization algorithm.
Distributed gradient methods have been explored extensively
in the literature on convex optimization, though less so in
that of variational inequalities. We refer the reader to [33]
for a review in the convex optimization setting, and [34] for
variational inequalities.

Decision-Dependent Data: This paper contributes to the
growing body of literature that studies stochastic optimization
with decision-dependent data distributions. While the con-
cept of decision-dependent uncertainty has existed within the
optimization literature for some time, the formalization via
distributional maps is attributed to ‘“Performative Prediction”
and its use within the machine learning community [16].
This work posits the formulation of optimization problems
in which the data distribution is explicitly dependent on the
optimization variables, and proposes repeated retraining (and
the limit points thereof) as a solution; these points are re-
ferred to as “performatively stable” to distinguish them from
“performatively optimal” points as they solve the stationary
optimization problem that they induce. Convergence of var-
ious stochastic gradient algorithms to performatively stable
points are studied in [17], [35] in the batch setting, and in
the time-varying setting in [36], [37]. The extension of prob-
lems to games includes two-player zero-sum games in [37],
and general multiplayer games in [19]. Additional recent ex-
tensions to this line of work include distributionally robust
optimization [38], [39] and time varying optimization [36],
[37].

The prevailing method for finding optimal points, and
by extension Nash equilibrium, involve prescribing a model
of the distributional map(s) to leverage standard stochas-
tic optimization methods. While derivative free optimization
is possible, the necessary restriction to estimators using a
single cost evaluation prevents any reasonable rate of conver-
gence [18], [19], [20].

Optimization algorithms for linear parameterizations (i.e.
location scale families) are discussed in [18] using a
multi-phase approach, where a model is learned before the
optimization phase, and in [19] where a model is learned
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during the optimization phase using an adaptive approach. A
multi-phase approach suitable for a general class of param-
eterizations, which is referred to as “regular”, is developed
in [28]; here, bounds on the resulting excess risk are provided.

This work complement the technical findings of [28] by
generalizing the so-called “plug-in” optimization approach
of [28] to non-cooperative multiplayer games. Like [19], we
focus on finding the Nash equilibrium of strongly-monotone
games with decision-dependent distributions. However, i) our
optimization framework works for a more general class of
models, as opposed to merely linear parameterizations; addi-
tionally, ii) our algorithm learns a model before optimization
rather than during. In this way, we can separate the number
of required interactions with the system from the number of
optimization steps.

B. CONTRIBUTIONS

In this work, we provide the following contributions to the
body of work on stochastic optimization and Nash equilibrium
problems with decision-dependent distributions.

i) We propose an algorithm for finding a Nash equilibrium
in stochastic games with decision-dependent distribu-
tions where: (i) the distributional map for each player’s
cost is estimated from samples, and (ii) the estimated
distributional map is used in gradient-based strategies.

ii) We provide guarantees on the approximation error
of distributional maps for a class of map learning
problems.

iii) We show that the parameterized cost approximates the
ground-truth in high-probability.

iv) We propose a stochastic gradient-based algorithm for
solving a parameterized strongly-monotone game, and
we demonstrate linear convergence in expectation.

v) Finally, we provide numerical simulations of an EV
charging market formulation using real-world data. The
EV market formulation is new in the context of energy
markets, thus providing contributions in this area.

C. ORGANIZATION

In Section II, we provide necessary notation and background
for our analysis. In Section III we discuss the proposed
learning algorithm in detail and present our primary result.
Section IV discusses the details of the optimization stage. We
provide our numerical simulations in Section V. Proofs of the
results are provided in the Appendix.

Il. NOTATION AND PRELIMINARIES

Throughout the paper, R? denotes the d-dimensional Eu-
clidean space with inner product (-, -), and Euclidean norm
| - ||. For a matrix X € R™"™ || X|| denotes the spectral norm.
For a given integer n, [n] denotes the set {1,2,...,n} and
8" denotes the Euclidean hypersphere in n dimensions,
{x € R"| |lx|]l2 = 1}. The symbol 1, is used to denote the
d-dimensional vector of all ones. Given vectors x € R” and
z € R™, we let (x, z) € R denote their concatenation.
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For a symmetric positive definite matrix W € R?*?, the
weighted inner product is defined by (x, y)w = (x, Wy) and
corresponding weighted norm ||x|lw = +/(x,x)w for any
x,y € R, The weighted projection onto a set X € RY with
respect to the symmetric positive definite matrix W € R?*¢ is
given by the map

. 1
Projyy (x) := arg min= |lx — vl 3)
yeX

for any x € RY.

A. PROBABILITY MEASURES

Throughout this work, we restrict our focus to random vari-
ables drawn from continuous probability distributions sup-
ported over the Euclidean space. When random variables
X,Y € R¥ are equal in distribution, i.e., P(X <x) =PY <
x) for all x € R¥, we write X Ly.

Our analysis includes study of sub-exponential random
vectors. A univariate random variable X € R is said to be sub-
exponential with modulus 6 > 0 provided that the survival
function satisfies P(|X| > t) < 2exp(—t/0) for all t > 0. By
extension, a random vector X € R¥ is sub-exponential pro-
vided that (u, X) is a sub-exponential random variable for all
ue S,

To compare probability distributions, we will be interested
in computing the distance between their associated probability
measures—for which we need a complete metric space. We let
P(RF) denote the set of finite first moment probability mea-
sures supported on R and write the Wasserstein-1 distance
as

Wip, v) = ]Sup {]Exw[h(X)] - Ey~u[h(Y)]}
hely

for any p, v € P(RY), where £; is the set of all 1-Lipschitz
continuous functions / : R¥ — R. Under these conditions, the
set (P(Rk), W) forms a complete metric space [40].

B. GAMES
We consider a game that consists of n players. Each player
has a cost function F;, distributional map D;, and decision set
X; € R%. Hence, each player chooses a decision, or strategy
x; € X; € R%. The concatenation of the decision variables
is written as x = (x,...,x,) € X C R? where X = ]_[f’:l X;
andd = Y, d;. For a fixed agent i, we will decompose the
decision x as x = (x;, x_;) where x_; € R¥~% is the strategy
vector of all agents excluding the ith one.
The collection of costs F; and decision sets X; defines the
game
min Fj(x;, x_;), i € [n]. @)
X €X;
A Nash equilibrium of this game is a point x* € X provided
that

x} € arg min Fi(x;, x*; 5)
X, €X;
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for all i € [n]. Intuitively, x* is a strategy such that no agent
can be incentivized by its cost to deviate from x; when all
other agents play x* ;. Finding Nash equilibria is the primary
focus of this work.

Games of this form are commonly cast into a variational
inequality framework. This is due, in part, to the observation
that the Nash equilibria x* € X are the solutions to the varia-
tional inequality

(x —x*, G(x*)) >0, VxedX,
where the gradient map G : R — R is defined as
G(x) = (ViFi(x), ..., VaFy(x)). (6)

Here, the notation V; is used to represent the partial gradient
V,,;. We will denote the set of Nash equilibria of a game with
gradient map G and domain & as NASH(G, X). Existence of
solutions to variational inequalities of this form is guaran-
teed provided that the set X is convex and compact and the
gradient map G is monotone; uniqueness is guaranteed when
G is strongly-monotone [31]. We say that G is a-strongly-
monotone on X provided that there exists o > O such that

(X =3 Gx) —GO) =alx—yl*, YxyeX (7

and monotone when o = 0. In this work, we primarily fo-
cus on strongly-monotone games. While monotone games are
tractable, methods for solving them with decision-dependent
distributions require alternative gradient estimators—a topic
we leave to future work.

C. MONOTONICITY IN DECISION-DEPENDENT GAMES
In this work, we introduce the additional complexity to the
formulation in (4) that the F;’s are the expected cost over a
distributional map D; : R¢ — P(RX). In particular, we write
the cost as

Fi(xi, x_;) = E

2i~Di(xj,x—j

)fi(xi, X—is Zi)- (®)
This can be written alternatively as the integral

Fi(x) = / Fir. zpizi )z ©)
Rki

where p; is the probability density function for the distribution
D;(x). When the integral satisfies the Dominated Convergence
Theorem, computing the gradient amounts to differentiating
under the integral and using the product rule. We then obtain

ViFi(x) =z-~E o [Vi filx. i) + fi(x, z)Vilog pi(zi, x)] .

o (10)
where we recall that G(x) = (ViFi(x), ..., V,F,(x)). In
short, characterizing the gradient of this decision-dependent
game requires assumptions not only on f;, but also on the
properties of the distributional map D;. Sufficient conditions
for strong monotonicity of the game in (4) are due to [19] and
are stated in terms of the decoupled costs, given by

Ry = B fia)

Y

298

for all x,y e R4, and their associated decoupled partial
gradients

Gi(x,y) = '_ngi(y)vifi(x, Zi), (12)
for all x, y € R? and
Hi(x,y)=Vy, E fi(x,z) 13)
Di(y)

Vi
zi~

for all x,y € RY. A key observation used in the proof is that
Gi(x) = ViFi(x) = Gi(x, x) + Hi(x, x).
Theorem 1 (Strong Monotonicity, [19]): Suppose that,
i) Forall y € X, x — G(x, y) is A-strongly monotone,
ii) For all x € X, y > H(x, y) is monotone, and that for
alli € [n],
iii) For all
continuous,
iv) y > D;(y) is y;-Lipschitz continuous on (P(R)Y, Wy).

Setk = ,/ZLI(V"TL")Z. Thenifx < 1/2, x> Gx)isa =
(1 — 2k )A-strongly monotone. O

x e X,zi— Vfi(x,zj) 1is L;-Lipschitz

1iIl. LEARNING-BASED DECISION-DEPENDENT GAMES

In this work, we aim to solve the stochastic Nash equilib-
rium problem with decision-dependent data distributions as
formulated in (1). Methods for finding Nash equilibrium for
games with decision dependent data distributions either use
derivative free optimization, at the expense of an extremely
slow rate, or use derivative information in conjunction with a
learned model of the distributional map [19].

In [28], it is shown that a “plug-in” optimization approach,
whereby a model for the distributional map is learned from
samples prior to optimization, yields a bounded excess risk for
the convex optimization problems with decision-dependent
data. In this work, we leverage the properties of the system to
simplify the communication structure of our approach, which
we depict in Fig. 1.

We assume that each agent i deploys a decision x; to the
system in order to receive realizations z;. Once deployed,
the decisions {x;} are made public and available to all other
agents. Given that we assume that elements of the system
are able to respond to deployed decisions {x;}, such as a
population of strategic human users of a service provided
by competitors i € [n], it is reasonable to assume that other
agents may respond to the decisions of agent i as well. In this
way, agent i may receive x_; without requiring cooperation or
coordination with other agents.

To accommodate this setting, our algorithm proposes a
multi-phase approach consisting of the following phases:
(i) sampling; (ii) learning; (iii) optimization. It is important to
note that, following the learning phase, players only need to
participate in gradient play without receiving any additional
feedback from the system in the form of z; ~ D;(x). This
is distinct from existing approaches in which performatively
stable points can only be reached after several (even thousands
of) rounds of feedback [16], [19], [20], and performatively
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FIGURE 1. Communication structure allows agents to interact with the
system in square by sending decision x;. After deploying, agents can
receive feedback from the system in the form of other agents decisions x_;
and data z;.

Algorithm 1: Multi-phase Optimization.
Input: m, {D,,}"
for j € [m] do
for i € [n] do
‘ Draw x(J) ~ Dy, ;
end
Deploy zU) ;
Observe zi(j) ~ D;(z9) ;
end
for i € [ | do
‘ Fit 3; € argming ¢, — Zm Ri(z), z; o) Bi) s
end
Compute = € Nash(Gg, &) ;

optimal points can only be reached for models known to be
location scale families a priori [18], [19].

Sampling: In the sampling phase, we require that each
player to design a distribution of decisions Dy, and to deploy

i.d
decision samples {x(f )}’" H D,; so that they can collec-

tively receive feedback zl- ~ D;(x") from the system (in

response to their deployed decisions {x(j )}m 1)- The result is

that each agent has access to a dataset {x(/), z(] )}’” which
they can use to learn their distributional map D;.
Learning: In this procedure, each player will choose a hy-

pothesis class of parameterized functions

Hy, = {Dyl i € B SR (14)
as well as a suitable criterion or risk function R;, to formulate
their own expected risk minimization problem

Bi € arg min E  Ri(x,z, Bi)

15
Bi€B; x~Dy,zi~Dj(x) ( )

VOLUME 3, 2024

over the random variable (x, z;) drawn from the coupled dis-
tribution (D, D;(x)). Then, using the set of samples from the
previous sampling phase, they can formulate the correspond-
ing empirical risk minimization (ERM) problem

Bi € arg IIllIl— ZR a9, 7 D B). (16)

Bi€B; j=1

The result is a learned distributional map Dz approximating
D;, which we can now use to solve the approximate Nash
equilibrium problem.

Optimization: Following the approximation phase, each
player now has a learned model of their distributional map
Dz , which can be used to formulate an approximation of the
ground -truth cost F; and hence an approximate Nash equilib-
rium problem:

X; € arg mmF (x,, i) 17
xX;€X;
for all i € [n], where
FE(xivf—i) - ﬁ(xlvx—l7 Zl) (18)

'\’D (-xt X_i)

Hereafter, we denote the Nash equilibrium of the approxi-
mate game as X to distinguish it from the ground truth x*.
In Algorithm 1, we write the set of Nash equilibria for the
operator Gﬁ with domain X as Nash(GE, X). In practice, we
will assume the necessary hypotheses to guarantee uniqueness
of this assignment; in which case the set inclusion is simply
an equality.

By solving (17) instead of (1) we have introduced two
errors: (i) the approximation error of the distributional
map D; by elements of the hypothesis class Hp, and
(ii) the estimation or statistical error by solving the ERM
problem instead of the expected risk minimization prob-
lem. In [28], the main result demonstrates that these two
sources of error propagate through the optimization prob-
lem, and that the resulting excess risk can be bounded
in terms of the sample complexity m. Our goal is to ex-
pand this result and provide additional analysis to our
setting.

A. PARAMETER ESTIMATION FOR REGULAR PROBLEMS
A critical component of our analysis is the estimation or
learning of the distributional map and the subsequent char-
acterization of the estimation error. In this section, we outline
a class of expected risk minimization problems, which we call
regular problems, for which we can characterize the distance
between expected risk minimization solutions and empirical
risk minimization solutions. Throughout, we write R;(8;) =
E(e.o)[R(x. zi, )] and Ri(By) = (1/m) Y1y RixD), 27, By)
for B; € R% to denote the expected and empirical risk,
respectively.

Definition 1 (Map Learning Regularity): A map learning
problem, consisting of the optimization problems with costs
R; and R; over B;, is regular provided that:
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a) Convexity: The expected risk B; — R;(B;) is ui-strongly
convex, and the empirical risk g; — I@i(ﬂi) 1S convex.
b) Smoothness: For all realizations of x € X' and z; € Rk,
Bi = Vg.Ri(x, zi, B;) is Lg,-Lipschitz continuous.
¢) Boundedness: The set B; C RY is convex and compact.
d) Sub-Exponential gradient: For all B; € B;, VgR;(x,
zi, Bi) is a sub-exponential vector with parameter
9,‘ > 0. O
_Items (a) and (c), taken together, guarantee existence of
B and uniqueness of 8* as defined in (16) and (15), respec-
tively. Furthermore, the inclusion of item (b) is necessary
to guarantee that first-order stochastic gradient methods will
converge at least sub-linearly to E Lastly, the heavy-tail as-
sumption [41] will allow us to describe the concentration of
the gradient estimates. Together, they allow us to relate the
solutions to the sample complexity in the following lemma.
Lemma 2 (Uniform Gradient Bound): If the smoothness
and sub-exponential gradient assumptions in Definition 1 hold
for player i € [n], then for any 6 € (0, 1/2) and any m such
that m/ log(m) > 2(¢; 4+ log(1/8)), we have that:

log(m)(¢; + log(1/8))

m

sup [VRi(B) — VRi(B)| < c,-\/
peB

19)
with  probability at least 1—4, where C;=
4max{ngi/15r,-,9,-}. [l

The proof of this result is provided in the Appendix Al.
This result offers a broad generalization of [42, Equation
(19b)] to any risk with Lipschitz-continuous sub-exponential
gradients over any convex and compact set. Our result is
comparable to the O(+/€;m) rate that can be found for specific
problem instances such as linear least squares regression and
logistic regression, but with the addition of a /logm factor.
Indeed, the generality of the risk function requires that we
enforce compactness of the domain, thus giving rise to this
extra logarithmic factor. This gradient estimation result will
now allow us to reach our desired bounded distance result,
which we present in the following theorem.

Theorem 3 (ERM Approximation): If the map learning
problem is regular for player i € [n] (i.e., it satisfies the as-
sumptions in Definition 1), then for any § € (0, 1/2) and any
m such that m/ log(m) > 2(¢; + log(1/8)) we have that:

17— < /log(mxe,» tlog1/8) )

m

with probability at least 1—§, where C/ = (4/u;)
max{Lﬁ[/15ri, 09,'}. ([l

The proof of Theorem 3 is provided in the Appendix A2.
The power in this characterization lies in the fact that it holds
for any statistical learning problem satisfying the assumptions
listed in Definition 1, and is not specific to the setting of
learning distributional maps. We note that our Definition 1,
which is a property used in the Theorem 3, is different from
the one in [28] and it involves conditions that are easier to
check.
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As an example, we provide conditions for which a linear
least squares problem satisfies the regularity conditions and
hence is subject to the above ERM approximation result.

Proposition 4 (Linear Least Squares Regularity): Consider
the linear least squares problem with expected risk problem

o1
B! € arg min-E(, ) [|Bx — zill%,
BeB; 2

and empirical risk minimization problem

3 LS ) L) H2
B; e arger;m o J; HBx Z; .
Let x ~ D, with zero mean and covariance matrix X. If
i) There exist y;, L; > O such that y;I < ¥; < Lil,

ii) The entries of xxT and z;xT are sub-exponential,

iii) The constraint set [3; is convex and compact.

Then, the map learning problem is regular. (]

The proof of Proposition 4 is provided in Appendix A3.
Deriving conditions for the more general case of non-linear
regression is attainable but outside the scope of this work.

B. BOUNDING THE APPROXIMATION ERROR
Finding a relationship between X and x* will require that
we first characterize an appropriate hypothesis class of dis-
tributions for learning. Here, we formalize the notion of
misspecification and sensitivity for a hypothesis class Hp,.
Definition 2 (Misspecification [28]): A hypothesis class
‘H; is n;-misspecified provided that there exists a ; > 0 such
that

Wi (Dgx(x), Di(x)) < n; (21)

forallx € X. t

We note that, although n; is not known to agents in prac-
tice, it is a useful conceptual quantity that can be used to
represent the expressiveness of the parameterization relative
to the ground truth; it also captures the ability of the cho-
sen risk function to fit a parameterization. This is similar to
the notion of approximation error used in classical statistical
learning methods [43]. However, unlike this setting, we note
that n; = 0 implies that Dﬂi* (x) = D;(x) for all x € AX; hence,

z~D(x) and 7/ ~ Dﬂ;k (x) yields z 4 7' but not necessarily
z = 7/ almost everywhere as we might like.

Definition 3 (Sensitivity [28]): The hypothesis class Hp, is
g;-sensitive if, for any B;, B/ € B;,

Wi (D, (x), Dy () < & || Bi = B (22)

forallx € X. (]

Sensitivity of Hp, is merely a convenient name for the
condition that B+ Dg (x) be ¢;-Lipschitz continuous for
all realizations of x € X. In the result that follows, we
demonstrate that an appropriately misspecified and sensitive
hypothesis class induces a cost that has bounded distance to
the ground truth cost in (1).

Theorem 5 (Bounded Approximation): Suppose that the
following conditions hold for all i € [n]:
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i) The hypothesis class Hp; is n;-misspecified, and ;-
sensitive.
ii) The map learning problem is regular.
iii) For all xe &}, z+— fi(x,z) 1is
continuous.
Then, the bound

L,-Lipschitz

|Fg (x) — Fi(0)| < nil; + L,&Citi(m, §), (23)
holds with probability 1 — § for any x € &, where
log(m)(€; + log(1/8))
Ci(m, 8) == \/ glm)(ti + log(1/6)) (24)
m
and where C] is as in (20). O

The proof of Theorem 5 is provided in the Appendix A4.
Note that since each Fp, is assumed to be continuously
differentiable and X C R? is compact, then x — Fg (x) is
Lg,-Lipschitz continuous on X" with

Lg = VFg. . 25
g = max | V(0 (25)
Leveraging this fact allows us to demonstrate that the excess
cost can be bounded—an analog of the main result in [28].

Corollary 6: Suppose that the hypothesis of Theorem 5
holds. Then,

|Fi(®) = Fi(x")| < 2Ly, + 2L;,6,Cigi(m, 8)

+2max{L; . Lg:}diam(X_;)  (26)

hold with probability 1 —§ for any X € NASH(Gg, &) and
x* € NASH(G, X), where C] is as in (20) and X_; =
[1 jAi Xj. 0

The analysis in this section demonstrates that the estimation
procedure in Algorithm 1 yields a cost function that approx-
imates the original cost in (1) with an error that decreases
as the number of samples increases. Furthermore, this bound
exists independent of the conditioning of the Nash equilibrium
problem we solve in the optimization phase. We note that (23)
is similar to the result in [28], but it is based on a different def-
inition of regular problem (see Definition 1); the bound (26)
is unique to this paper.

In the section that follows, we examine a family of hypothe-
sis classes that allows the approximated game to be monotone,
and provide suitable algorithms for solving them with conver-
gence guarantees.

IV. SOLVING STRONGLY-MONOTONE
DECISION-DEPENDENT GAMES

Since the agents lack full knowledge of the system and hence
the ground truth distributional map D; in (1), we cannot
hope to enforce that D; satisfy any assumptions to encourage
tractability of our optimization problem. We can however
impose conditions on the hypothesis class Hp,, which is
chosen by the agents. To successfully find a Nash equilib-
rium of the approximate problem in (17), it will be crucial
that agents choose a class that balances expressiveness of
the system (thereby making n; small) with tractability of the
optimization.
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Perhaps the simplest model capable of achieving this goal
is the location-scale family [18], [19], [20]. In our setting, a
location scale family parameterization for agent i is a distri-
butional map Dp, having matrix parameter B; € RKi*d where
z; ~ Dg, if and only if

L&+ Bix 27)

for stationary random variable & ~ Dg,. We note that this pa-

rameterization can be written alternatively as z; 4 &+ foi +
B’ x_;, where Bl € Rk*di and B , € RK*(@=d) are block
matrices such that Bix = Bix; + B’ x_; due to linearity. The
resulting partial gradient has the form

ViFp,(x) = E;opo) [Vifi(x, ) + (BD' V., fix, z)]

which is typically much simpler to analyze than alternative
models. Intuitively, this model allows us to express z; as the
sum of a stationary random variable from a base distribution
with a linear factor depending on x, where the matrix param-
eter B; weights the responsiveness of the population to the
agents decisions.

This model is particularly appealing since guarantees for
learning B; are known and established in Proposition 4. More-
over, the matter of expressiveness is due to the fact that
location scale families are a particular instance of strategic
regression [16], [28], in which member of the population
interact with agents by modifying their stationary data (such
as features in a learning task) & in an optimal way upon
observing x:

d . 1
zj = arg min,, I:—Mﬂi(X, y)+ 3 ly — éillz] )

where ug is a utility function parameterized by B; € B;
corresponding to the utility that members of the popula-
tion derive from changing their data in response to the
decisions in x; and the quadratic term 1/2|ly — &]|? is the
cost of changing their data from &; to y. Indeed when
ug(x,) = (y, Bix) for 8; = B; € Rkixd  we recover the form
in (27).

Furthermore, location scale families immediately satisfies
several of the assumption required for further analysis. In
particular, it is known that Sensitivity (Definition 3) holds with
& = max,ey ||x||>, Lipschitz continuity of x > Dp; holds
with y; = ||B;||?, and Lipschitz continuity of Gp, holds due
to the following result.

Lemma 7 (Lipschitz Gradient, [19]): Suppose that Dpg,

is such that z; 4 Bix + & with B; = B;, and that for each
i € [n] there exists & > 0 such that (x, z;) = V;, fi(x, z;) is

¢i-Lipschitz continuous. Then Gg, is L-Lipschitz continuous
with

BI*)(1 + 1Bi11%) .

(28)

L:= \/Z; ¢? max(1,

(]
Strong monotonicity will follow from Theorem 1 provided
that Gg; satisfy the remaining hypothesis on the fg—which
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tends to be on a case-by-case basis. We will not require that
G, use this parameterization in our analysis, however we can
proceed with the knowledge that a model class satisfying our
hypotheses does exist.

A. DISTRIBUTED GRADIENT-BASED METHOD

In our optimization phase, we seek to use a gradient-based
algorithm that respects the agent’s communication structure
with the system. For the sake of readability, we will suppress
the B; subscript and instead refer to quantities G; keeping
in mind that they will correspond to the approximate Nash
equilibrium problem in (17) with solution x.

We will assume that each agent has access to an estimator
of the gradient V;F; and is capable of projecting onto their
decision set X;. In the constant step-size setup, each agent
chooses a rate w; > 0 and performs the update

xf“ = proj. (xf — a)f]g’,) ,

where g’l is a stochastic gradient estimator for V;F; used at
iteration ¢, which is then reported to the system and made
available to all agents. For the sake of analysis, we will as-
sume without loss of generality that the step-sizes satisfy the

ordering

W =W = ... = Wwy

and hence w1 = max;¢[,) ®; and @, = min;c[,) ;. The collec-
tive update can be written compactly as

K= Projx,w (xt _ W—lgf) ;

where W = diag(wllldl, ..., oply ) and g is an estimator
for G(x") at iteration ¢. Convergence of this procedure hinges
on the following assumptions.
Assumption 1: The gradient function G : X € RY — R is
a-strongly monotone and L-Lipschitz continuous.
Assumption 2 (Stochastic Framework): Let F = (F;)i>0
with elements

(29)

Fi=o(g.t=1) (30)

be the natural filtration of the Borel o-algebra over RY
with respect to g’, and use the short-hand notation E;- :=
E.pnyl-1F7] as the conditional expectation over the prod-
uct distribution D(x") = [T, D;(x"). There exist bounded
sequences {p"};>0, {o'};>0 € R such that

|Eg — GuH| < o'

E ¢ —Ed |’ < (o)

(Bias)
(Variance)

where p' < pand o2 < o forallz > 0.

Assumption 1 is standard for guaranteeing convergence
of gradient play [31], and the uniformly bounded variance
component of Assumption 2 is standard for convergence for
stochastic algorithms. As we will show shortly, convergence
with bias is possible and the result reduces to the unbiased
case when p' = 0 for all ¢. The next result will quantify the
one-step improvement of (33).
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Lemma 8 (One-step Improvement): Let Assumptions 1
and 2 hold. Then, the sequence generated by iteration (29)
satisfies:

2 w 2
Y R R

N 2w (w1p2 + aaz)

awy, (o, + o)

for all ¢ > 0, provided that w; /@2 < a/(4L?). O

The proof of Lemma 8 is provided in the Appendix A6. We
note that setting w; = w for some @ > 0 recovers the result
in [19, Theorem 15]. Following this one-step analysis, we can
show convergence to a neighborhood of the Nash equilibrium.

Theorem 9 (Neighborhood Convergence): Let
Assumptions 1 and 2 hold, and suppose that (w] — w,) < «.
Then,

2w (w1p2 + aoz)
<

limsup E |»" — %] 31)
t—00

T aw, (0] — o, +a)’

The proof can be found in Appendix A7. The result shows
that the algorithm converges linearly to a neighborhood of
the Nash equilibrium X, where the radius of the neighbor-
hood is dictated by the step-size, variance, and bias bounds.
When p =0 =0, we retrieve linear convergence. In or-
der to converge to x directly, we will require a decaying
step-size policy. For example, we consider the following
policy:

, a(r+r—=2)
W =————"

> (32)

for fixed constant r > 2, which we assumed to be shared by
all agents. Hence, the decaying step-size update is given by

X = proj, (¥ — (@) 7'¢). (33)

In the theorem that follows, we show that this sequence con-
verges to X provided that the bias shares an asymptotic rate
with (o)7L,

Theorem 10 (Convergence): Suppose that Assumptions 1
and 2 hold and that there exists p, s > 0 such that

B¢ —Gu)] < (34)
for all + > 0. Then,
2 A
Bl =3" = oo (35)
where
2
A = max {azr ||x0 —5512,4,521113)({{, 1] + 8ro }
K r—2
O

The proof of this result follows by a standard induction
argument, and can be found in Appendix AS.
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FIGURE 2. Standardized demand data for six medium demand EVCS’s
consisting of either 2 or 6 ports and port power values of 50, 150, and
350 kwh. Standardization maps raw demand instances to instances of
demand that are deviations from the average at each station.

V. NUMERICAL EXPERIMENTS ON ELECTRIC

VEHICLE CHARGING

In this section, we consider a competitive game between n
distinct electric vehicle charging station operators, where sta-
tions are equipped with renewable power sources. The goal of
each player is to set prices to maximize their own profit in a
system where demand for their station will change in response
to the prices set by other competing stations as well. The cost
function (negative profit) takes the form

)\'.
filx, z) = —zix; + le,z — pwd(w; — z;) + prP(z;i — w;)
——

service profit

renewable profit operational cost

where ¢(y) = log(1 + exp(y)) for all y € R. The renewable
profit and operational cost terms allow us to describe the
trade-off between profit from renewable power generation
sold to the grid at rate p,,, and surplus power required from
the grid to meet demand at rate p,. To set prices, we can
formulate a Nash equilibrium problem over the expected costs
Fi(x) = Ezinpiolfi(x, zi)] for i € [n] and x € X' =TT | &),
where X = [py, pr] is the interval of price values between
the wholesale and retail price.

Since the set of reasonable prices will be quite small,
we hypothesize that the the price and demand have a lin-

ear relationship of the form z; 4 & + (b;, x;) where b; € R"
with & ~ Dg, corresponding to the base demand. Since we
have a simple model, the first and second derivatives can
be computed in closed form, and the relevant constants can
be computed directly. Indeed, we find that the hypothesis
of Theorem 1 are satisfied with A = min; A; which we set
to 1, L; = 1,and y; = ||b;||>. We conclude that G : R* — R”
is @ = (1 — 2||B||r)-strongly monotone with where B is the
parameter matrix whose columns are b;.

Our data in Fig. 2 depicts the demand of electricity across
an hour-long period for 6 ports of varying power profiles for
each day in year. We standardize the data to be zero mean and
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FIGURE 3. Expected error curve and confidence interval for regularized
stochastic gradient descent with decaying step size for a location-scale
model.

unit variance across each station. Solutions are calculated by
performing expected gradient play with constant step size; the
expected mean is estimated via the empirical mean over the
data set.

We setb;; = —1/18 + v and b;; = 1/18 + v, where we use
v ~ MO0, 1073) to simulate learning B from samples. Hence
demand for agent i decreases as their own price increases,
and increases as the price of other agents decreases. We run
the stochastic gradient play algorithm initialized at x° = p,1,,
with a single sample at each round and a decaying step size
policy w, = a(r +t —2)/2 for r = 3. In Fig. 3 we plot the
mean error trajectory an confidence interval over 50 trials of
2000 iterations.

VI. CONCLUSION

In this work, we studied a class of stochastic Nash equilib-
rium problems, characterized by data distributions that are
dependant on the decisions of all involved players. We showed
that a learning-based approach enables the formulation of
an approximate Nash equilibrium problem that is solvable
using a stochastic gradient play algorithm. The results of
this procedure is a cost that can be related to cost of the
original Nash equilibrium problem via an error that depends
on both our approximation and estimation error. To demon-
strate the flexibility of these findings, we simulated these
techniques in an electric vehicle charging market problem in
which service providers set prices, and users modify their
demand based on prices set by providers. Future research
will look at a scenario where the estimate of the distribu-
tional map is improved during the operation of the algorithm,
based on the feedback received. Future applications will
demonstrate the efficacy of more complex models (beyond
linear)
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APPENDIX

A1 PROOF OF LEMMA 2

For the sake of notation convenience, and visual clarity, we
will suppress the i index throughout the proof. We denote the
gradient error by J(8) = VR(B) — VR(B) for all B € RY.

To begin, we will generate coverings for the unit sphere in
R¢ and B € R’ and use a discretization argument to create
bounds over these finite sets. Fix 8 € B and u € S“!. Let
{u; }1]\.’:1 be an arbitrary 1/2-covering of the sphere S% with
respect to the Euclidean norm. From [44, Lemma 5.7], we
know that N < 5%, From our covering, we have that there
exists u; in the covering such that [lu — u;|| < 1/2. Hence,

(u, J(B)) = (uj + (u — uj), J(B))
= (uj, J(B)) + (u —u;, J(B))
< (uj, JB) + u—u;| (Bl

IA

1
(ujs JB)) + 2 (B

IA

max (u;, J(B))

1
= |IJ .
mas +5 @l

Since this is true for any u € Sd_l, then it holds for u =
J(B)/IJ(B)]l. Thus the above becomes

VBN = 2(u;, J(B)) < 2;161%(%1(/3))- (36)

Now we fix ¢ € (0, 1], and choose and e-covering for the set
B, which we will write as {8 }2/1: |- Recall that B is bounded, so
there exists a constant » > 0 such that for all 8 € B, ||8] < r.
Hence B C B(r). From [41, Proposition 4.2.12], we have that

vol (B(r) + 5B(1))  vol (3B(r)) <3r>4
< = =(=). 37
vol(%B(l)) VOI(%B(I)) e

Thus, we conclude that M < (3r/8)£.
Now by our discretization argument, there exists k € [M]
such that |8 — Bl < € and hence

,I'Efazv)(]<uj’ J(B)) = ;2%(14;, J(B) + (B = J(B)

max (uj, J(Br)) + (uj, J(B) — J(Br))
JEIN]

I/\

}’Iel[ax]@l],](ﬂk)) + max](u],.](ﬂ) —J(B))

< max max{u;,J
_kE[MUE[N]( A1)

+ sup  max(u;,J(a) —J(@")).

lo—a'l|<e /€

We observe that if o, @’ € B are such that ||a — «'|| < ¢, then
applying our smoothness assumption yields

(uj, J () — J ()

= (uj, (VR(a) — VR(@)) — (VR(@) — VR(a')))
= (uj, VR(@) — VR(&")) + (uj, VR(a') — VR(«))

< [uj|[ [VR@) = VR@)| + |lu; ]| [ VR(@) = VR(@)]
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< Lg, ||O‘ - o/” + L, ”O‘ - o/H
< 2Lﬁ€,

where the second-to-last inequality uses [|u;]| = 1.

To bound the remaining term, we use the concentration of
sub-exponential random variables, due to Bernstein’s Inequal-
ity combined with the Union Bound. We have that

mi?
262

P ((uj, J(Br)) = 1) < 2exp (—

for all + < 6, and hence

P (max max (uj, J(Bi) > t)

ke[M] jelN]

=P U U tw.J60 =0
ke[M] jelN]
< Z > P ({(uj J(Be) = 1))
M] je[N]
popaERiE
< Zexp( )
M] je[N] 202

M-N-2 ( mt2>
= . . exp R —
202

<9 157\ * . mt?
JR— X [
=\ P\ 7202

for all r+ < 6, where we used the fact that M < (3}’/8)[ and
N < 5% Setting the right hand side equal to 28 yields

t=ﬁg\/ﬁlog(ISr/e)ﬂLlOg(l/‘s).

m

Next we choose € = ]LSr,/ w so that

t:ﬁe\/ﬁlog(ISr/e)-i-lOg(l/‘S)

m

(38)

£log(L +log(1/8)) + log(1/8)

m

o

< V30 \/z log(m) + log(1/8)
m

< V3 \/log(m)@ ; log(1/8)).

By requiring that m satisfy m/log(m) > 2(€ 4 log(1/8)), we
enforce that # < 6. In combining, we observe that

t+2¢eL
< V35 /1og(m)<e +log(1/5))

[£ 4+ log(1/6)
+ - =
m 157 m

(Q s > \/log<m>(£+log<1/8>)

m
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§4max{i’9}\/log(mxulog(l/a))’

15r m

and the result follows.

B. PROOF OF THEOREM 3

‘We suppress the subscript i for notational simplicity. We recall
that that the p-strong convexity of the map B +— R(x, z; B)
implies p-strong monotonicity of VR(f), and Vﬁ(ﬂ). It fol-
lows that

w|B—B*|* < (B B*. VR(B) — VR(B")
= (B — B*. VR(B)) — (B — B*. VR(B™))
< (B—B". VR(B))
< (B—B*. VR(B) + (B* — B. VR(B))
= (B — B*. VR(B) — VR(P))
5W>ﬂwngmm—Van

and hence

—~ 1 ~
IB = B*| < —sup|VR(B) — VR(B)||. (39)
M geB

The result now follows by applying Lemma 2. (]

C. PROOF OF PROPOSITION 4

We suppress the i index throughout. The associated risk func-
tion is R(x, z, B) = 1||Bx — z||%, so that VR(x, z, B) = (Bx —
2xT = Bxx” — zxT and V2R(x, z, B) = xx” are the corre-
sponding gradient and hessian. We observe that enforcing
yl < E[xxT] < LI for some y, L > 0 ensures y-strong con-
vexity and L-smoothness of the expected risk. Similarly, the
empirical risk has gradient VR, (B) = 1/m(BXXT —zXT),
and hessian V2R,,(B) = (1/m)XX”. Thus R,, is convex the
hessian is symmetric, then it is positive semi-definite and thus
R,, is convex. Furthermore, smoothness of R,, follows with
constant max{L, | XX |,}. Lastly, since zx and xx” have
sub-exponential entries, the gradient is sub-exponential and
the result follows. O

D. PROOF OF THEOREM 5

We observe that for any fixed x € X, we have that |FAI_ (x) —
Fi(x)| < |F§i(x) — F,g;k )| + |Fﬂi*(x) — Fi(x)|. The first term
describes our statistical error at x. We denote H(Dﬁi’ Dﬂ[_*) as
a coupling on P(R™) so that

|F;,(x) — Fge ()]

= inf

= E. - N X,Z)— .X',Z/
10, (.0 5 (@)~ T1Dg, (). D (1) (fx,2) = fx, )

< inf

Ei. \t1(r~ i x,2)— f(x, 7
= 10 e e T 0.Dg 0 |, 2) = £x, 2]
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= (H(D@&I)l,fb,sﬂx» Beernoy .o 4= Zl{”)
— L, Wi(D3,(x), Dy ()
< Lysi |Bi— 7] -

By similar argument, we find that |F/glf~< x)—F®X)| <
LW (Dﬁi* (x), D;(x)) < L, yi. In combining, we get |F/§i x) —

Fx)| < Lz,-si”l/g\i — Bl + Lmi. Lastly, I1B; — Bl can be
bounded as in Theorem 3. O

E. PROOF OF COROLLARY 6
Observe that

A - F(")

= [F® - Fy @] + [Fp D - £, D]
+ [Fﬁl_ ® - F, (x**)] + [F,g,_ (™) — Fs (x**)]
+ [Fﬂ,-* (") — Fy (x*)] + [Fﬁ; (x*) — Fi(x*)]

=2|F-Fy

TP,
OO+ B bi

o

+[Fa® = B @]+ [Fr o) = Fyp )]
where x** € X'is the Nash equilibrium satisfying
i€[n].

X} € arg minFg- (x;, x27), (40)

Xi€X;
It follows from (25) that
Fg ) = F (™) < [Fy G %) — Fy G, 520
+ I:Fﬁi(x;k*’ X)) - F/éi(x;ﬁ*’ xit)]
< Fy (7 Fo0) — Fy (%, 2

< 1 |5 -]

Similarly,
Fie ) = Fge (%) = | By (7, 45%) = Fpe (7, 2]
+ [Fap x5 — By (7 2]
< Fpe (g xLy) — Fpe (07, x2)

< Lg«

Kok *
P

Combining the bounds yields
F(x) — F;(x")

<2 |Fi~Fy

2| £ — 7|
oo+ B Bill oo
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+L; “f_i — X ” + Lgs ||le, — X || Furthermore, we observe that

<2yl +2¢Ls, | Bi — BY| E (X —x*u = Gah)

+ Lydiam(X_) + Lg-diam(X_;) = E (T -2 4 = G()

< 2yiLe, + 2L, | Bi — BF]| + 2max{Ly, Ly )diam(x_) +EE -2t GO — G,

Then, (26) follows using the bound on | E[ — Bl from To bound the remaining terms, we use arguments based on

Theorem 3 ] a weighted Young’s inequality. Let Ay, Ay, Az > 0 be fixed
constants. It follows that

F. PROOF OFLEMMA 8 1 2E, (' — X' g — )

Consider the function ¢ : R? — R defined by ¢(y) = 3 lxt = 1

Wi_lgf —y||‘2,V for all y € X. Then, ¢ is w,-strongly convex < AE, ||xt+l _ ”2 +—F, ||g’ —u ”2

over X and has a unique minimizer x'*! € X. This implies Al

that:

ﬂ +1 1|2 L - )2
(p(x*) Z (p(xt+l)+ (x* _xl+l’ S wn Et ||.X' x ||W + Al ;Et ||gt w ||

Vo' ™) + On g+t x| A 2 1 &
2 = < 25 e -+ 5 Yo
Since (x —x't!, Vp(x'*t1)) > 0 for all x € X, we obtain =l
on |41 — 1] < Bip e+ D
1 ) = a)n t w Al )
< [ = gy =ty = o — s et and
It follows that 2B (% —x" = G(')
&) 2 2 2
o KT =3y < |5 =3y =[x =57 < AF, [+ =3+ Aizua |t — G|

=20 =X ) 2 — X ).

We now consider the above in the conditional expectation
E; :=E ~pul - |F] with F; = o (¢', v > t). We find that

w 2 Ay 1 2 1 &,
O, L (R D I

<E | 3l — B 2,

Ar 2 1 « 2
= 22 2 =+ 5 18 I - 0|

A 2
< 2 ot -l +
— 2B, (¥ — % ¢) - 2B (¢ -2 ¢) on A2

2 2

= " =3y — B =2,
=2 =X ) = 2B, (T — X )

2

= | ==, — B |2 =5,

+2Et(x[ _xl-'rl’gt _Mt> +2Et(5€_ Xt+l,l,l,t) < &]E ||xl+l _/\Hz + L_Z]E ||xt+l _xt“2
= wn 1 w A3 t

Additionally, we have that
2E, (x— X't GG — G ty)

< ASE Pt -7 + A%E, Earxcan]h

— = B e - 20 R G0 R o :
LA R w1 S

+ 2F, (5;_ xt-i—l’ Mt _ G(xt+1)> Wy
4R, — x gy Combining these estimates yields
. . ©n E, || +! 2
To proceed, we bound the inner product terms. Using strong aTl 1 Hx - A”W

monotonicity, we have that

2 2 2a 2
Et(f— .XH_I, G(xH-l)) > o, ”xH-l _ﬂ’z = ”xt _5(\“W — K ”xt—H - ”W - a)_]Et “xH_l _A”W

o 2 A 2
> B e =7l +(Ra e -2l + 5
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n <A2]E ”x’ 41 ﬂ|2 N p_2 ) To proceed, we will use the observation that
Wy WA, 1 r+t max{s, 1} 42)
= <
Az 2 L? 2 S+D)r+t) G+DE+0)2 ~ (r+1)?
b (B2 e 71y + o e -
Wn wn A3 and
2 Ay L? H 2 r_
=l =l + (o ) B - = 1 @)
n OnlA3 (r+t)r+t—2) = (r+1)?
A A 2 L. . .
+ <_2 + 23 _a) E, ”xf+1 _ "va By substituting our expression for o', p’, and ¢’ into (41) we
Wp  Wp @] obtain

~—
|&
D

S
>

[ ]
39
\_/
D!
ey
t
:l

w1 w]
2 o P
< | -5}, + (A—] v A—)
ﬂ L _ t+1 !
(24 o - 1) e -2

To proceed, we choose Ay = Az = g;‘)’;‘

2wiL?/(aw,) to ensure that the coefficient on the E, ||x’ +_
x ||%V term is zero. Furthermore, enforcing that —1 <3 L2 guar-

and A| = w, —

antees that Al_l < 2w, I Hence the Variance term is finite.
Substituting these values and simplifying yields the result. [

G. PROOF OF THEOREM 9
For notational convenience, we will use the short-hand nota-

tion e := ||x' — ﬂlzw ¢ =w/(a + w,), and
2 2
ao” + o
A= T
aw,

Hence, the result in Lemma 8 can be written compactly as

E,_ie < cé ™!+ cA.

By recursively applying this result and applying the law of
total expectation, we find that

t—1
. 1-¢
Ee < Ct€O+CAZCj < e +CA
Jj=1

—C

Furthermore, if (w1 — w,) < «, then ¢ < 1 and the geometric
series converges and is equal to its limit 1/(1 — ¢). Hence
Ee’fc’eo—i—Al%c. O

H. PROOF OF THEOREM 10
Fix t > 0. For notational convenience, we will denote ¢/ =
lx' — X]|%. Replacing the step-size matrix in Lemma 8 with
W = w’Id xd yields

t 2 2 2(0! 2
© gy 20 L 20F gy

Etet+l <
o +a) oo +a)

T o +ta
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_ 2
Ete’+1< r+t 2A 8o
T al(r+1)? a2(r+t—=2)(r+1)
4p

+ a?(s+1)(r+1)

80 (ﬁ) 4pmax {£, 1}
a?(r+1)? a(r+1)?

r+t—2

T a?(r+1)?

r+t—1

a?(r +1)?

—A+8U( )+4pmax{ 1}
a2(r +1)?

+

- r+t—1
T o (r+1)?
A
< —- .
Tair+t+ 1)

Here, the last steps follow from construction of A, and the fact
that (r +1 + 1)(r +1 — 1) < (r +1)°. O
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