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Abstract

In typical medical image classification problems, labeled
data is scarce while unlabeled data is more available. Semi-
supervised learning and self-supervised learning are two
different research directions that can improve accuracy by
learning from extra unlabeled data. Recent methods from
both directions have reported significant gains on tradi-
tional benchmarks. Yet past benchmarks do not focus on
medical tasks and rarely compare self- and semi- methods
together on an equal footing. Furthermore, past bench-
marks often handle hyperparameter tuning suboptimally.
First, they may not tune hyperparameters at all, leading
to underfitting. Second, when tuning does occur, it often
unrealistically uses a labeled validation set that is much
larger than the training set. Therefore currently published
rankings might not always corroborate with their practi-
cal utility This study contributes a systematic evaluation of
self- and semi- methods with a unified experimental pro-
tocol intended to guide a practitioner with scarce overall
labeled data and a limited compute budget. We answer
two key questions: Can hyperparameter tuning be effective
with realistic-sized validation sets? If so, when all meth-
ods are tuned well, which self- or semi-supervised meth-
ods achieve the best accuracy? Our study compares 13
representative semi- and self-supervised methods to strong
labeled-set-only baselines on 4 medical datasets. From
20000+ GPU hours of computation, we provide valuable
best practices to resource-constrained practitioners: hy-
perparameter tuning is effective, and the semi-supervised
method known as MixMatch delivers the most reliable gains
across 4 datasets.

1. INTRODUCTION

Deep neural networks can deliver exceptional performance
on classification tasks when trained with vast labeled

*Authors Zhe Huang and Ruijie Jiang contributed equally to this work.
Code: github.com/tufts-ml/SSL-vs-SSL-benchmark [MIT license].

datasets. However, in medical imaging applications as-
sembling a large dataset with appropriate label can be pro-
hibitively costly due to manual effort required by a human
expert. In contrast, images alone, without labels, are of-
ten readily available in health records databases. In recent
years, significant research has focused on developing meth-
ods that leverage both the large unlabeled set and a small
labeled set to enhance image classifier training, aiming to
surpass models trained solely on labeled data.

Two ways of leveraging unlabeled data are particu-
larly popular: semi-supervised and self-supervised learn-
ing, both often abbreviated as SSL. Recent efforts in semi-
supervised learning [74, 88] usually train deep classifiers
jointly [5, 69] using an objective with two loss terms,
one favoring labeled-set accuracy and the other favoring
label-consistency or label-smoothness. Alternatively, self-
supervised methods [65] take a two-stage approach, first
training deep representations on the unlabeled set, then fine-
tuning a classifier on the labeled set. Exemplars are numer-
ous [10, 17, 19, 20, 37]. Despite the remarkable progress
reported in each direction, these two paradigms have been
largely developed independently [21]. A direct compar-
ison of the two paradigms has been notably absent. A
practitioner building a medical image classifier from lim-
ited labeled data may ask, “Which recent semi- or self-
supervised methods are likely to be most effective?”

Performance can be quite sensitive to hyperparameters
for both semi-SL [69, 71] and self-SL [75]. We argue that
any careful comparison must consider tuning hyperparame-
ters of all methods in a fair fashion. However, recent work
has not handled this well. First, as reviewed in Table 1, re-
cent benchmarks for both semi- and self- paradigms often
omit any tuning of hyperparameters (see the Fungi semi-
SL experiments of Su et al. [71] or Ericsson et al. [27]’s
self-SL benchmark). This practice of using off-the-shelf de-
faults likely leads to under-performing given a new task, and
may impact some methods more than others. An even big-
ger issue with prevailing semi-SL practice was originally
raised by Oliver et al. [62]: many published papers per-
form hyperparameter tuning on a labeled validation set that
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is larger (sometimes much larger) than the limited labeled
train set. Such experimental settings are unrealistic. SSL
is intended for practitioners without abundant available la-
beled data. Practitioners that need to make the most of 1000
available labeled images will not elect to put more images in
validation than training, and thus are not helped by bench-
marks that do. Unfortunately, five years later after [62] we
find this issue is still widespread (see Tab. 1). For example,
Wang et al. [76]’s semi-SL results on TissueMNIST tune on
a validation set over 50x larger than the labeled train set.

Oliver et al. [62] further cast some doubt on whether ef-
fective tuning is possible with small labeled sets, saying
“Extensive hyperparameter tuning may be somewhat fu-
tile due to an excessively small collection of held-out data
to measure performance on”. There thus remains a press-
ing question for resource-constrained practitioners: “Given
limited available labeled data and limited compute, is
hyperparameter tuning worthwhile?”

This study makes progress toward answering these ques-
tions by delivering a comprehensive comparison of semi-
and self-supervised learning algorithms under a resource-
constrained scenario that matches how SSL might be used
on real-world medical tasks. Our goal is to enable practi-
tioners to tackle new image classification challenges where
only modest-sized labeled datasets exist. We target settings
with roughly 2-10 class labels of interest, where each class
has 30-1000 available labeled images for all model devel-
opment (including training and validation). We select rep-
resentative tasks across 4 datasets that span low-resolution
(28x28) to moderate-resolution (112x112 and 384x384).
On each task, we run careful experiments with represen-
tative recent methods from both semi- and self-supervised
learning to clarify what gains are possible with unlabeled
data and how to achieve them.

We emphasize realism throughout, in 4 distinct ways: (1)
using validation set sizes that are never bigger than the train
set, avoiding the unrealistically-large validation sets com-
mon in past work (Tab. 1); (2) performing hyperparameter
search using the same protocol, same compute budget (fixed
number of hours)* and same hardware (one NVIDIA A100
GPU) for all algorithms for fair comparison; (3) respect-
ing natural class imbalance; (4) profiling performance over
time, to inform labs with smaller runtime budgets.

In summary, the contributions of this study are:
1. We provide a systematic comparison of semi- and self-

supervised methods on equal footing to connect two re-
search directions that have been heretofore separate.

2. We adopt a realistic experimental protocol designed
to consider the same constraints on available labels and
runtime that SSL practitioners face, avoiding the unre-

*Oliver et al. [62] give each method 1000 trials of a cloud hyperpa-
rameter tuning service. However, training speed can differ substantially
across SSL methods. We argue a fixed wallclock time budget is more fair.

alistic aspects of past benchmarks, especially the use of
far too large validation sets.

3. We show that hyperparameter tuning is viable with a
realistic-sized validation set, and in many cases neces-
sary to do well at a new classification task with new data.

Ultimately, we hope this study guides practitioners with
limited data toward successful deployment of semi- and
self-supervised methods on real problems.

2. BACKGROUND AND METHODS
Unified Problem Formulation. Following the recent sur-
vey by Chen et al. [21], we adopt a unified perspective
for supervised, semi-supervised and self-supervised image
classification with limited available labeled data. For model
development (including training and hyperparameter selec-
tion), we assume there are two available datasets. First, a
small labeled dataset L of feature-label pairs (x, y), where
each image is represented by a D-dimensional feature vec-
tor x ∈ RD and its corresponding class label takes one of
C possible values: y ∈ {1, 2, . . . C}. Second, an unlabeled
set U containing only feature vectors. Typically, we assume
the unlabeled set is much larger: |U| ≫ |L|.

Given labeled set L and unlabeled set U , we wish to train
a neural network that can map each input x to a probabil-
ity vector in the C-dimensional simplex ∆C representing a
distribution over C class labels. Let fv(·) : RD → RF de-
note a backbone neural network with parameters v produc-
ing an F -dimensional embedding given any input image.
Let gw(·) : RF → ∆C denote a final linear-softmax clas-
sification layer with parameters w. The following unified
objective can capture all three learning paradigms:

v∗, w∗ ← argmin
v,w

∑
x,y∈L λLℓL(y, gw(fv(x))) (1)

+
∑

x∈U λU ℓU (x, fv, gw).

Here, ℓL represents a labeled-set loss (e.g. multi-class
cross-entropy), and ℓU represents a unlabeled-set loss.
λL, λU ≥ 0 are weights for the corresponding loss terms.
The design of ℓU is usually what differs substantially across
methods. For instance, setting ℓU to be cross-entropy com-
puted with pseudo-labels generated from classifier g re-
covers PseudoLabel [58]; a temperature-scaled instance-
similarity contrastive loss recovers SimCLR [17].

All three learning paradigms that we study optimize
Eq. (1), yet differ in the number of phases and in how to
set the scalar weights λL, λU on each loss term. Super-
vised learning ignores the unlabeled term throughout train-
ing (λU = 0), thus learning parameters using only the la-
beled set. Semi-supervised methods include both terms in
one end-to-end training, keeping both λU > 0 and λL > 0.

Self-supervised learning has two phases. In phase 1
(“pretraining”), the labeled term is omitted (λL = 0, λU =
1) and the focus of learning is an effective representation



Benchmark Methods Unrealistic Experiments Labeled train size Labeled val. size Acc vs. Time?
Realistic eval. SSL [a] Semi CIFAR-10 (Tab. 1-2, Fig. 2) 4000 5000 no

SVHN (Tab. 1-2, Fig. 3-4) 1000 7325
Fine-grained SSL [b] Semi & 1 Self∗ Semi-Aves 5959 8000 no

Semi-Fungi 4141 None
USB [c] Semi TissueMNIST 80/400 23640† no

Semi-Aves 5959 None
Self benchmark [d] Self ImageNet 1.28 mil. None no
SSL-vs-SSL (ours) Semi & Self no 400-1660 no bigger than train yes

Table 1. Comparison of related benchmarks of semi-supervised and self-supervised learning. Past works either do no hyperparameter
tuning at all (val. size = None), or use an unrealistically large validation set (defined as larger than the labeled train set) in some or
all experiments. Further, each work almost exclusively looks at methods from one paradigm, either semi- or self- (*: [b] includes one
self-supervised method, MOCO). In contrast, in this paper we benchmark 6 semi- and 7 self-supervised algorithms with hyperparameter
tuning on realistic validation sets. Acc vs. Time? indicates whether the work analyzes performance over training time. Number marked †
confirmed via GitHub comment by USB authors. Citations: a: Oliver et al. [62], b: Su et al. [71] c: Wang et al. [76] d: Ericsson et al. [27].

layer fv (classifier gw is not included in this phase). In
phase 2 (“fine-tuning”), we focus on the labeled term and
omit the unlabeled term (λL = 1, λU = 0). We fix the
representation parameter v and fine-tune the classifier w.

We now identify the 16 methods we will evaluate:
Supervised methods. The goal of leveraging unlabeled

data U is to obtain better performance than what we could
obtain using only the labeled set L. Therefore, we naturally
compare to 3 high-quality supervised baselines that use only
the labeled set. First, “Sup” denotes a classifier trained with
supervised loss ℓL set to multi-class cross-entropy. Sec-
ond, “MixUp” trains with cross entropy with the addition
of mixup data augmentation [85]. Finally, “SupCon” pur-
sues a supervised contrastive learning loss for ℓL [49].

Semi-supervised methods. We compare 6 semi-
supervised methods that train deep classifiers on both la-
beled and unlabeled data simultaneously as in Eq. (1). To
represent the state-of-the-art of semi-supervised image clas-
sification, we select Pseudo Label (“PseudoL”) [58], Mean
Teacher (“MeanTch”) [73], MixMatch [5], FixMatch [69],
FlexMatch [84] and CoMatch [59]. These choices cover
a reasonably wide spectrum of unlabeled loss design strat-
egy, year of publication, and computation cost. CoMatch
represents a recent trend of combining semi- and self-
supervision. See App D.2 for a wider literature review.

Self-supervised methods. We compare 7 self-
supervised algorithms: SimCLR [17], MOCO (v2) [20, 37],
SwAV [10], BYOL [34], SimSiam [19], DINO [11] and
Barlow Twins (“BarlowTw”) [82]. These algorithms epito-
mize the field of self-supervised learning as of this writing.
SimCLR, MOCO (v2), and SwAV are based on contrastive
learning, which learns effective representations when pro-
vided with similar and dissimilar samples. BYOL was de-
signed to circumvent the need for dissimilar samples. Sim-
Siam is a simple yet effective Siamese representation learn-
ing method. DINO uses a teacher-student network architec-

ture for representation distillation. Barlow Twins preserves
information and reduces redundancy by favoring a close-to-
identity cross-correlation matrix between augmented pairs
of data. See App D.3 for further review.

3. RELATED WORK
Table 1 summarizes key attributes of existing major bench-
marks for semi-supervised and self-supervised methods.
We now discuss how our study situates in this context.

Comparison to Oliver et al. Oliver et al. [62] provide
an influential benchmark of deep semi-supervised methods.
Like our work, they highlight the pressing issue of using un-
realistically large validation sets for hyperparameter tuning.
However, most of their experiments (e.g. all their tables
and their figures 2-4) still use this unrealistic setting to be
comparable to other works; only one subsection (Sec. 4.6)
examines validation sets no larger than the train set. Instead,
we exclusively use validation set sizes no larger than train-
ing set, mimicking what practitioners would face in real-
applications. Our definition of a “realistic” size for a vali-
dation set – no larger than the labeled train set – is broader
than Oliver et al. ’s definition of 10% of the train set. We fa-
vor our definition because Oliver et al. find specifically that
“for validation sets of the same size (100%) as the training
set, some differentiation between the approaches is possi-
ble.” In contrast, they found reliable differentiation was not
always possible with much smaller validation sets.

Furthermore, the benchmarking results presented by
Oliver et al. require each algorithm to complete “1000 tri-
als of Gaussian Process-based black-box optimization using
Google Cloud ML Engine”. This resource-intensive pro-
cess seems impractical for researchers outside well-funded
industrial labs. We use more modest compute budgets and
specifically allow each method the same total wallclock run-
time for tuning, again obeying practical constraints.

Other semi-supervised benchmarks. TorchSSL [84]

https://github.com/microsoft/Semi-supervised-learning/issues/82


benchmarked eight popular semi-supervised learning algo-
rithm using a unified codebase. The same group later ex-
tended that effort to natural language and audio process-
ing in their USB benchmark [76]. Another recent effort
for fine-grained classification by Su et al. [71] evaluates
semi-supervised learning on datasets that exhibit class im-
balance and contains images from novel classes in the unla-
beled set, studying the effect of different initializations and
the contents of unlabeled data on the performance of semi-
supervised methods. While making significant contribu-
tions, these works focused on semi-supervision almost ex-
clusively and did not include multiple self-supervised learn-
ing methods, thus leaving open the questions “How do the
two paradigms compare? Which methods are best overall?”

Prior self-supervised benchmarks. Several works have
proposed different benchmarks for self-supervised meth-
ods. Goyal et al. [32] introduced a benchmark that covers
9 different tasks, such as object detection and visual nav-
igation. Ericsson et al. [27] compared thirteen top self-
supervised models on 40 downstream tasks. Da Costa
et al. [23] presented a library of self-supervised methods
that can be easily plugged into different downstream tasks
and datasets. However, these works mainly consider other
self-SL methods without direct comparison to the semi-SL
paradigm. Moreover, they mostly do not incorporate the use
of a validation set for hyperparameter tuning at all. This
can lead to suboptimal accuracy at test time and complicate
comparisons to methods that do tune.

Self-supervision for medical images. Our work is
complementary to recent efforts that assess self-supervised
pipelines for medical image classification [2, 3]. They fo-
cus primarily on how to design multi-stage transfer learning
pipelines and do not comprehensively compare many differ-
ent self-supervised methods or any semi-supervised meth-
ods. Further, many datasets studied by [3] come from pro-
prietary projects conducted at Google. In contrast, all our
data and experiments are open and reproducible by others.

Combining semi- and self-supervision. Recent re-
search has explored the fusion of semi-supervised learning
and self-supervised learning ideas [50, 59, 83, 87]. Some
recent surveys [21, 65] compare semi- and self-supervised
learning, but they focus on literature review while we offer
realistic and comprehensive benchmarking experiments.

4. DATASETS AND TASKS
We study four open-access medical image classification
datasets, all with 2D images that are fully deidentified. Ta-
ble 2 reports statistics for all train/test splits. The exact
splits used in our study can be found in our open-source
codebase, documented in App. A.

Two datasets – PathMNIST and TissueMNIST – are
selected from the MedMNIST collection [80] (criteria in
App. B.2). Prior experiments by Yang et al. [80] suggest

TissueMNIST PathMNIST
Labeled Unlab.

Train Val Test Train
total 400 400 47280 165066
GE 15 15 1677 5851

DCT 19 19 2233 7795
POD 19 19 2202 7686
LEU 28 28 3369 11761

IE 37 37 4402 15369
TAL 59 59 7031 24549

PT 95 95 11201 39108
CD/CT 128 128 15165 52947

Labeled Unlab.
Train Val Test Train

total 450 450 7180 89546
NORM 39 39 741 7847

MUC 40 40 1035 7966
ADI 47 47 1338 9319
STR 47 47 421 9354

BACK 48 48 847 9461
DEB 52 52 339 10308
LYM 52 52 643 10349
MUS 61 61 592 12121
TUM 64 64 1233 12821

TMED-2 AIROGS
Labeled Unlab.

Train Val Test Train
total 1660 235 2019 353500
PSAX 223 50 342 -
A2C 325 28 319 -
A4C 462 39 423 -
PLAX 650 118 935 -

Labeled Unlab.
Train Val Test Train

total 600 600 6000 94242
Glaucoma 60 60 600 -
No Glauc. 540 540 5400 -

Table 2. Summary statistics of train/validation/test splits for all
datasets in our study. Each table’s rows are arranged in ascending
order based on the number of per-class labeled train images. Full
description of class names can be found in App B.3.

their 28x28 resolution is a reasonable choice for rapid proto-
typing; using larger 224x224 resolution does not yield much
more accurate classifiers for these two datasets.

Two other datasets represent more moderate resolutions
closely tied to contemporary clinical research: the 112x112
Tufts Medical Echocardiogram Dataset (TMED-2) and the
384x384 AIROGS dataset. Further details for each dataset
are provided in a dedicated paragraph below.

For each dataset, our data splitting strategy closely mir-
rors the conditions of real SSL applications. First, we let la-
beled training and validation sets contain a natural distribu-
tion of classes even if that may be imbalanced. This reflects
how data would likely be affordably collected (by random
sampling) and avoids artificially balanced training sets that
will not match the population an algorithm would encounter
in a deployment. Second, to be realistic we ensure vali-
dation sets are never larger than the available labeled train
sets. This is in contrast to previous benchmarks: Wang et al.
[76]’s TissueMNIST hyperparameter search used a valida-
tion set of 23,640 images even though the labeled training
set contained only 80 or 400 images. In practice, such a
large validation set would almost certainly be re-allocated
to improve training, as noted in Oliver et al. [62].

TissueMNIST is a lightweight dataset of 28x28 images
of human kidney cortex cells, organized into 8 categories.
The original dataset is fully-labeled and distributed with
predefined train/val/test split of 165,466/23,640/47,280 im-



ages with some class imbalance. We assume a total label-
ing budget of 800 images, evenly split between training and
validation (to ensure hyperparameter tuning can differenti-
ate methods). We form a labeled training set of 400 images
from the predefined training set, sampling each class by its
frequency in the original training set. We form a labeled
validation set of 400 images sampled from the predefined
validation set. For unlabeled set, we keep all remaining im-
ages in the original training split, discarding known labels.

PathMNIST is another lightweight dataset of 28x28 im-
ages of patches from colorectal cancer histology slides that
comprise of 9 tissue types. The original dataset is fully-
labeled and distributed with predefined train/val/test split of
89,996/10,004/7,180 images. Class imbalance is less severe
than TissueMNIST. We assume a total labeled data budget
of 900 images, again evenly split between training and val-
idation. Labeled train, labeled valid, and unlabeled sets are
sampled via the same procedures as in TissueMNIST. For
both MedMNIST datasets, we use the predefined test set.

TMED-2 [39, 40] is an open-access dataset of 112x112
2D grayscale images captured from routine echocardiogram
scans. Each scan produces dozens of ultrasound images of
the heart, captured from multiple acquisition angles (i.e.,
different anatomic views). In this study, we adopt Huang
et al.’s view-classification task: the goal is to classify each
image into one of 4 canonical view types (see App. B.3).
View classification is clinically important: measurements or
diagnoses of heart disease can only be made when looking
at the right anatomical view [60, 77]. We used the provided
train/validation/test split (id #1), which is naturally imbal-
anced and matches our criteria for realistic sizing. We fur-
ther use the provided large unlabeled set of 353,500 images.
TMED-2’s unlabeled set is both authentic (no true labels
are available at all, unlike other benchmarks that “forget”
known labels) and uncurated [41] (contains images of view
types beyond the 4 classes in the labeled task).

AIROGS [24] is a public dataset released for a recent
competition where the binary classification task is to decide
whether the patient should be referred for glaucoma or not,
given a color fundus image of the retina (eye). We selected
this dataset because it represents an active research chal-
lenge even with all available labels. Furthermore, because
labels for this dataset were acquired at great expense (mul-
tiple human annotators graded each of over 100k images),
we hope our work helps assess how self-/semi-supervision
could reduce the annotation costs of future challenges. We
selected the 384x384 resolution favored by several high-
performing competition entries. We chose a labeling budget
of 1200 total images, evenly split between train and valida-
tion; the rare positive class (9 to 1 imbalance) is representa-
tive of many screening tasks. We took the rest of available
images as the unlabeled train set.

5. EXPERIMENTAL DESIGN
Performance metric. We use balanced accuracy [33, 35]
as our primary performance metric. For a task with C ≥
2 classes, let y1:N denote true labels for N examples in a
test set, and ŷ1:N denote a classifier’s predicted labels. Let
TPc count true positives for class c (number of correctly
classified examples whose true label is c), and let Nc count
the total number of examples with true label c. Then we
compute balanced accuracy (BA) as a percentage:

BA(y1:N , ŷ1:N ) =
1

C

C∑
c=1

TPc(y1:N , ŷ1:N )

Nc(y1:N )
· 100% (2)

Balanced accuracy is more suitable than standard accuracy
for imbalanced problems when each class matters equally.
The expected BA of a uniform random guess is 100

C %.
On AIROGS, we also track metrics recommended by its

creators [24] for clinical utility: AUROC, partial AUROC
(>90% specificity) and sensitivity-at-95%-specificity.

Architectures. CNN backbones are popular in medical
imaging [6, 28–31, 42, 45, 54–56, 77, 78]. We use ResNet-
18 [36] on Tissue and Path, and WideResNet-28-2 [81] on
TMED-2. We experiment with both ResNet-18 and 50 [36]
on AIROGS to assess architectural differences.

Training with early stopping. For each training phase,
we perform minibatch gradient descent on Eq. (1) with
Adam [51] optimizer and a cosine learning rate sched-
ule [69]. Each training phase proceeds for up to 200 epochs,
where one epoch represents enough minibatch updates to
process the equivalent of the entire combined training set
L ∪ U . After every epoch, we record balanced accuracy on
the validation set. If this value plateaus for 20 consecutive
epochs, we stop the current training phase early.

Hyperparameters. Semi- and self-supervised learning
can both be sensitive to hyperparameters [71, 75]. Our
evaluations tune both shared variables (e.g. learning rates,
weight decay, unlabeled loss weight λU ) as well as hyperpa-
rameters unique to each algorithm. See App. F.1 for details
on all hyperparameters for all methods.

Unified procedure for training and hyperparameter
tuning. We formulate a unified procedure mindful of real-
istic hardware and runtime constraints for a non-industrial-
scale lab working on a new medical dataset. We assume
each algorithm has access to one NVIDIA A100 GPU for a
fixed number of hours. Within the alotted compute budget,
for each algorithm we execute a serial random search over
hyperparameters, sequentially sampling each new configu-
ration and then training until either an early stopping criteria
is satisfied or the maximum epoch is reached. We track the
best-so-far classifier in terms of validation-set performance
every epoch. Algorithm D.1 provides pseudocode for the
procedure. Each time a new hyperparameter configuration
is needed, we sample each hyperparameter value indepen-



dently from a distribution designed to cover its common set-
tings in prior literature (App. F.1). Our choice of random
search on a budget is thought to yield better performance
than grid search [4], fairly expends the same effort to train
all methods regardless of their cost-per-epoch or hyperpa-
rameter complexity, and does not assume industrial-scale
access to 1000 cloud-computing trials as in Oliver et al.
[62]. We find that performance saturates after about 25
hours per 80000 unlabeled examples. We thus allocate for
the total time budget 25 hours for PathMNIST, 50 hours for
TissueMNIST, and 100 hours for TMED-2. We allow 100
hours for AIROGS due to its larger resolution. Due to lim-
ited resources, we select only a few competitive methods to
run on AIROGS based on the results on other datasets.

Self-supervised classification phase. Self-supervised
methods by definition do not utilize label information when
training representation layer weights v. To enable a proper
comparison, for all self-SL methods our Alg. D.1 introduces
an additional classification layer, training it anew after each
epoch, each time using a 10 trial random search for an L2-
penalty regularization hyperparameter. We retain the best
performing weights w on the validation set. We emphasize
that w does not impact overall self-supervised training of v.

Data augmentation. Random flip and crop are used
for all semi-supervised and supervised methods. MixMatch
also utilizes MixUp [85], while RandAugment [22] is used
by FixMatch and FlexMatch. For each self-supervised
method as well as SupCon, we apply the same SimCLR
augmentation: random flip, crop, color jitter, and grayscale.

Multiple trials. We repeat Alg. D.1 for each method
across 5 separate trials (distinct random seeds). We record
the mean balanced accuracy on valid and test sets of these
trials every 60 minutes (every 30 min. for Tissue and Path).

6. RESULTS & ANALYSIS
In each panel of Fig. 1, we focus on one dataset and archi-
tecture, plotting for each algorithm one line showing test set
balanced accuracy (averaged across 5 trials) as a function of
time spent running Alg. D.1. Variance across trials is visu-
alized in Fig C.4. Extra results on AIROGS showing other
performance metrics over time (AUROC, partial AUROC,
and sensitivity at 95% specificity) are found in Fig. C.3.
We emphasize that following best practice, each checkpoint
represents the best hyperparameters as selected on the val-
idation set; we then report that checkpoint’s test set perfor-
mance. These results help us answer two key questions:

Is hyperparameter tuning worthwhile for SSL meth-
ods when validation set sizes cannot be larger than the
train set? Across Fig. 1 and C.3, all 16 algorithms show
roughly monotonic improvements in test performance over
time, despite using a realistic-sized validation set. The final
performance of every algorithm and dataset shows improve-
ment due to our unified training and tuning procedure (fur-

Gain in Bal. Acc. over best labeled-set-only
name Path Tissue TMED AIROGS median worst

MixMatch 12.4 3.7 -0.2 5.7 4.7 -0.2
MOCO 7.9 4.4 -18.8 n/a 4.4 -18.8
SwAV 8.4 4.3 -10.1 n/a 4.3 -10.1
SimCLR 11.0 5.9 -7.8 1.6 3.8 -7.8
BYOL 12.1 6.2 -6.0 0.9 3.5 -6.0
BarlowTw 11.2 2.2 -1.9 n/a 2.2 -1.9
SimSiam 1.9 2.1 -11.6 n/a 1.9 -11.6
FlexMtch 11.1 4.5 -1.1 -4.2 1.7 -4.2
DINO 12.6 6.5 -3.4 -3.8 1.6 -3.8
FixMatch 9.3 2.9 0.2 -4.5 1.6 -4.5
CoMatch 14.1 0.2 -3.0 n/a 0.2 -3.0
MeanTch -1.6 -1.9 -1.2 n/a -1.6 -1.9
PseudoL 0.6 -1.4 -4.4 -3.2 -2.3 -4.4
ref. val. 69.8 33.9 94.9 71.5

Table 3. Gains from SSL methods over only using labeled set,
across 4 datasets. Self (italicized), Semi (normal). We report gains
in percentage balanced accuracy (higher is better) in the mean final
test set performance (averaged over 5 runs of Alg. D.1) over a
reference value that represents the best labeled-set-only run among
Sup (minimize cross entropy), SupCon, and MixUp. MixMatch
has the highest median gain, and is the only method to never score
notably worse (> 1 point) than the best labeled set only run.

ther discussion in App. E.1). Therefore, we answer: Yes,
realistically-sized validation sets for hyperparameter tun-
ing and checkpoint selection can be effective.

What are the best SSL methods?. Among the many
methods we study in Fig. 1, no method clearly outperforms
others across all datasets. On Path, CoMatch, MixMatch,
DINO, and BYOL perform best. On Tissue, self-supervised
methods like DINO, BYOL, and SimCLR score well. On
TMED-2, ultimately only FixMatch and MixMatch are
competitive with the MixUp baseline. On AIROGS, only
MixMatch, SimCLR and BYOL beat the Sup baseline.

For each semi- and self- SSL method, Tab. 3 reports its
relative gain in balanced accuracy over the best labeled-set-
only supervised baseline on each dataset. We conclude that
MixMatch represents the best overall choice as it consis-
tently performs at or near the top across all tasks. It is the
only method to never deliver results worse by more than
1 percentage point than the best labeled-set-only baseline
(see “worst” column of Tab. 3). This is in stark contrast
to USB [76], where FixMatch and FlexMatch are ranked
notably higher that MixMatch. Such differences stress the
importance of choosing proper evaluation protocol tailored
to specific needs. We do caution that hyperparameter tun-
ing is strongly recommended for MixMatch to succeed on a
new dataset (see AIROGS result in Tab. 4).

Pretraining vs. from scratch. Plots in App. C show
accuracy-over-time profiles using initial weights pretrained
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Figure 1. Balanced accuracy over time profiles of semi- and self-supervised methods across all 4 datasets. At each time, we report the
test set bal. acc. of each method (mean over 5 trials of Alg. D.1). Best viewed electronically. Top Row: On these 3 datasets, we compare all
6 semi- and 7 self- methods (see legend in lower right, citations in Sec. 2), to 3 labeled-set-only baselines. Bottom Row: On larger AIROGS
dataset, we compare selected methods representative of the best in the top row. Thin lines show final performance to ease comparison.
From these charts, we suggest that our unified training and tuning (Alg. D.1) is effective, as all methods show gains over time.

on ImageNet. Compared to training from scratch, we see
only slight gains (less than 3 points of BA) in ultimate
test-set accuracy when top methods use pretraining, which
aligns with observations in [66] but counters the “large mar-
gin” gains (sometimes over 10 points) reported by Su et al.
[71]. Pretraining’s benefits still include improved conver-
gence speed and reduced variance across trials.

ResNet-18 vs. ResNet-50. The bottom row of
Fig 1 compares ResNet-18 and ResNet-50 architectures on
AIROGS. We broadly find that the method rankings are
similar. More notably, ResNet-50 is not substantially bet-
ter than ResNet-18 in this task when compared using the
same runtime budget. Profiles of other performance metrics
in App C.3 suggest the same conclusions.

Tuning vs. Transferring from another dataset. To
make the most of limited labeled data, one strategy is to
use the entire labeled set for training, reserving no vali-
dation set at all. This approach relies on pre-established
“best” hyperparameters sourced from other datasets and
transferred to the target task, obviating the need for data-
specific tuning. Su et al. [71] employed this strategy in
their benchmark, avoiding tuning due to concerns that small
validation sets would yield unreliable selection. However,
this claim in their work was not supported by experiments.
Here, we directly compare our hyperparameter tuning strat-
egy (Alg. D.1) with Su et al.’s transfer strategy. We train
the latter on the combined train + validation sets, using
“best” hyperparameters from CIFAR-10 and Tissue (details

in App. F.2). Tab. 4 reports the final test-set balanced accu-
racy of each strategy on Path, TMED-2 and AIROGS.

Our hyperparameter tuning strategy is competitive
across all datasets: the “Tune” columns of Tab. 4 have
the highest fraction of green cells. The alternative trans-
fer strategy is faster and occasionally yield reasonable re-
sults. However, there is no guarantee of good performance
from hyperparameter transfer, as evidenced by the inferior
cases in Tab. 4 highlighted in yellow and red. There is also
no consistent distinction between transferring from Tissue
(an arguably more related medical dataset) and transferring
from CIFAR-10, underscoring the challenge of identifying
a “closely related” dataset for hyperparameter transfer.

Overall, we recommend researchers pursuing SSL for a
new medical classification task should adopt our hyperpa-
rameter tuning strategy. Transferring off-the-shelf hyper-
parameters has highly variable performance and can even
result in divergence (see MixMatch on AIROGS in Tab. 4).
Even with reasonable hyperparameters, having no valida-
tion set makes checkpoint selection challenging. Adjacent
epochs that exhibit similar low training losses may differ
by over 5% in test accuracy in our experiments. Improving
transfer from existing hyperparameters to a new task is an
interesting further direction of research.



PathMNIST TMED-2 AIROGS
Hyperparam. strategy: Tune Best from Best from Tune Best from Best from Tune Best from Best from

Tissue CIFAR-10 Tissue CIFAR-10 Tissue CIFAR-10
semi MixMatch 82.24 83.87 73.51 94.71 92.67 74.73 77.14 61.75 Diverged

CoMatch 83.95 80.51 86.42 91.87 92.51 92.67
FixMatch 79.11 82.64 79.73 95.06 95.12 95.73 66.92 66.31 65.50
FlexMatch 80.91 78.70 80.23 93.77 93.97 93.70 67.23 72.82 74.52
Pseudo-Label 70.42 66.12 64.71 90.52 88.78 82.13 68.21 64.43 66.93
Mean-Teacher 68.21 55.90 56.13 93.70 91.21 58.26

self SimCLR 81.05 79.86 80.05 87.04 84.41 87.24 73.01 67.15 67.95
BYOL 81.79 80.35 80.16 88.90 88.41 85.15 72.40 70.13 70.63
SwAV 77.90 78.24 81.30 84.76 82.17 82.20
MoCo 77.73 79.95 79.12 76.14 78.56 79.11
SimSiam 71.78 68.62 70.44 83.24 80.93 80.20
BT 80.85 72.79 80.25 92.96 91.63 90.81
DINO 82.52 77.50 80.67 91.45 84.80 90.03 67.61 66.46 67.13

Table 4. Hyperparameter strategy evaluation. Table reports ultimate test-set balanced accuracy as percentage (mean over 5 trials, higher
is better) on three target datasets: PathMNIST, TMED-2, and AIROGS. 3 different hyperparameter strategies are compared for each SSL
method. Due to computation constraints, we only select a few algorithms to run on AIROGS, explained in Sec. 5. Tune strategy: tuning
for best hyperparameters via our proposed Alg. D.1 for 100 hours (TMED-2 and AIROGS) and 25 hours (PathMNIST), using provided
train/validation split. Best from Tissue/CIFAR-10 strategy: just one training phase on the target dataset using the “best” hyperparameters
selected from the named source data. These runs combine train and validation data for fitting following Su et al. [71], and typically take
1-4/5-30/10-40 hours on Path/TMED-2/AIROGS depending on the algorithm and whether early stopping is triggered. To highlight which
strategies are most effective, we bold the best strategy within each dataset-specific row, and color cells relative to this bold value as green
(within 2.5 of best), yellow (within 5 of best), and red (worse by 5 or more points).

7. DISCUSSION & CONCLUSION
We have contributed a benchmark that helps practioners
quantify what gains in a classification task are possible
from the addition of unlabeled data and which methods help
achieve them. We offer a unified approach to training and
hyperparameter selection of semi-supervised methods, self-
supervised methods, and supervised baselines that is both
affordable and realistic for research labs tackling new chal-
lenges without industrial-scale resources.

Limitations. We deliberately focused on a modest num-
ber of labeled examples (30 - 1000) per class, motivated
by projects where substantive effort has already gone into
labeled data collection. Applications in more scarce-label
regimes (e.g. zero-shot or few-shot) may need to also con-
sult other benchmarks, as should those looking at hundreds
of fine-grained classes. We also did not specifically study
situations where the distribution of labeled and unlabeled
data significantly differs [41, 44, 62, 67].

To enable thorough experiments, we focused on moder-
ate ResNet architectures that have proven effective in clin-
ical applications [42, 78]. As ViT-based methods become
popular in medical imaging [1, 43], it would be valuable
to understand if similar findings hold with vision trans-
formers [26]. We leave this to future work. Ideally, our
results would be verified across multiple train-validation
splits; however the resources needed remain prohibitive.

Our analysis here is limited the specific metrics of bal-
anced accuracy and sensitivity/specificity (for AIROGS).
Other clinically useful metrics, such as AUPRC, calibra-
tion, or net benefit, may be needed to decide if a classifier is
appropriate for deployment [70]. For medical applications,
it is also key to understand fairness across subpopulations
[13] to avoid propagating structural disadvantages.

Broader impact. All data analyzed here represent fully-
deidentified open-access images approved for widespread
use by their creators. We think the benefit of promoting
these medical tasks to advance ML research outweighs the
slight risk of patient reidentification by a bad actor.

Outlook. Our experiments show that real benefits from
the addition of unlabeled data are sometimes possible: our
recommended methods see gains of +5 points of balanced
accuracy on TissueMNIST, +10 points on PathMNIST, and
+5 points on AIROGS against strong labeled-set-only base-
lines. In contrast, most tested methods do not add signif-
icant gains on TMED-2, perhaps due to that benchmark’s
uncurated nature [41]. We hope our work enables the re-
search community to convert decades of effort on SSL into
improved patient outcomes and better scientific understand-
ing of disease and possible treatments. We further hope that
our benchmark inspires those that pursue improved method-
ological contributions to favor realistic evaluation protocols
and clinically-relevant datasets.
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A. Code and Data Resources for Reproducibility
All code and data resources needed to reproduce our analysis, including information on exact splits we used for each of the
4 datasets ( TissueMNIST, PathMNIST, TMED-2, AIROGS) can be found in our github repo:
https://github.com/tufts-ml/SSL-vs-SSL-benchmark

Primer on our codebase. Our codebase builds upon the open-source PyTorch repo by Suzuki [72]. Suzuki’s code was
originally intended as a reimplementation in PyTorch of Oliver et al. [62]’s benchmark of semi-supervised learning (while
Oliver et al’s original repo was in Tensorflow, we prefer PyTorch).

We added many additional algorithms (we added MixMatch, FixMatch, FlexMatch, and CoMatch, as well as all 7 self-
supervised methods) and customized the experiments, especially providing a runtime-budgeted hyperparameter tuning strat-
egy as outlined in App. D.

In a way, this makes our repo a “cousin” of the codebase of Su et al. [71]’s fine-grained classification benchmark, because
their github repo also credits Suzuki’s repo as an ancestor.

https://github.com/tufts-ml/SSL-vs-SSL-benchmark
https://github.com/cvl-umass/ssl-evaluation


B. Dataset Details

B.1. Example Images

Below we show a few examples for each dataset. For full details, please refer to the original papers.
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Figure B.1. Showing 5 random examples for each dataset.

B.2. Dataset Selection

We selected PathMNIST and TissueMNIST from 12 candidate datasets in the MedMNIST collections [79, 80] by matching
two criteria: (i) contains at least 5 imbalanced classes; (ii) can build a large unlabeled set (at least 50000 images). Prior
experiments from dataset creator Yang et al. [80] suggest 28x28 resolution is a reasonable choice. They report that a larger
resolution (224x224) does not yield much more accurate classifiers for these two datasets.

B.3. Classification Task Description

TissueMNIST contains 28x28 images of human kidney cortex cells. The dataset contains 8 classes. See [80] for details.



Class ID Abbreviation Description

0 CD/CT Collecting Duct, Connecting Tubule
1 DCT Distal Convoluted Tubule
2 GE Glomerular endothelial cells
3 IE Interstitial endothelial cells
4 LEU Leukocytes
5 POD Podocytes
6 PT Proximal Tubule Segments
7 TAL Thick Ascending Limb

PathMNIST contains 28x28 patches from colorectal cancer histology slides that comprise 9 tissue types. See [48, 80] for
details.

Class ID Abbreviation Description

0 ADI adipose
1 BACK background
2 DEB debris
3 LYM lymphocytes
4 MUC mucus
5 MUS smooth muscle
6 NORM normal colon mucosa
7 STR cancer-associated stroma
8 TUM colorectal adenocarcinoma epithelium

TMED-2 contains 112x112 2D grayscale images captured from routine echocardiogram scans (ultrasound images of the
heart). In this study, we adopt the view classification task from [39]. For more detail please see [39, 40]

Class ID Abbreviation Description

0 PLAX parasternal long axis
1 PSAX parasternal short axis
2 A2C apical 2-chamber
3 A4C apical 4-chamber

AIROGS is a dataset of color fundus photographs of the retina. The binary classification task is to detect evidence of referable
glaucoma [24]. We use 384x384 resolution, as suggested by several challenge participants.

Class ID Abbreviation Description

0 No Glauc. no referable glaucoma
1 Glaucoma referable glaucoma (signs associated with visual field defects on standard automated perimetry)



C. Additional Results
C.1. Impact of pretraining on accuracy-over-time profiles

To study the impact of pretraining, we compare the accuracy-over-time profiles of TissueMNIST and PathMNIST based on
the two different initialization strategy. Fig. C.1 shows balanced-accuracy-over-time profiles for initialization of neural net
parameters to values pretrained on ImageNet (left column) and random initialization (right column). Pretraining time on a
source dataset is NOT counted to the runtime reported in x-axis.

On TissueMNIST (top row), SimCLR (green) and BYOL (blue) are the top two methods for both initialization types.
Performance gains from pretraining are slight, BA for BYOL is around 42 with pretraining and 40 with random initialization.

On PathMNIST (bottom row), FixMatch and CoMatch are best in the pretraining case, with MixMatch and Flexmatch
only a few points of balanced accuracy lower. MixMatch and CoMatch are best in the random initialization case.

Across both datasets, pretraining does not seem to impact the top-performing methods’ ultimate accuracy by much,
usually just a slight increase in BA of 0.5-3 points. One exception is FixMatch on PathMNIST, which improves by about 5
percentage points. We do not see the 10+ point gains reported by Su et al. [71] in their Table 3.

Considering more limited time budgets (e.g. after only a few hours), we do see initialization from pretraining understand-
ably tends to improve some methods.
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Figure C.1. Balanced accuracy on test set over time for semi- and self-supervised methods, with (left) and without (right) initial weight
pretraining on ImageNet. Curves represent mean of each method at each time over 5 trials of Alg. D.1.



C.2. Validation-set profiles of accuracy-over-time

Fig. C.2 shows profiles of accuracy over time on the validation set, in contrast to the test set performance shown in the main
paper’s Fig. 1.

All curves here by definition must be monotonically increasing, because our unified algorithm selects new checkpoints
only when they improve the validation-set balanced accuracy metric. The important insight our work reveals is that the same
model checkpoints selected here, based on validation-set accuracy, also tend to produce improved test-set accuracy over time
(in Fig. 1). This helps provide empirical confidence in using realistically-sized validation sets.

0 1 2 4 8 16 32
hours

30

35

40

45

50

ba
l. 

ac
c.

 o
n 

va
l

TissueMNIST
ResNet18

SupCon

MixUp

Sup

FixMatchFlexMtch
MixMatch

CoMatchMeanTchPseudoL

SimCLRBYOL
DINO

BarlowTw
SwAV
SimSiam

semi self

(a) TissueMNIST

0 1 2 4 8 16
hours

40

50

60

70

80

90

100

ba
l. 

ac
c.

 o
n 

va
l

PathMNIST
ResNet18

SupCon

MixUpSup

FixMatchFlexMtchMixMatch
CoMatch

MeanTchPseudoL SimCLR
BYOLDINOBarlowTw
SwAV

SimSiam

semi self

(b) PathMNIST

0 1 2 4 8 16 32 64
hours

85

90

95

100

ba
l. 

ac
c.

 o
n 

va
l

TMED-2
WideRes28 SupCon

MixUpSupFixMatch
FlexMtchMixMatchCoMatchMeanTch
PseudoL

SimCLR
BYOL
DINO

BarlowTw

SwAVSimSiam

MOCO

semi self

(c) TMED2

0 1 2 4 8 16 32 64
hours

60

65

70

75

80

85

ba
l. 

ac
c.

 o
n 

va
l

AIROGS
ResNet18

Sup

FixMatch
FlexMtch

MixMatch

PseudoL

SimCLRBYOL

DINO

semi self

(d) AIROGS

Figure C.2. Validation-set accuracy over time profiles of semi- and self-supervised methods on 4 datasets (panels a-d). All curves here
by definition must be monotonically increasing. The increasing profiles here on the validation set translate to similar trends in test set
performance in Fig. 1, indicating successful generalization.



C.3. Additional performance metrics: Profiles over time on AIROGS

In Fig. C.3, we report the test performance over time on the AIROGS dataset across all 4 metrics of interest, including the
partial AUROC and sensitivity at 95% specificity metrics recommended by the AIROGS data creators as being particularly
relevant for the glaucoma detection task.

Broadly, our takeaway is that our proposed hyperparameter tuning method is viable for all these metrics, not just the
BA metric covered in the main paper. Furthermore, this viability appears consistent across both ResNet-18 and ResNet-50
architectures.
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Figure C.3. Profiles of several clinically-relevant performance metrics over time on the AIROGS test set. Top row: ResNet-18.
Bottom row: ResNet-50. Columns, left-to-right: Balanced Accuracy, AUROC, Partial AUROC focused on the 90% - 100% specificity
regime, and sensitivity at 95% specificity. At each time, we report mean of each method over 5 trials of Alg. D.1.

C.4. Variability in Performance Across Trials

In Fig. C.4 on the next page, we explicitly visualize the variability in performance of each method across the 5 separate trials
of Alg. D.1 (most other figures show the mean of these 5 trials for visual clarity).
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Figure C.4. Balanced accuracy of different methods across 2 time budgets (columns) and four datasets (rows). For each method, the interval
indicates the low and high performance of 5 separate trials of Alg. D.1, while dot indicates the mean performance. Horizontal lines indicate
the best labeled-set-only baseline at that time. Abbreviation: CM, Fl, Fi, MM, MT, PL, DI, SC, BL, BT, SS, SV, MC denote CoMatch,
FlexMatch, FixMatch, MixMatch, Mean Teacher, Pseudo Label, DINO, SimCLR, BYOL, Barlow Twins, SimSiam, SwAV, MOCO (v2).



D. Method Details

D.1. Algorithm : Unified training and hyperparameter tuning via random search on a budget

Algorithm D.1 outlines the hyperparameter tuning procedures used across all algorithms under comparison. The algorithm
requires three sources of data: a labeled training set L = {X,Y }, an unlabeled set for training U = XU , and a separate
realistically-sized labeled validation set {Xval, Y val}. We further require some budget restrictions: a common computational
budget T (maximum number of hours), and a maximum training epoch per hyperparameter configuration E.

We proceed as follows: We begin by randomly sampling a hyperparameter configuration from a defined range (see Ap-
pendix F.1 for details). A model is then initialized and trained using the ADAM optimizer with the sampled hyperparameters.
Each configuration is trained for a maximum of E (200) epochs or stopped early if the validation performance does not
improve for 20 consecutive epochs. The model’s performance on the validation set is measured using balanced accuracy.
Upon completion of training for a given hyperparameter configuration (either after reaching maximum epoch E or after early
stopping), a new configuration is sampled and the process repeats until the total compute budget T is expended.

We track the best-so-far model performance every 30 minutes, and save the best-so-far model along with its validation and
test performance. Semi-supervised algorithms simultaneously train the representation layers v and classifier layer w, while
self-supervised algorithms train the representation layers v for each epoch and then fine-tune a linear classifier with weights
w anew at the end of each epoch using an sklearn logistic regression model [64] with representation parameters v frozen.

Algorithm D.1 Unified Procedure for Training + Hyperparameter selection via random search

Input:
• Train set of features X paired with labels Y, with extra unlabeled features U
• Validation set of features Xval and labels Yval

• Runtime budget T , Max Epoch E
Output: Trained weights {v, w}, where v is the representation module, w is the classifier layer

1: while time elapsed < T do
2: λ ∼ DRAWHYPERS ▷ Sample hyperparameters from pre-defined range (App. F.1)
3: ξ ← CREATEOPTIM(λ) ▷ Initialize stateful optimizer e.g., ADAM
4: {v, w} ∼ INITWEIGHTS ▷ Initialize model weights
5: for epoch e in 1, 2, . . . , E do
6: if self-supervised then
7: v ← TRAINONEEPOCH(U, v, λ, ξ) ▷ Optimize Eq. (1) with λL = 0
8: w ← TRAINCLASSIFIER(Y, fv(X))
9: else if semi-supervised then

10: v, w ← TRAINONEEPOCH(X,Y,U, v, w, λ, ξ) ▷ Optimize Eq. (1)
11: else
12: v, w ← TRAINONEEPOCH(X,Y, v, w, λ, ξ) ▷ Optimize Eq. (1) with λU = 0
13: end if
14: me ← CALCPERF(Xval,Yval, v, w) ▷ Record performance metric on val.
15: if first try or me > m∗ then
16: v∗, w∗ ← v, w
17: λ∗ ← λ
18: m∗ ← me ▷ Update best config found so far
19: end if
20: if EARLYSTOP(m1,m2, . . . ,me) or time elapsed > T then
21: break
22: end if
23: end for
24: end while
25: return v∗, w∗, λ∗,m∗



D.2. Semi-supervised method details

Semi-supervised learning trains on the labeled and unlabeled data simultaneously, usually with the total loss being a weighted
sum of a labeled loss term and an unlabeled loss term. Different methods mainly differs in how unlabeled data is used to
form training signals. Many approaches have been proposed and refined over the past decades. These include co-training,
which involves training multiple classifiers on various views of the input data [7, 61]; graph-structure-based models [46, 89];
generative models [52, 53]; consistency regularization-based models that enforce consistent model outputs [5, 57, 73]; pseudo
label-based models that impute labels for unlabeled data [12, 58]; and hybrid models that combines several methods [69].
Comprehensive reviews can be found in Chapelle et al. [14], Van Engelen and Hoos [74], Zhu [88].

Among the deep classifier methods following Eq. (1), below we describe each method we selected and how its specific
unlabeled loss is constructed.

Pseudo-Labeling uses the current model to assign class probabilities to each sample in the unlabeled batch. If, for
an unlabeled sample, the maximum class probability P (yi) exceeds a certain threshold τ , this sample contributes to the
calculation of the unlabeled loss for the current batch. The cross-entropy loss is computed as if the true label of this sample
is class i.

Mean-Teacher constructs the unlabeled loss by enforcing consistency between the model’s output for a given sample and
the output of the same sample from the Exponential Moving Average (EMA) model.

MixMatch uses the MixUp [85] technique on both labeled data (features and labels) and unlabeled data (features and
guessed labels) within each batch to produce transformed labeled and unlabeled data. The labeled and unlabeled losses are
then calculated using these transformed samples. Specifically, the unlabeled loss is derived from the mean squared error
between the model’s output for the transformed unlabeled samples and their corresponding transformed guessed labels.

FixMatch generates two augmentation of an unlabeled sample, one with weak augmentation and the other using strong
augmentations (e.g., RandAug [22]). The unlabeled loss is then formulated by enforcing the model’s output for the strongly
augmented sample to closely resemble that of the weakly augmented sample using cross-entropy loss.

FlexMatch builds directly upon FixMatch by incorporating a class-specific threshold on the unlabeled samples during
training.

CoMatch marks the first introduction of contrastive learning into semi-supervised learning. The model is equipped with
two distinct heads: a classification head, which outputs class probabilities for a given sample, and a projection head, which
maps the sample into a low-dimensional embedding. These two components interact in a unique manner. The projection
head-derived embeddings inform the similarities between different samples, which are then used to refine the pseudo-labels
against which the classification head is trained. Subsequently, these pseudo-labels constitute a pseudo-label graph that trains
the embedding graph produced by the projection head.

D.3. Self-supervised method details

In recent years, self-supervised learning algorithms have emerged rapidly and are known as one of the most popular field
of machine learning. These include contrastive learning, which involves learning representations by maximizing agreement
between differently augmented views of the same data [17, 37]; predictive models that forecast future instances in the data
sequence [63]; generative models that learn to generate new data similar to the input [16]; clustering-based approaches that
learn representations by grouping similar instances [9, 10]; context-based models that predict a specific part of the data from
other parts [8, 25]; and hybrid models that combine various methods for more robust learning [18]. A more comprehensive
review can be found in [47, 90].

Below, we provide for each selected self-supervised method a summary of its internal workings.
SimCLR generates two augmented versions of each image. Then feed these pairs of images into a base encoder network

to generate image embeddings. This encoder is followed by a projection head, which is a multilayer neural network, to map
these embeddings to a space where contrastive loss can be applied. Next, calculate the contrastive loss. The idea is to make
the embeddings of augmented versions of the same image (positive pairs) as similar as possible and to push apart embeddings
from different images (negative pairs). The loss function used is NCE loss.

MOCO V2 creates two augmented versions of each image. These pairs are processed by two encoder networks: a query
encoder, and a key encoder updated by a moving average of the query encoder. The contrastive loss is computed by comparing
a positive pair (the query and corresponding key) against numerous negative pairs drawn from a large queue of keys.

Note on runtime: We notice that the performance on MoCo can be increased when Shuffling BN across multiple GPUs.
However, to ensure a fair comparison given our single-GPU setup, we refrained from employing any techniques to simulate
multiple GPUs on one, as this would change the encoder’s structure.



SwAV begins by creating multiple augmented versions of each image. Then, these versions are input into a deep neural
network to generate embeddings. Uses a clustering approach, called online stratified sampling, to predict assignments of each
view’s prototypes (or cluster centers) to others, encouraging the model to match the representations of different augmentations
of the same image.

Note on runtime: We’ve observed that applying multiple augmentations can enhance the effectiveness of various methods.
To prevent the results from being influenced by these augmentations, we’ve standardized the number of augmentations to two
in SwAV, in line with the approach taken by other methods.

BYOL starts by creating two differently augmented versions of each image. These versions are processed through two
identical neural networks, known as the target and online networks, which include a backbone and a projection head. The
online network is updated through backpropagation, while the target network’s weights are updated as a moving average
of the online network’s weights. The unique aspect of BYOL is that it learns representations without the need for negative
samples.

SimSiam creates two differently augmented versions of each image. These versions are passed through two identical
networks: one predictor network and one encoder network. The encoder network contains a backbone and a projection head.

DINO utilizes two differently augmented images, processed by a student and a teacher network. The teacher’s weights
evolve as a moving average of the student’s. The key idea is self-distillation, where the student’s outputs match the teacher’s
for one view but differ for the other, without traditional negative samples.

Barlow Twins processes two augmented views of an image through identical networks. The aim is to have similar repre-
sentations between these networks while minimizing redundancy in their components, sidestepping the need for contrasting
positive and negative pairs.

E. Additional Analysis and Discussion

E.1. Effectiveness of Hyperparameter Tuning

While Oliver et al. [62] caution that extensive hyperparameter search may be futile with realistic validation set. Our experi-
ments on the 4 dataset show that the validation set performance for each examined algorithm rise substantially over the course
of hyperparameter tuning. This increase in validation set performance further translates to increased test set performance.

Given the trends we observed across 4 datasets, we think that for a chosen algorithm on a new dataset, following our
hyperparameter tuning protocol (even with limited labeling budget and computation budget), we can likely expect better
generalization (measured by test set performance) compared to not tuning hyperparameters at all.

E.2. Differentiating Between Methods

Oliver et al. [62] offer both empirical and theoretical analysis of how well one can distinguish if one method is truly better
than another on a limited labeled dataset. Below, we revisit each analysis for our specific experiments.

E.2.1 Empirical Analysis of Differentiation

Oliver et al. [62] in their Fig 5 and 6 show that on SVHN, between 10 random samples of the validation set across several
level of validation set size (1000, 500, 250, 100), the validation accuracy of the trained Pi-model, VAT, Pseudo-labeling and
Mean Teacher model has substantial variability and overlap with each other. Thus, they caution that differentiating between
models might be infeasible with realistic validation set size.

In our present study, we employ a relaxed notion of “realistic validation set”, by letting the validation set to be at most as
large as the training set. Our experiments cover validation set size 235 (TMED), 400 (Tissue), 450 (Path), 600 (AIROGS); test
set size 2019 (TMED2), 47280 (Tissue), 7180 (Path), 6000 (AIROGS). Our experiment shows that within the wide range of
methods considered, differentiating between some models are possible. For example, in Fig. C.4 we can see that MixMatch
is clearly better than Mean Teacher in TissueMNIST and PathMNIST, in both the validation set and test set, without overlap
in the intervals. The field of semi-supervised learning has made significant advancements in recent years. It is crucial to
reevaluate previous conclusions in light of the new developments.



E.2.2 Theoretical Analysis of Differentiation

Here, we show that the performance gain we observe on the test set are real. We perform the same theoretical analysis using
the Hoeffding’s inequality [38] as in Oliver et al. [62].

P(|V̄ − E[V ]| < p) > 1− 2 exp(−2np2) (3)

where V̄ is the empirical estimate of some model performance metric, E[V ] is its hypothetical true value, p is the desired
maximum deviation between our estimate and the true value, and n is the number of examples used.

On TissueMNIST, we have 47280 test samples, we will be more than 99.98% confident that the test accuracy is within 1%
of its true value. On Path, we have 7180 test samples, we will be more than 99% confident that the test accuracy is within 2%
its true value.

In Fig 1, we see that after hyperparameter tuning, the final test accuracy of each algorithms improves much more than 1%
on TissueMNIST and 2% on PathMNIST showing the efficacy of hyperparameter tuning.

Similarly, we can see that the difference between top-performing algorithms (e.g., MixMatch) and worst-performaning
alogrithm (e.g., Mean Teacher) is clearly larger then 1% on TissueMNIST, 2% on PathMNIST. Thus we can argue that
differentiation between certain methods are viable. The same analysis can also be applied to TMED-2 and AIROGS.

E.3. Answers to Common Questions from Reviewers

Here we answer a few questions that were common to several reviewers of our paper.

E.3.1 For a medical image application, would a larger labeled dataset be more important than than developing
semi-supervised or self-supervised methods?

Yes, in general, is is preferable to collect as large of a labeled dataset as possible, at least up to the point of performance
saturation. Investing in data collection likely has a larger payoff than investing in SSL. However, extensive collection of
labeled examples is not practical for many real-world clinical tasks due to reasons like financial cost, logistics, privacy and
legal issues (see Oliver et al. [62],Berthelot et al. [5], Shekoofeh et al. [68]).

For this reason, methods for overcoming limited labeled data, such as semi-SL and self-SL, are important topics in
medical imaging applications. The clinical use case of SSL motivates several recent methodological works, such Zhang
et al. [86], Azizi et al. [3], and Shekoofeh et al. [68].

E.3.2 Isn’t it already well-known that hyperparameter tuning with a realistic-sized validation set is viable?

When labeled data is abundant, as in common supervised learning settings, hyperparameter tuning is widely known as
effective. However, our work focuses on the semi/self-SL setting, where labels are limited. We carefully reviewed semi/self-
SL literature and argue that the viability of tuning on realistic-sized validation sets is not well-known in this setting. As our
paper’s Table 1 shows, existing SSL benchmarks often use validation sets larger than the training set! Seminal work by Oliver
et al. [62] cautions that “Extensive hyperparameter tuning may be somewhat futile due to an excessively small collection of
held-out data ...”. Su et al. [71] use a similar claim to justify not doing any tuning on their Semi-Fungi dataset experiments.

E.3.3 Does MixMatch outperform Flex/Fix/CoMatch because RandAug not suitable for medical imaging?

In general, RandAug-type augmentation can be successful for medical imaging tasks [15, 86], though we agree that it might
not be “optimal”. Instead, we hypothesize that MixMatch’s primary advantage is lower runtime cost per iteration com-
pared to FixMatch and successors. In our AIROGS ResNet-18 experiments (Fig. 1), MixMatch explores at least 80% more
hyperparameter combinations than its counterparts (111 vs. 59 for FixMatch).



F. Hyperparameter Details
F.1. Hyperparameter Tuning Strategy: Random Search Details

Below, in a specific table for each of the 16 methods (supervised, semi-, or self-), we provide a method-specific table showing
the random sampling distribution used for each hyperparameter for the random search of Alg. D.1.

.
Settings Common to All Methods
Optimizer Adam
Learning rate schedule Cosine

F.1.1 Supervised Baselines

Labeled only
Batch size 64
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)

MixUp
Batch size 64
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Beta shape α x,X ∼ Unif(0.1, 10)

Sup Contrast
Batch size 256
Learning rate 3× 10x, X ∼ Unif(−5.5,−1.5)
Weight decay 4× 10x, X ∼ Unif(−7.5,−3.5)
Temperature x,X ∼ Unif(0.05, 0.15)

F.1.2 Semi-Supervised Methods

FlexMatch
Labeled batch size 64
Unlabeled batch size 448
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Unlabeled loss coefficient 10x, X ∼ Unif(−1, 1)
Unlabeled loss warmup schedule No warmup
Pseudo-label threshold 0.95
Sharpening temperature 1.0

FixMatch
Labeled batch size 64
Unlabeled batch size 448
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Unlabeled loss coefficient 10x, X ∼ Unif(−1, 1)
Unlabeled loss warmup schedule No warmup
Pseudo-label threshold 0.95
Sharpening temperature 1.0

CoMatch
Labeled batch size 64
Unlabeled batch size 448
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Unlabeled loss coefficient 10x, X ∼ Unif(−1, 1)
Unlabeled loss warmup schedule No warmup
Contrastive loss coefficient 5× 10x, X ∼ Unif(−1, 1)
Pseudo-label threshold 0.95
Sharpening temperature 0.2

MixMatch
Labeled batch size 64
Unlabeled batch size 64
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Beta shape α x,X ∼ Unif(0.1, 1)
Unlabeled loss coefficient 7.5× 10x, X ∼ Unif(0, 2)
Unlabeled loss warmup schedule linear
Sharpening temperature 0.5

Mean Teacher
Labeled batch size 64
Unlabeled batch size 64
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Unlabeled loss coefficient 8× 10x, X ∼ Unif(−1, 1)
Unlabeled loss warmup schedule linear

Pseudo-label
Labeled batch size 64
Unlabeled batch size 64
Learning rate 3× 10x, X ∼ Unif(−5,−2)
Weight decay 4× 10x, X ∼ Unif(−6,−3)
Unlabeled loss coefficient 10x, X ∼ Unif(−1, 1)
Unlabeled loss warmup schedule Linear
Pseudo-label threshold 0.95



F.1.3 Self-supervised Methods

SwAV
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)
Temperature x,X ∼ Unif(0.07, 0.12)
Num. prototypes 1× 10x, X ∼ Unif(1, 3)

MoCo
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)
Temperature x,X ∼ Unif(0.07, 0.12)
Momentum x,X ∼ Unif(0.99, 0.9999)

SimCLR
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)
Temperature x,X ∼ Unif(0.07, 0.12)

SimSiam
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)

BYOL
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)
Temperature x,X ∼ Unif(0.07, 0.12)
Momentum x,X ∼ Unif(0.99, 0.9999)

DINO
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)
Temperature x,X ∼ Unif(0.07, 0.12)
Momentum x,X ∼ Unif(0.99, 0.9999)

Barlow Twins
Batch size 256
Learning rate 1× 10x, X ∼ Unif(−4.5,−1.5)
Weight decay 1× 10x, X ∼ Unif(−6.5,−3.5)
Temperature x,X ∼ Unif(0.07, 0.12)
Momentum x,X ∼ Unif(0.99, 0.9999)

F.2. Hyperparameter transfer strategy

To make the most of limited labeled data, one potential strategy recommended by Su et al. [71] is to use the entire labeled set
for training, reserving no validation set at all. This relies on pre-established hyperparameters from other dataset/experiments.
In this study, we experiment with two scenarios: using pre-determined hyperparameters tuned for CIFAR-10, or using hyper-
parameters tuned for TissueMNIST.

The CIFAR-10 hyperparameters are sourced from repositories published by each method’s original authors, as this is a
common benchmark in the SSL literature. We ensure that each hyperparameter choice, when applied using the re-implented
code for each method in our codebase, matches previously reported results on CIFAR-10.

The TissueMNIST hyperparameters originate from our experiments as depicted in Figure C.2 (a). For exact values, see
App. F.2.1.

For each method using the transfer strategy, we perform training on the combined train+validation set, setting the max-
imum number of epochs to 100 for PathMNIST and AIROGS (80 epochs for TMED2). Training is terminated early if the
train loss does not improve over 20 consecutive epochs. Empirically, we observe that all models which did not trigger early
stopping reached a plateau in training loss.

F.2.1 Best Hyperparameters on TissueMNIST for Semi-Supervised Methods

Below we report the chosen hyperparameters on TissueMNIST for each semi-supervised method, as used in the hyperparam-
eter transfer experiments.

FlexMatch
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00036 0.00016 0.00016 0.00068 0.00006
Weight decay 0.00259 0.00001 0.00371 0.00023 0.002103
Unlabeled loss coefficient 2.22 0.82 5.00 1.94 6.09

FixMatch
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00074 0.00034 0.00392 0.00102 0.00037
Weight decay 0.00045 0.00315 0.00001 0.00005 0.00058
Unlabeled loss coefficient 3.08 6.70 1.85 1.46 0.47



CoMatch
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00124 0.00145 0.00061 0.00026 0.00113
Weight decay 0.00042 0.00009 0.00005 0.00009 0.00017
Unlabeled loss coefficient 0.30 1.71 1.26 2.74 0.46
Contrastive loss coefficient 1.26 2.21 3.71 0.56 1.37

MixMatch
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00028 0.00003 0.00018 0.00009 0.00005
Weight decay 0.000005 0.00195 0.00005 0.00085 0.00082
Beta shape α 0.2 0.9 0.9 0.8 0.7
Unlabeled loss coefficient 9.13 37.96 8.06 25.16 11.17

Mean Teacher
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00062 0.00022 0.00005 0.00128 0.00125
Weight decay 0.00189 0.00001 0.00008 0.00001 0.00001
Unlabeled loss coefficient 67.67 0.87 1.25 7.60 13.56

Pseudo-label
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00007 0.00021 0.00005 0.00063 0.00060
Weight decay 0.00033 0.00093 0.00383 0.00005 0.00087
Unlabeled loss coefficient 0.19 0.16 8.73 0.82 0.25

F.2.2 Best Hyperparameters on TissueMNIST for Self-Supervised Methods

Below we report the chosen hyperparameters on TissueMNIST for each self-supervised method, as used in the hyperparam-
eter transfer experiments.

SwAV
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00065 0.00325 0.00012 0.00086 0.00196
Weight decay 0.0001497 0.0000056 0.0000006 0.0000021 0.0000003
Num. prototypes 845 131 36 201 59

MoCo
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00288 0.00023 0.00043 0.00005 0.02629
Weight decay 0.000002 0.0000008 0.0000003 0.0000005 0.0000004
temperature 0.09331 0.07097 0.10987 0.07414 0.07080
Momentum 0.99242 0.99672 0.99267 0.99950 0.99538

SimCLR
seed0 seed1 seed2 seed3 seed4

Learning rate 0.00217 0.00131 0.000640 0.00380 0.00136
Weight decay 0.00002 0.00001 0.00001 0.00001 0.00001
temperature 0.11719 0.10426 0.08652 0.07784 0.11478

SimSiam
seed0 seed1 seed2 seed3 seed4

Learning rate 0.0002 0.00056 0.00013 0.00338 0.00098
Weight decay 0.000066 0.000046 0.000023 0.000001 0.000001

BYOL
seed0 seed1 seed2 seed3 seed4

Learning rate 0.000245 0.001308 0.000371 0.001653 0.001959
Weight decay 0.0000007 0.0000057 0.0000004 0.000003 0.000001
Momentum 0.9928618 0.996167 0.9988484 0.9940063 0.9934791

DINO
seed0 seed1 seed2 seed3 seed4

Learning rate 0.000245 0.001308 0.000371 0.001653 0.001959
Weight decay 0.0000007 0.0000057 0.0000004 0.000003 0.000001
Momentum 0.9928618 0.996167 0.9988484 0.9940063 0.9934791

Barlow Twins
seed0 seed1 seed2 seed3 seed4

Learning rate 0.000245 0.001308 0.000371 0.001653 0.001959
Weight decay 0.0000007 0.0000057 0.0000004 0.000003 0.000001
Momentum 0.9928618 0.996167 0.9988484 0.9940063 0.9934791
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