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When cells measure concentrations of chemical signals, they may average multiple measurements
over time in order to reduce noise in their measurements. However, when cells are in a environment
that changes over time, past measurements may not reflect current conditions – creating a new source
of error that trades off against noise in chemical sensing. What statistics in the cell’s environment
control this tradeoff? What properties of the environment make it variable enough that this tradeoff
is relevant? We model a single eukaryotic cell sensing a chemical secreted from bacteria (e.g. folic
acid). In this case, the environment changes because the bacteria swim – leading to changes in
the true concentration at the cell. We develop analytical calculations and stochastic simulations
of sensing in this environment. We find that cells can have a huge variety of optimal sensing
strategies, ranging from not time averaging at all, to averaging over an arbitrarily long time, or
having a finite optimal averaging time. The factors that primarily control the ideal averaging are
the ratio of sensing noise to environmental variation, and the ratio of timescales of sensing to the
timescale of environmental variation. Sensing noise depends on the receptor-ligand kinetics, while
the environmental variation depends on the density of bacteria and the degradation and diffusion
properties of the secreted chemoattractant. Our results suggest that fluctuating environmental
concentrations may be a relevant source of noise even in a relatively static environment.

I. INTRODUCTION

Eukaryotic cells sense chemical signals in their environ-
ment in order to follow nutrient cues, respond to other
cells, or make fate decisions. The physical and statisti-
cal factors limiting the accuracy of sensing concentration
have been extensively studied [1], building off of founda-
tional work by Berg and Purcell [2]. One crucial factor
limiting concentration sensing accuracy is randomness in
ligand diffusion and binding to cell surface receptors [2–
4]. A cell can lower the error in its concentration sens-
ing by taking multiple measurements of its environment
and averaging the concentration over an averaging time
T [1, 2]. The accuracy of concentration measurement
may be improved using maximum likelihood estimation
of the concentration [5–8], though the accuracy gained
may be limited by the energy or protein copies available
[9–12]. Broadly speaking, these papers find that aver-
aging over a longer time leads to a smaller error; how-
ever, these works all implicitly assume that cells are in
a static environment, where the concentration does not
change over the measurement time. If the environment
is dynamic, and the typical concentration c(t) becomes
a function of time, integration over time can introduce a
new source of error: the concentration at the beginning
of the measurement may not reflect the concentration at
the end of the measurement. Earlier works on concentra-
tion sensing in a fluctuating environment [13, 14] (and the
closely-related [15] which treats concentration sensing as
a connected problem) found that there is an optimal av-
eraging time that minimizes the total sensing error. This
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optimum occurs because the cell is attempting to bal-
ance two conflicting sets of error. In order to minimize
the variance due to the change in the true concentration
over time, one should take instantaneous measurements
of the concentration so as not to average over a changing
concentration; however, in order to minimize the vari-
ance due to noise inherent to ligand detection processes,
one should average over a longer time to average out sep-
arate measurements. How relevant are these processes in
a typical environment of a eukaryotic cell? What sort of
fluctuations are likely, and what consequences does this
have on sensing?

In this paper, we develop theory for concentration
sensing in a fluctuating environment inspired by Dic-
tyostelium discoideum (Dicty), a common model organ-
ism for chemotaxis [16–18]. Dicty consumes bacteria, and
can detect these bacteria by sensing folic acid given off
as a byproduct of bacterial metabolism [3]. We develop
theory and simulation describing Dictyostelium in a rela-
tively simple environment – a cell surrounded by bacteria
in 3D liquid. In this case, fluctuations in the true con-
centration arise from the run and tumble motility of bac-
teria. We characterize the mean and standard deviation
of fluctuations in this environmental concentration, as
well as estimating its correlation time. We then compute
the concentration sensing accuracy in this changing en-
vironment, and show that there is a transition between a
Berg-Purcell-like limit where increasing averaging time T
always increases accuracy, and one akin to [13, 15] where
a finite averaging time T is optimal, and a third regime
where cells should avoid time-averaging at all. The opti-
mal averaging times depend on both factors in the cell’s
environment, like the decay rate of folic acid, the tumble
rate of bacteria, as well as internal properties like the folic
acid receptor number, but are often surprisingly robust
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where

σ2
det =

1

Nr

c

KD
(c+KD)2 (15)

is the detection error of a snapshot measurement, ⟨∆2⟩ =
σ2
det, and τr = 1/(konc + koff) is the receptor correlation

time.
Combining Eq. 14 with 13, we find

σ2
tot = σ2

envf(ωT ) + σ2
detg(T/τr) (16)

where g(t) = 2t−1 − 2t−2 + 2t−2e−t is a function that
monotonically decreases from g(0) = 1 to zero at long
times.
The central tradeoffs of our model are embedded in Eq.

16. With no time-averaging (T → 0), total error from
the current concentration limits to σ2

det, the amount of
error the cell has in estimating the concentration given
its instantaneous information about which receptors are
bound. At large averaging time, the total error saturates
to σ2

env – reflecting that the true concentration at any
given time has error σ2

env from the mean. Thus, if the
instantaneous detection error σ2

det is smaller than the en-
vironmental fluctuations σ2

env, it will always be better to
have no time averaging than to take T → ∞, and vice
versa if σ2

env < σ2
det. Can an intermediate value of the

averaging time be optimal? This depends on the value
of ωτr. If we rescale Eq. 16 by σ2

det, we see

σ2
tot/σ

2
det = (σ2

env/σ
2
det)f(ωτrT̃ ) + g(T̃ ) (17)

where T̃ = T/τr.
Eq. 17 shows that the optimal averaging behavior

depends on two key parameters: the ratio of the en-
vironmental variation to the snapshot detection error,
σ2
env/σ

2
det, and ωτr. Here ωτr is the ratio of the correla-

tion time for the receptors τr to the correlation time for
the environment, which is 1/ω. ωτr ≪ 1 means the true
concentration has a much longer correlation time than
that of the concentration sensing process – i.e. the recep-
tor state changes quickly, while the environment changes

slowly. We plot the optimal T̃ as a function of σ2
env/σ

2
det

and ωτr in Fig. 4. We see that – perhaps unsurprisingly
– that if σ2

env/σ
2
det is sufficiently large, the cell is always

best-served by near-instantaneous measurement, T̃ ≈ 0
(dark blue region), and if σ2

env/σ
2
det ≪ 1, then we are

in an effectively-constant concentration, and increasing
time averaging will always increase accuracy σ2

tot (yel-
low region). However, in the region where the difference
between σ2

env and σ2
det is not too large, and when the en-

vironment is changing slowly on the receptor timescale,
ωτr ≪ 1, intermediate optimal averaging times can be
observed. This happens because when ωτr ≪ 1 and the
averaging time is increased, f(ωτrT̃ ) remains near zero,
and the dominant factor in σ2

tot will be the decrease in

g(T̃ ). σ2
tot(T ) will then initially decrease as averaging

time is increased, but increase once ωτrT̃ ≫ 1, leading
to an intermediate optimal averaging time (point A in

Fig. 4). However, when ωτr ≫ 1, as the averaging time

is increased, the term f(ωτrT̃ ) increases faster than the

g(T̃ ) term decreases – and intermediate averaging times
actually lead to the maximum error (point C in Fig. 4).
In the case of ωτr ≫ 1, the transition between the cell
preferring near-infinite averaging times and near-zero av-
eraging times is quite sharp (the transition from B to C
to D in Fig. 4).
Earlier work [13, 15] found that there is an optimal

measurement time that is related to the geometric mean
between the timescale over which detection error changes
(for us, τr) and the timescale over which the environment
changes (for us, 1/ω). We can recover a similar result
when we take ωτr ≪ 1. In this limit, we can expand Eq.
17, and find σ2

tot/σ
2
det ≈ (σ2

env/σ
2
det)ωτr

2
3
T̃ + g(T̃ ). If we

use the long-time asymptotic form of g(T̃ ), then

σ2
tot

σ2
det

≈
σ2
env

σ2
det

ωτr
2

3
T̃ +

2

T̃
(for ωτr ≪ 1) (18)

In this limit, we find

T̃ optimal ≈

√
3σ2

det

σ2
envωτr

(19)

This result is in good agreement with the numerical re-
sults in Fig. 4 for ωτr ≪ 1 as long as the ratio σ2

env/σ
2
det

is not too far from unity. In this limit, our model of con-
centration and detection error is essentially that of the
toy model proposed by [15].

IV. PUTTING IT TOGETHER: HOW DO

PHYSICAL PARAMETERS CONTROL

OPTIMAL SENSING?

Our goal is now to understand how the biophysical
properties of the cells and the environment like the decay
length scale ℓ, the density of bacteria ρ, and the recep-
tor number Nr affect what sort of behavior is required
for optimal sensing. To do this, we will understand how
these parameters change the ratios σ2

env/σ
2
det and ωτr in-

troduced in the previous section. Our initial guess would
be that the parameters ρ and ℓ, which control the statis-
tics of the environmental concentration via Eq. 4, play a
large role.
We start by using the formulas developed in Section II.

If we approximate the detector error σ2
det, which depends

on the environmental concentration c, by its value at the
mean concentration ⟨c⟩, then we can approximate

σ2
env

σ2
det

≈
1

8πℓ3ρ
Nr

⟨c⟩KD

(⟨c⟩+KD)2
(20)

=
1

8πℓ3ρ
Nr

ρS0ℓ
2KD/D

(ρS0ℓ2/D +KD)2
(21)

Our simulations often have concentrations less than the
dissociation constant KD = 10nM (Fig. 3). When ⟨c⟩ ≪
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KD, ⟨c⟩KD/(⟨c⟩+KD)2 ≈ ⟨c⟩/KD. In this case,

σ2
env

σ2
det

≈
NrS0

8πℓDKD
(for⟨c⟩ ≪ KD) (22)

When the mean concentration is below KD, we see that
the ratio of errors σ2

env/σ
2
det becomes independent of the

density of bacteria ρ! This happens because both the rel-
ative environmental fluctuations σ2

env/⟨c⟩
2 and relative

detection error σ2
det/⟨c⟩

2 scale as 1/ρ. In addition, the
time-correlation of the environment τℓ does not, by Eq.
6, depend on ρ. This suggests that we would often expect
the optimal averaging time to be independent of density
– as long as ⟨c⟩ ≪ KD. However, we do see that both
the ratio of errors and ωτr depend on ℓ. We plot in Fig.
4 a solid line corresponding to how the two control pa-
rameters σ2

det/⟨c⟩
2 and ωτr vary as we change ℓ from 10

microns to 103 microns – we predict that there is a tran-
sition from near-zero averaging times being preferred to
increasing averaging times being relevant as ℓ increases,
but that we will not cross the sharp transition line to
when near-infinite averaging times are optimal.
We check our predictions for how optimal averaging de-

pends on a cell’s environment by comparing against a full
stochastic simulation of both the cell’s environment and
the binding and unbinding of ligand to the cell’s recep-
tors (Appendix C). We show in Fig. 5 how the optimal
averaging time depends on bacterial density ρ and decay
length ℓ, varying the decay rate k. We show the optimal
averaging time both found from stochastic simulations
and from the predictions of Eq. 16 using the formulas
for ⟨c⟩ and σ2

env derived in Appendix B, and assuming
ω = 1/τℓ from Eq. 6. We see, as we expected, that
the optimal averaging time is only weakly dependent on
ρ – but is strongly dependent on ℓ, increasing sharply
as we increase the decay length ℓ past a threshold value
∼ 102µm, where this threshold depends weakly on the
bacterial density. The theoretical predictions agree rea-
sonably well with our stochastic simulations, capturing
how the optimal averaging time changes as a function of
ℓ and ρ.
Looking at the phase diagram of Fig. 4, we would

predict that we can rapidly switch between near-zero and
near-infinite averaging times being optimal if we can tune
the ratio σ2

env/σ
2
det. While changing ℓ tunes this ratio, it

does it in a complex way, while also changing ωτr (black
line in Fig. 4). Instead, we can change the detection
error directly by changing the number of receptors on
the cell, Nr. We expect that decreasing Nr will increase
the detection error, moving us vertically on the plot in
Fig. 4. We show the effect of varying receptor number in
simulation and theory in Fig. 6. As expected, we can see
a sudden jump in optimal averaging time from near-zero
to our largest permitted averaging time as we decrease
the number of receptors Nr. Again, we see useful but
rough agreement between simulation and theory. Our
analytic approximations are sufficient to capture the key
transition between very short averaging times and large
averaging times being optimal as Nr is varied, and the

smoother variation in optimal averaging times at large
ℓ – though the theory misplaces the exact point of the
transition in Nr.

V. DISCUSSION

Our results show that eukaryotic cells in a relatively
simple environment – a liquid culture with bacteria as a
food source – will see a sufficiently variable environment
that classical theories of concentration sensing [1, 2, 4, 5],
which predict that accuracy can always be increased by
averaging over longer times, cannot be directly applied.
This shows that the approaches of [13–15] on sensing in
fluctuating environments may be relevant even in envi-
ronments where nutrient sources (here, bacteria) are con-
stant in number. However, unlike this earlier work, we
find that cells may be better served by either arbitrar-
ily long time-averaging, a characteristic optimal length
of time averaging, or essentially no time-averaging, pro-
viding a phase diagram (Fig. 4) for these strategies. We
believe that earlier work did not identify cases where time
averaging is always suboptimal because those works effec-
tively assumed that concentration sensing accuracy in a
fixed concentration scales as ∼ 1/T – only true for times
T ≫ τr. Our limit where arbitrarily long time-averaging
is optimal is also absent in [13, 15] – but this is perhaps
less surprising, as our model assumes that the long-term
average of the true concentration is fixed, not diffusing
– so the variance of past concentrations away from the
current value is bounded.
Our optimal averaging times in Fig. 5-6 are chosen to

minimize the error from the instantaneous concentration.
Is this the strategy a cell should take? This depends on
factors outside of our model – such as the decision be-
ing made with the concentration. If our Dicty wanted
to decide whether to initiate starvation programs using
concentration sensing, it could be misled by the instan-
taneous concentration even if it has a highly accurate
readout of the current concentration. Our environment
is in a steady state and the number of bacteria avail-
able to consume is not drifting over time. In this case,
longer-timescale averaging might be preferred even if it
technically has a lower accuracy at measuring the in-
stantaneous concentration. For the case of starvation
initiation, it might be more appropriate for the cell to
perform change point detection [34] to determine if the
underlying bacterial density has changed. However, our
results here show that noise arising from bacterial re-
arrangement might be just as relevant as ligand-receptor
noise to this more sophisticated calculation. In reality,
starvation initiation is not just driven by a single cell
sensing folic acid, but is cooperative, requiring compar-
ison of the number of Dicty consuming bacteria to the
bacterial population [35–38].
While we have focused on our example of a Dic-

tyostelium surrounded by bacteria, the approach we have
taken with a random environment generated by point
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rial motion will still be diffusive at long time scales. In
natural environments, we would thus expect slower relax-
ation of concentrations – pushing us toward the left side
of the phase diagram in Fig. 4. Diffusion of nutrients
such as folic acid might also be reduced in soil, due to
the increased tortuosity of paths [48], altering the decay
length ℓ. Real environments for Dictyostelium, of course,
will also come with other sources of variability – soil shift-
ing, temperature and light changes, etc. To understand
whether these sorts of variability change concentration
sensing, we need to better understand their timescales
relative to the time-averaging scale (estimated ∼ 2 − 20
s for gradient sensing [30–32]).
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Appendix A: Diffusion-secretion-decay equation –

analytical solution

1. Steady state solution

In steady state, Eq. (1) becomes

D∇2C +
∑

i

S0δ(r−Ri)− kC = 0. (A1)

The Green’s function of operator ∇2 − q2 when d = 3 is
[53]

G(r, r′) = −(2π)−3/2
(q
r

)1/2

K1/2(qr) = −
1

4πr
e−qr,

(A2)
where r = |r − r

′|, and the modified Bessel function
K1/2(ξ) = (2ξ/π)−1/2 exp(−ξ). Hence, the steady state
solution to Eq. (1) is

c(r) =
∑

i

S0

4πD|r−Ri|
e−|r−Ri|/ℓ, (A3)

where the decay length ℓ =
√
D/k.

Appendix B: Statistics of concentration field

Because the concentration observed by the Dic-
tyostelium (Eq. 2) is represented by a sum of the con-
centration fields generated by each individual bacterium,

we can analytically calculate the statistics of the concen-
tration field under the assumption that the bacteria are
uniformly distributed and independent.
Suppose that bacteria are at positions Rn, with n =

1 · · ·N , and that the concentration field at the origin is
given by

c =
∑

n

g(|Rn|) (B1)

as in Eq. 2, with g(r) some function of the scalar distance
from the origin. Then the average concentration ⟨c⟩ is
given by

⟨c⟩ =
∑

n

⟨g(Rn)⟩ (B2)

where the average is over the positions Rn. Let’s assume
the bacteria are uniformly distributed over all space. To
do this calculation, we start by assuming they are uni-
formly distributed over a sphere with radius W and then
let W → ∞, i.e. we assume

p(Rn) =

{
1

VW
|Rn| < W

0 otherwise
(B3)

where VW = 4
3
πW 3 is the volume of the sphere of radius

W . Then, the average of the concentration is given by

⟨c⟩ =
∑

n

⟨g(Rn)⟩ (B4)

=
∑

n

∫
d3Rnp(Rn)g(Rn) (B5)

=
∑

n

1

VW

∫

Rn≤W

d3Rng(Rn) (B6)

=
N

VW

∫

r≤W

d3rg(r) (B7)

where in the last step we have recognized that each term
in the sum is the same. AsW → ∞, then the termN/VW

will approach the density of bacteria, ρ, and in the limit
of an infinite system, we then have

⟨c⟩ = ρ

∫

R3

d3r g(r) (B8)

= 4πρ

∫ ∞

0

dr r2g(r) (B9)

where in the last step we have used spherical symmetry.
We can make a similar argument to compute the vari-

ance of the concentration field, σ2
env. First, computing

the average of the square of the concentration at the ori-
gin,

⟨c2⟩ = ⟨
∑

n

g(Rn)
∑

m

g(Rm)⟩ (B10)

=
∑

n,m

⟨g(Rn)g(Rm)⟩ (B11)
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TABLE I. Simulation parameters.

Parameter Meaning Value Justification
D Folic acid diffusion constant 200µm2/s [49]
k Folic acid decay rate 0.02s−1 Chosen to set ℓ ∼ 100µm
ℓ Folic acid decay length 100µm
S0 Folic acid release rate 1000/s Chosen so concentrations ∼ nM scale
v0 Mean speed of bacteria 24.1µm/s [23, 50]
σv Standard deviation of bacteria speed 6.8µm/s [23, 50]
s Reproductive rate of bacteria 0.00083s−1 [51]
Nmax Maximum number of bacteria in system 10, 000 Default value; chosen so ρ = Nmax/L

3

ktumble Tumble rate of bacteria 1.37s−1 [23, 50]
kon Ligand-receptor binding rate for folic acid 0.1nM−1s−1 Chosen to make KD = 10 nM
koff Ligand-receptor unbinding constant for folic acid 1s−1 Rough order of magnitude [42]
Nr Number of receptors on Dictyostelium surface 10, 000 [52]
∆t Time step for numerical simulations 0.01 s
L System size 1000 µm

The values g(Rn) and g(Rm) are uncorrelated if m ̸= n,
so we can split the sum into the case m = n and m ̸= n,

⟨c2⟩ =
∑

n

⟨g(Rn)
2⟩+

∑

n

∑

m ̸=n

⟨g(Rn)⟩⟨g(Rm)⟩ (B12)

= N⟨g(r)2⟩+N(N − 1)⟨g(r)⟩2 (B13)

As we take the system size to become infinite, N ≫ 1,
so the second term N(N − 1)⟨g(r)⟩2 ≈ N2⟨g(r)⟩2 = ⟨c⟩2.
Then we find, using the same approach as above,

⟨c2⟩ − ⟨c⟩2 = N⟨g(r)2⟩ (B14)

= ρ

∫
d3r g(r)2 (B15)

= 4πρ

∫ ∞

0

dr r2g(r)2 (B16)

Together, we have then found the mean value of con-
centration at the origin and the variance of the concen-
tration at the origin as

⟨c⟩ = 4πρ

∫ ∞

0

dr r2g(r) (B17)

σ2
env = 4πρ

∫ ∞

0

dr r2g(r)2 (B18)

From Eq. 2, in our case, the function g(r) =
S0

4πDr e
−r/ℓ. We can find explicit forms for Eq. B17 and

Eq. B18:

⟨c⟩ =
Sℓ2ρ

D
(B19)

σ2
env =

S2ℓρ

8πD2
(B20)

These results are appropriate for bacteria uniformly
distributed throughout the entire space, including com-
ing arbitrarily close to the origin. However, in our sim-
ulations, bacteria cannot come within a radius R of the

origin without being consumed, and we have a finite sys-
tem size L. We can approximately treat these two effects
by changing the range of the integrals in Eq. B17-B18 to
be from R to W = L/2. If we make these truncations,
we get

⟨c⟩ =
ρS

D

(
ℓe−

R

ℓ (ℓ+R)− ℓe−
W

ℓ (ℓ+W )
)

(B21)

σ2
env =

ℓρS2

8πD2

(
e−

2R

ℓ − e−
2W

ℓ

)
(B22)

The choice of just truncating the integral over a char-
acteristic range reflects our assumptions in Eq. 2 – es-
sentially assuming that the bacteria are only located in
the simulation box, but that we are using the full 3D
Green’s function, as if the bacteria were in an infinite
system. We would expect slightly different boundary ef-
fects if we applied different boundary conditions – as we
see in Appendix D, where our simulations use no-flux
boundaries for the concentration.

Appendix C: Details of stochastic simulation

The stochastic simulation of the Dictyostelium consid-
ers N bacteria (E. coli) moving through their environ-
ment and releasing folic acid and the Dictyostelium, sta-
tionary at the origin of the simulation, detecting the folic
acid concentration c(0, t). The simulation is discretized
into timesteps of ∆t. Numerical values for the simulation
parameters can be found in Table I.
The bacteria are initially distributed randomly and

uniformly across a cubic box with length L. These bac-
teria move using a run and tumble strategy, where the
bacteria are moving with a constant velocity until they
“tumble” with rate ktumble and start moving with a new,
random orientation, chosen uniformly over solid angle.
At each timestep, each bacteria tumbles with a probabil-
ity of ktumble∆t. We assume the bacteria have a speed
sampled from a normal distribution with mean v0 and
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standard deviation σv; a new speed is chosen for the bac-
terium whenever it tumbles. We have chosen this distri-
bution of speeds to match [50], but our results are similar
when the bacterial speed is chosen to be constant – as
we would expect, since the analytical theory does not in-
clude this feature. The ability of our theory to generalize
to simulation results that include speed variability shows
that our theory may be robust to these small changes
and more likely to apply to experiment.

We assume periodic boundaries for the bacteria within
a cubic simulation box of size L. As the bacteria move,
they release folic acid with a constant rate S0, leading to
a concentration given by Eq. 2.

We also note that bacteria should not be able to reach
arbitrarily close to the Dictyostelium, due to the Dicty’s
finite size. We assume that bacteria nearing contact with
the Dictyostelium are consumed, i.e. any bacteria that
are within Rconsume = 10µm [54] of the center of the
box are “eaten” by the Dictyostelium and thus disappear
from the simulation (Fig. 1). To ensure that the bacteria
maintain a constant density, we allow bacteria to divide
– constraining the division rate when the bacteria reach
some fixed number Nmax. Each bacteria has probability
to divide s(1 − N

Nmax

)∆t, where s is the division rate of

an isolated bacterium – about 1/(20 minutes). When a
bacteria divides, we assign both daughter bacteria new
speeds and directions as if they had tumbled. We ini-
tialize the system with 0.993Nmax bacteria. With the
parameters we choose, we often see that N ≈ Nmax, so
for simplicity we characterize density ρ = Nmax/L

3.

We assume that the folic acid secreted by the bacteria
spreads as if from a point source, so the “true” concen-
tration at the origin c(0, t) is given by Eq. 2. This con-
centration is used in the simulation results from Section
II. We discard 100 seconds of equilibration time in these
simulations, which we have found to allow the system to
come to a reasonable steady state.

In Section IV, the concentration sensed by the Dic-
tyostelium takes into account the binding of folic acid to
receptors, which is also simulated stochastically. In our
stochastic simulations of the concentration sensing pro-
cess, we model each folic acid receptor individually. We
assume that unbound receptors bind folic acid at rate
konc(t) with c(t) given by our concentration simulation,
and bound receptors unbind with rate koff, and that all
receptors are independent. Given the concentration tra-
jectory c(t), we can generate a simulated receptor occu-
pancy trajectory, giving us the number of bound recep-
tors n(t) as a function of time. We then compute the con-
centration estimated by the cell over an averaging time T
by calculating the number of bound receptors averaged
between times t and t− T (calling this nT (t)), and con-
verting nT into an estimated concentration ĉ by finding
ĉ such that nT /Nr = ĉ

ĉ+KD
. The stochastic simulation

naturally accounts for any potential correlations between
the detection error and the current concentration, which
we have neglected in deriving Eq. 16.

Appendix D: Solving 3D diffusion equation

numerically

We also solved the diffusion equations in d = 3 by using
BioFVM (Version 1.1.6) [55]. To do this, we have to map
Eq. (1) onto the general solution approach of BioFVM.

1. Mapping to BioFVM

BioFVM (Version 1.1.6) [55] solves PDEs in a general
form of

∂q

∂t
= D∇2q − λq + S × (q∗ − q)− U(q, t)× q, (D1)

where λ is the decay rate, S is the source function, and
U(q) is the uptake function, and q∗ is the saturation den-
sity. We can easily map q 7→ c(r, t), and set λ = k,
U(q, t) = 0. For the source function S, in order to match
Eq. 1, we would need to choose:

S =
∑

i

S0δ(r−Ri)

(c∗ − c)
. (D2)

Since BioFVM computes in discrete voxels in space, we
discretize the Dirac delta function so that its integral is
unity,

Sj =
∑

i

S0δij
(c∗ − c)∆V

, (D3)

where ∆V should be the voxel volume in simulation, i
indexes the voxels containing a point source, and j is the
current voxel index for r. Therefore, only when there’s
a point source inside the current voxel, this source term
S is non-zero. Since we do not model the concentration
having a saturating value, we just set the saturation con-
centration c∗ to a very large number (c∗ = 1000 µm−3 ≈
1661 nM in our model).

2. Checking BioFVM results

We check here to ensure that BioFVM will agree with
our steady-state model in the appropriate limit. If there’s
only one static point source at the origin, then the steady
state solution should be

c(r) =
S0

4πDr
e−r/ℓ, (D4)

where ℓ =
√

D/k. We can compare the concentra-
tion profile in simulation with this result, shown after
t = 1000 s of simulation time, in Fig. 7. We see gen-
erally good agreement, though there are two mild and
expected issues. First, there is a slight lattice anisotropy
in the response to the point source (Fig. 7a), which arises
from the lattice implemented while solving the diffusion
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In steady state, the time-average of ⟨n⟩ is just

⟨nT ⟩ ≡
1

T

∫ T

0

n(t)dt (E13)

=
1

T

∫ T

0

∑

i

⟨xi(t)⟩dt (E14)

= Nrq (E15)

We can calculate the variance of the average number
of bound receptors, averaged over time T . First define

δnT (t) = T−1
∫ t

t−T
δn(t′)dt′ as the time-averaged differ-

ence from the mean value ⟨nT ⟩. Then

σ2
n,T = ⟨δn2

T ⟩ (E16)

=

〈
T−1

∫ t

t−T

δn(t′)dt′T−1

∫ t

t−T

δn(t′′)dt′′
〉

(E17)

= T−2

∫ t

t−T

∫ t

t−T

⟨δn(t′)δn(t′′)⟩dt′dt′′ (E18)

We now need to compute the correlation ⟨δn(t′)δn(t′′)⟩,
which we can do – again, assuming independent recep-
tors:

⟨δn(t′)δn(t′′)⟩ = ⟨
∑

i

(xi(t
′)− q)

∑

j

(xj(t
′′)− q)⟩ (E19)

=

Nr∑

i=1

⟨(xi(t
′)− q)(xi(t

′′)− q)⟩ (E20)

= Nr⟨(x1(t
′)− q)(x1(t

′′)− q)⟩ (E21)

= Nr

[
⟨x1(t

′)x1(t
′′)⟩ − q2

]
(E22)

Because x1 is either zero or one, the product x1(t
′)x1(t

′′)
is one only if the receptor is bound at both times t′ and
t′′ and its average is

⟨x1(t
′)x1(t

′′)⟩ = P (x1(t
′) = 1ANDx1(t

′′) = 1)

= P (x1 = 1)P (x1(t
′′) = 1|x1(t

′) = 1)

= qP (x1(t
′′) = 1|x1(t

′) = 1)

The conditional probability P (x1(t
′′) = 1|x1(t

′) = 1) can
be solved from the master equation (Eq. E1) – it is the
probability of being bound after a time |t′−t′′| given that
you were bound at the initial time. This can be solved
to find

P (x1(t
′′) = 1|x1(t

′) = 1) = (1− q) exp(−|t′ − t′′|/τr) + q

where τr = (konc + koff)
−1 is the receptor correlation

timescale.

We then find that

⟨δn(t′)δn(t′′)⟩ = Nr

[
⟨x1(t

′)x1(t
′′)⟩ − q2

]

= Nr

[
q(1− q) exp(−|t′ − t′′|/τr) + q2 − q2

]

Plugging this into our formula for σ2
n,T , we find

σ2
n,T = T−2

∫ t

t−T

∫ t

t−T

⟨δn(t′)δn(t′′)⟩dt′dt′′

= Nrq(1− q)T−2

∫ t

t−T

∫ t

t−T

exp(−|t′ − t′′|/τr)dt
′dt′′

= σ2
nT

−2

∫ t

t−T

∫ t

t−T

exp(−|t′ − t′′|/τr)dt
′dt′′

= σ2
n

[
2τr
T

−
2τ2r
T 2

+
2τ2r
T 2

e−
T

τr

]
(E23)

Propagating error again, the variance in the time-
averaged detected concentration is then:

σ2
det,T = σ2

det[
2τr
T

−
2τ2r
T 2

+
2τ2r
T 2

e−
T

τr ] (E24)

This result is not unique to us; many earlier works have
also computed variances of receptor occupation numbers
at finite times, see e.g. [56].
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Muñoz, Ana Teresa López-Jiménez, and Thierry Soldati.
Eat Prey, Live: Dictyostelium discoideum as a model for
cell-autonomous defenses. Frontiers in Immunology, 8,
2018.

[18] Yulia Artemenko, Kristen F. Swaney, and Peter N. De-
vreotes. Assessment of Development and Chemotaxis in
Dictyostelium discoideum Mutants. Methods in molecu-
lar biology (Clifton, N.J.), 769:287–309, 2011.

[19] PI Kakebeeke, RJ de Wit, and TM Konijn. Folic acid
deaminase activity during development in dictyostelium
discoideum. Journal of Bacteriology, 143(1):307–312,
1980.

[20] Daniel W Swartz and Brian A Camley. Active gels, heavy
tails, and the cytoskeleton. Soft Matter, 17(43):9876–
9892, 2021.

[21] Irwin Zaid and Daisuke Mizuno. Analytical limit distri-
butions from random power-law interactions. Physical
Review Letters, 117(3):030602, 2016.

[22] A. E. Patteson, A. Gopinath, M. Goulian, and P. E. Ar-
ratia. Running and tumbling with E. coli in polymeric
solutions. Scientific Reports, 5(1):15761, October 2015.

[23] Charles CN Wang, Ka-Lok Ng, Yu-Ching Chen,
Phillip CY Sheu, and Jeffrey JP Tsai. Simulation of bac-
terial chemotaxis by the random run and tumble model.
In 2011 IEEE 11th International Conference on Bioinfor-
matics and Bioengineering, pages 228–233. IEEE, 2011.

[24] William Bialek. Biophysics: searching for principles.
Princeton University Press, 2012.

[25] Pawel Romanczuk, Markus Bär, Werner Ebeling, Ben-
jamin Lindner, and Lutz Schimansky-Geier. Ac-
tive Brownian particles: From individual to collective
stochastic dynamics. The European Physical Journal Spe-
cial Topics, 202:1–162, 2012.

[26] Nicolaas Godfried Van Kampen. Stochastic processes in
physics and chemistry, volume 1. Elsevier, 1992.

[27] Yaouen Fily, Aparna Baskaran, and Michael F Hagan.
Dynamics of self-propelled particles under strong con-
finement. Soft Matter, 10(30):5609–5617, 2014.

[28] Kanaya Malakar, Arghya Das, Anupam Kundu, K Vijay
Kumar, and Abhishek Dhar. Steady state of an active
Brownian particle in a two-dimensional harmonic trap.
Physical Review E, 101(2):022610, 2020.

[29] Olivier Dauchot and Vincent Démery. Dynamics of a self-
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