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Eukaryotic cells sense and follow electric fields during wound healing and embryogenesis – this is
called galvanotaxis. Galvanotaxis is believed to be driven by the redistribution of transmembrane
proteins and other molecules, referred to as “sensors”, through electrophoresis and electroosmosis.
Here, we update our previous model of the limits of galvanotaxis due to stochasticity of sensor
movements to account for cell shape and orientation. Computing the Fisher information, we find
that cells in principle possess more information about the electric field direction when their long
axis is parallel to the field, but that for weak fields maximum-likelihood estimators of the field
direction may actually have lower variability when the cell’s long axis is perpendicular to the field.
In an alternate possibility, we find that if cells instead estimate the field direction by taking the
average of all the sensor locations as its directional cue (“vector sum”), this introduces a bias
towards the short axis, an effect not present for isotropic cells. We also explore the possibility that
cell elongation arises downstream of sensor redistribution. We argue that if sensors migrate to the
cell’s rear, the cell will expand perpendicular the field – as is more commonly observed – but if
sensors migrate to the front, the cell will elongate parallel to the field.

INTRODUCTION

Electric fields play a pivotal role in biological systems.
The pioneering experiments of Luigi Galvani in the 18th
century on muscle contractions in frog legs [1–3] are some
of the earliest examples showcasing their significance. Di-
rect current (DC) electric fields with strengths ranging
from 30–100 mV/mm have been measured within and
around developing embryos [4, 5], though applying addi-
tional electric fields to embryos cause abberations in em-
bryonic development [6, 7]. Endogenous electric fields in
the range of 40–200 mV/mm also emerge around wounds
[8–11]. Applying additional electric fields during wound
healing accelerates the healing process [12–15]. These
electric fields have been shown to stimulate various types
of cells to undergo galvanotaxis (alternately “electro-
taxis”), a phenomenon where cells migrate directionally
in response to the electric field. Examples of galvan-
otaxing cells include keratocytes [16–18], keratinocytes
[8, 19, 20], granulocytes [21–23], fibroblasts [24–26], and
neural crest cells [22, 27, 28]. Some cells such as kerato-
cytes and neural crest cells respond to field strengths as
low as 25 mV/mm [16] and 10 mV/mm [22], respectively.

There exists a consensus that cells sense electric fields
through transmembrane molecule redistribution, which
occurs via electrophoresis and electroosmosis. Simply
put, proteins and other molecules on the cell surface are
pulled by the electric field and migrate relative to the
field, accumulating on one side of the cell. This redis-
tribution of membrane-bound components is crucial for
the initiation of galvanotaxis [16, 17, 26, 29–31]. Puta-
tive sensor candidates identified or hypothesized in the
past include EGFR, P2Y , integrins, and lipid rafts [32–
36]. Different cell types, of course, may have different
sensors, and there may be more than one sensor. Ion
channels have also been observed to play a role [20, 37],
suggesting there may be multiple mechanisms for sensing

the field orientation [38].

In our previous manuscript [30], we determined the
physical limits of galvanotactic measurement through
sensor redistribution for round cells (circular and spher-
ical). We developed a model that quantified how cells
measure the direction of the electric field by using max-
imum likelihood estimation (MLE). In our approach, we
assume that cells sense electric fields solely through redis-
tribution of their transmembrane sensors. We discovered
that circular cells can predict the field’s direction effi-
ciently by employing a simple strategy: the cell follows
the direction of the average position of the sensors on its
surface. We call this strategy “vector sum”. The same
result holds in 3D for spherical cells. This result comes
naturally out of MLE – for round cells, MLE and vector
sum produce the same measurement, though we find in
this work this is not always true. In this manuscript, we
extend the work of [30] to investigate how the shape and
orientation of an elliptical cell influence its estimate of
the field direction.

We want to find the factors limiting the accuracy of a

cell’s estimate ψ̂ of the angle of the applied field ψ. To do
this, we calculate the electric field around the cell, which
controls the velocity of the sensors. We use this field to
find the concentration of sensors around the cell arising
from the competition between diffusion and electromigra-
tion. We construct a probability distribution of the sen-
sor location from the concentration, and use maximum
likelihood and an extended Cramér-Rao bound to quan-
tify the cell’s estimate of the electric field direction and
its variance [30]. Surprisingly, whether the cell is more
accurate in sensing the field’s orientation when its long
axis is parallel to or perpendicular to the field direction
depends on the strength of the field and the method the
cell uses to interpret the sensor location. Under the most
likely experimental conditions, cells are better sensors of
field orientation when the field is perpendicular to the
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difference. Now, u = mE∥, where E∥ is the local electric
field tangent to the cell boundary and m is the mobility
constant. For circular cells, either choice gives the same
answer, but with a conventional factor of 2 between µ
and m (see Appendix A of [30]), but for elliptical cells,
this is not the case. Therefore, we have chosen the more
physically-realistic assumption u = mE∥.
The concentration of Eq. (5) gives the number of sen-

sors per unit length of boundary; we will need to work
with P(ν), the probability density per elliptic angle ν.
Changing variables, this can be found as

P(ν) = Z−1c(ν)hµ0
, (6)

where

Z =

∫ ψ+π

ψ−π

c(ν)hµ0
dν. (7)

(See Fig. S3 and Appendix E for more details.)

Maximum likelihood estimation and Fisher

information

Following [30], we use maximum likelihood estimation
to quantify the cell’s estimate of the field’s direction. We
ask ourselves “What electric field direction maximizes the
likelihood of observing a given probability distribution of
sensors?” The likelihood function for N noninteracting
sensors, each at elliptic angle νi, is given by

L(E,ψ; {ν}) =
N
∏

i=1

P(νi), (8)

however, the log-likelihood is easier to work with

lnL =
N
∑

i=1

[

κ cos (νi − ψ) + lnh(i)µ0

]

−N lnZ. (9)

Here, h
(i)
µ0

= a
√

(cosh 2µ0 − cos 2νi) /2, where the super-
script i acts as a label for sensor i. To minimize lnL, we
differentiate, setting ∂ψ lnL|ψ̂ = 0 to get an expression

that gives us the estimator ψ̂

1

N

N
∑

i=1

κ sin (νi − ψ̂) =
1

Z

∂Z

∂ψ
. (10)

The integrals that define Z and ∂ψZ on the right hand
side of Eq. (10) have to be evaluated numerically in
general, but have an analytical solution in the limit of
near-circular cells (see Appendix G1). In the special case
of a circular cell, the elliptic angle νi tends to the polar
angle θi, the right hand side of Eq. (10) equals zero, and

the cell’s prediction ψ̂ of the true field angle ψ can be
solved explicitly by the equation [30]

tan ψ̂ =

∑

i sin θi
∑

i cos θi
(circular cells). (11)

The Fisher information can also be derived from the log-
likelihood by calculating I = ⟨−∂2ψ lnL⟩ (see Appendix

F for derivation):

I = Nκ2
[

〈

sin2 (ν − ψ)
〉

− ⟨sin (ν − ψ)⟩2
]

. (12)

We can compute the averages in Eq. (12) numerically,
⟨· · · ⟩ =

∫

· · · P(ν)dν. The Fisher information reveals
how much information the cell would have about the field
direction given a particular distribution of sensors. The
Fisher information is crucial for quantifying the variabil-

ity in the cell’s estimate. Since the estimate ψ̂ is periodic
in nature, we characterize variability in the estimate with

the circular variance 2(1 − ⟨cos (ψ̂ − ψ)⟩), which will re-
duce to the ordinary variance in the limit where the de-

viation between ψ̂ and ψ is small. The circular variance

of ψ̂ has a lower bound given by an extension of the
Cramér-Rao bound (derived in Appendix D of [30])

2(1− ⟨cos (ψ̂ − ψ)⟩) ≥ 2

(

1−
√

I
1 + I

)

(13)

or, equivalently, ⟨cos (ψ̂ − ψ)⟩ ≤
√

I/(1 + I). The lower
bound for the circular variance becomes more accurate as
number of sensors increases or the sensors become more
polarized – in this limit, the inequality becomes an equal-
ity. We will compute the Fisher information I for an el-
liptical cell in order to determine the accuracy with which
it can sense the field angle ψ.

Stochastic simulations

In addition to our analytic and numerical results,
we also conduct stochastic simulations using randomly-
generated configurations of sensors. We generate a con-
figuration of N sensors for each of Ncell cells. The
configurations were generated by the rejection sampling
method, drawing N sensor positions independently from
Eq. (6) [51]. Briefly, we propose a uniformly-distributed
sensor location νi ∼ U([ψ − π, ψ + π]), as well as ui ∼
U([0, 1]). Then, we compute pi = P(νi)/sup{P(ν)}. If
pi > ui, then the proposed νi is selected as one of the sen-
sor positions. Otherwise the proposal is rejected. This
process is repeated until N sensors are generated.
If we assume the cells are estimating the field by max-

imizing the likelihood, the cell’s estimate ψ̂ is calculated

by numerically finding the ψ̂ that maximizes the log-
likelihood, using Eq. (9). We use the Nelder-Mead sim-
plex algorithm (MATLAB’s fminsearch) [52]. We will
also sometimes assume cells choose a direction as the
vector sum of unit normals pointing from the sensor lo-
cations (Eq. (17)).
During our simulations (for both MLE and vector

sum), we fix the the average of the cell semi-major and
minor axes as R̄ = 20 µm (typical keratocyte radius
from Fig. 4a of [53]). If λ is fixed, it is fixed at
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λ = 3, the reasonable upper limit for aspect ratio of
a keratocyte; see Fig. 4b of [53]). R2 was selected so
(R1 + R2)/2 = (1 + λ)R2/2 = R̄ remains fixed (see Ap-
pendix A).

RESULTS

Accuracy of galvanotaxis depends on cell

orientation, aspect ratio, and Péclet number κ

The Fisher information I tells us how much informa-
tion the cell has about the electric field direction from
its sensor distribution. It can be hard to draw intuition
from Eq. (12) as it must be evaluated numerically. For-
tunately, in the limit of nearly circular cells with sensors
whose motion is dominated by diffusion (small κ), the
Fisher information I simplifies to (see Appendices G 1-
G 3)

I = Nκ2
(

1

2
+ ζ0 cos 2ψ

)

. (14)

The aeolotropic constant ζ0 characterizes the anisotropic
contribution to the Fisher information. In other words,
it accounts for the cell’s deviation from a circle. It is a
function of the aspect ratio λ,

ζ0(λ) =
1

8

λ2 − 1

λ2 + 1
. (15)

ζ0 is positive for all aspect ratios λ ≥ 1, and ζ0 goes
to zero for circular cells and ζmax → 1/8 for infinitely
elliptical cells e.g. one-dimensional lines (Fig. 3).
Eq. (14) predicts that the cell’s amount of informa-

tion varies depending on its orientation with respect to
the field, with the Fisher information I maximal when
the field is along the major axis and minimal when the
field is along the minor axis. From the perspective of the
model, this is not surprising. We see in Fig. 2 that the
sensors are more concentrated when the cell’s long axis

FIG. 3: Aeolotropic constant ζ0 as a function of aspect ratio λ;
the constant increases and saturates as a cell becomes more
elliptical, approaching its maximum of 1/8.

is parallel to the field. Therefore we expect more infor-
mation about the cell’s orientation in this configuration.
How much information does the cell have when the field
is parallel to the cell (ψ = 0) versus perpendicular to the
cell (ψ = π/2)? Because ζ0 is at most 1/8, we can see
from Eq. (14) that the largest the ratio between the max-
imum information at ψ = 0 and minimum at ψ = π/2 is
Rmax = 5/3. This corresponds to an at most ∼ 67% in-
crease in information in the “best” orientation versus the
“worst” orientation. We note that this result depends on
Eq. (14), which is only valid in the limit of near-circular
cells, where λ is not too far from unity. However, we see
in Fig. 4b that Eq. (14) is a suitable approximation for
the full solution in Eq. (12) even out to λ ≈ 10 if κ ≈ 0.5.
So for any reasonable cell shape, we are confident in Eq.
(14) as long as κ is sufficiently small.
The Fisher information, combined with the bound of

Eq. (13), tells us the minimum possible circular variance
for an unbiased estimate of the direction ψ. We plot in

Fig. 4a how the circular variance 2(1 − ⟨cos (ψ̂ − ψ)⟩)
varies with the Péclet number κ. Unsurprisingly, we see

that 2(1−⟨cos (ψ̂ − ψ)⟩) decreases with increasing κ and
increasing number of sensors N . In Fig. 4, we show the
bound of (13) using both the analytical solution for the
weak-field Fisher information approximation Eq. (14)
(dashed line), and a full numerical solution to the Fisher
information (solid line), and stochastic simulations (sym-
bols). The small-κ approximation deviates from the nu-
merical solution and stochastic simulations at large κ, as
expected.
We see in Fig. 4a that the simulations generally agree

with the full numerical solution (solid lines) – but there
is a small systematic deviation at very low κ (κ ≪ 1).
In this regime, the simulations yield slightly higher val-
ues than what the theory predicts. This behavior is ex-
pected, and similar to what we found in [30]; see that
paper’s Fig. 2. Eq. (13) is a lower bound for the cir-
cular variance, so it is always possible that the circular
variance of the maximum likelihood estimator is above
this bound. We found previously that for circular cells
[30], the circular variance of the maximum likelihood es-
timator converges onto our modified Cramer-Rao bound
in the limit of large amount of information (large κ and
large N). (This convergence is guaranteed because that
the maximum likelihood estimator is asymptotically effi-
cient [54].)
In Fig. 4b, we see that circular variance 2(1 −

⟨cos (ψ̂ − ψ)⟩) changes only slightly as aspect ratio in-
creases while holding κ constant. Changing aspect ratio
λ while holding κ constant means that (R1+R2)/2 is held
constant while λ = R1/R2 is changing, meaning that as
a cell simultaneously becomes longer and thinner. This
sort of change leads to only small differences in circu-
lar variance. The sign of the change of circular variance
with λ will depends on ψ, since the Fisher information
can increase or decrease with aspect ratio depending on
the sign of cos 2ψ (Eq. (14)); we have plotted Fig. 4b
with the field at angle ψ = π/3, and the long axis of the
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arctan (⟨µ̂y⟩/⟨µ̂x⟩). We can compute this integral
analytically, finding that ⟨µ̂x⟩ = A(κ) sinhµ0 cosψ and
⟨µ̂y⟩ = A(κ) coshµ0 sinψ with A(κ) = 2πaI1(κ)Z

−1,
which is a function that depends on κ and cell shape.
I1(κ) is a modified Bessel function of the first kind.
Since the aspect ratio of the cell is λ = coshµ0/ sinhµ0

(Appendix A), we see that the vector sum points in the
direction (cosψ, λ sinψ). This means that the vector
sum becomes more biased to be parallel to the short
axis for more elongated cells. Our formula also shows
that the bias is solely geometrical. It does not depend
on κ (Fig. 6b). (A minor technical note: our finding
that ∆ψ ̸= 0 does not, strictly speaking, tell you that
the estimator must be biased in a periodic sense [30, 59].

However, we do also find that ⟨sin(ψ̂VS−ψ)⟩ is nonzero.)
How accurate is the vector sum? If cells compute us-

ing the vector sum, are they better at measuring when
parallel to the field or perpendicular to the field? We use
parameters appropriate to the keratocytes, as we did in
Fig. 5, and compute the circular variance as a function
of the field angle (Fig. 6c). We find that vector sum also
predicts that the cell has the smallest variance when the
long axis is perpendicular to the field (ψ = ±π/2). In
fact, for ψ = ±π/2, the cell is nearing our bound Eq.
(13) (Fig. 6c). However, we note that the vector sum
is not constrained by this bound – it could give circular
variances below the bound, since we derived Eq. (13)
under the assumption of an unbiased estimator. When
κ is increased from the physiologically relevant value of
κ ≈ 5 × 10−3 (Fig. 6c) by a factor of 10 (Fig. 6d),
this corresponds to increasing the field strength from 150
mV/mm to 1500 mV/mm. However, even at this high
electric field, the variance of the vector sum is minimal
when the cell’s long axis is perpendicular the field, though
there is a dip in the circular variance curve near ψ = 0.
This should be contrasted to Fig. 5, in which a similar
change in magnitude of electric field completely inverts
the trend. We also note that in Fig. 6d, the vector sum
circular variance may fall below the bound, as is expected
given the biased estimation – our extended Cramér-Rao
bound [30] was derived under the assumption of an un-

biased estimator ψ̂.

In Fig. 6e, κ is increased further by two orders of mag-
nitude from the case of Fig. 6c. Though this limit is likely
no longer experimentally relevant, we see that increasing
κ magnifies the difference in sensing accuracy between
having a cell with one of it principal axis aligned with
the field versus not having one aligned. In this limit, the
circular variance is at a minimum when the field is either
along the long or the short axis of the cell. We believe
this reflects the bias in the vector sum strategy. When κ
becomes large, the error bound from stochasticity shrinks
relative to the size of the bias, and the systematic errors
of order ∼ 0.5 radians shown in Fig. 6b are large rel-
ative to the variability from stochastic sensor locations.
When this bias is relevant, as in Fig. 6e, there are strong
consequences for not sensing the field along one of the
principal axes, as the error can be orders of magnitude

higher off of any main axis.

Cell shape expands parallel or perpendicular to the

field, depending on sensor mobility

Keratocytes migrate with their long axis perpendicular
to the electric field. This could be because they sense
more accurately along the short axis, which our circular
variance results may suggest, and earlier work has also
assumed [60]. Another possibility is that the keratocyte
orientation to the field is a downstream effect of the cell
creating protrusions towards the electric field and then
elongating perpendicular to the field. Both scenarios hint
at a link between sensor redistribution and cell shape and
orientation. Up to this point, we have only measured
the cell’s response to an electric field while considering
its fixed elliptical shape. Given that cells may change
shape in response to electric fields [61, 62], we want to
link sensing mechanics with cell deformation and find
out whether cells tend to expand parallel to the field or
perpendicular to the field.
We build an initial simple model of cell shape cou-

pled with field sensing by describing the cell shape as
arising from radial protrusions that are graded around
the cell boundary [40]. As we discussed in the vector
sum section, our idea is that the cell creates small pro-
trusions perpendicular to its outer edge in areas where
there is a high concentration of nearby sensors. As a
result, cell direction and shape are controlled by protru-
sions normal to the boundary [40, 53]. We will assume
(to make a few later calculations simpler) that the cell
is near-circular. We can then describe the cell boundary
by the radius function R(θ, t) in polar coordinates (Fig.
7a) [42, 63, 64], which can be expanded by Fourier series

R(θ, t) = R0 + δR(θ, t) = R0 +

∞
∑

−∞

ρn(t)e
inθ. (20)

The n = 0,±1 terms are implicitly excluded from the
sum. The n = 0 mode corresponds to a uniform ex-
pansion/contraction of the cell, and the n = ±1 modes
correspond to simple translational motion, which we in-
clude by assuming that the cell is initially traveling with
a constant speed. We assume the force balance for the
cell interface can be given by

τV(θ, t) = ηK(θ, t) + α (c(θ, t)− c∗) , (21)

where V is the normal velocity of the cell interface, K
is the interface’s curvature, and c is the local concentra-
tion of sensors. τ is a friction coefficient, i.e. −τV is the
frictional drag force per unit length. The term propor-
tional to the interface curvature tends to minimize the
cell perimeter (i.e. it reflects a line tension) – the co-
efficient η has units of force. The α (c(θ, t)− c∗) term
says that, if α > 0, the cell generates normally outward
protrusions where the sensor concentration is above a
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of sensors into the prefactor α.) Calculating the integral
from Eq. (22) gives us

dρ±2

dt
= −η̄ρ±2 +

ᾱ

2π

I2(κ)

I0(κ)
e∓i2ψ. (23)

We then predict that at steady state, the Fourier modes
settle to

ρ±2 =
ā

2π

I2(κ)

I0(κ)
e∓i2ψ, (24)

where ā = ᾱ/η̄. Moving back to real space, if we only
include the n = ±2 Fourier modes, we then see how the
cell’s radius deviates from R0 as

δR(θ) = ρ2e
i2θ + ρ−2e

−i2θ (25)

=
ā

2
r(κ) cos[2(θ − ψ)], (26)

where r(κ) =
2

π

I2(κ)

I0(κ)
. Eq. (26) shows that, if α > 0

(ā > 0), the cell will expand symmetrically along the field
direction (Fig. 7c). Changing the electric field strength
(changing κ) will change the magnitude of this expan-
sion, but not its sign, as r(κ) does not change sign when
κ varies (Fig. 7b). We have so far assumed that α > 0
implicitly by considering the mobility m as nonnegative.
This is a remnant of our earlier work where we assumed
that sensors led to a net outward protrusion [30]. If the
sensors are transported in the direction of the electric
field, as we’ve illustrated in Fig. 1, net forces in the di-
rection of the sensors will push the cell in the direction
of the field. However, there is no constraint that our
mobility m (and subsequently κ) must be positive [29]!
If sensors are instead transported to the back of the cell
(m < 0), all of our earlier results will still hold – the re-
sults on Fisher information, etc. are insensitive to the
sign of κ. However, if the sensors are instead at the back
of the cell, the “vector sum” must have the opposite sign
– the cell needs to generate contractile force where the
sensors are highly concentrated. Therefore, for sensors
that are swept to the back of the cell, we should have
a negative value of α, and thus, cells will expand per-
pendicular to the field (Fig. 7c). This suggests that one
possible interpretation of the observation that many cells
tend to galvanotax perpendicular to the field is that they
may have sensors that are swept to the cell rear.
We note that there are many caveats on our analysis

here. The first is that cell shape is not just influenced
by this radial protrusion, but also by any pre-existing
cell polarity. Keratocytes, for instance, are elongated
whether or not there is a field applied, and this elongated
shape may arise from a wide variety of different models,
independent of the field [53, 65, 68]. Our calculation
essentially describes whether or not we would expect a
net tendency for the cell to elongate perpendicular to
the field. A second caveat of this calculation is that, to
get an analytically tractable answer, we have restricted

ourselves to assuming c(θ) is given by the steady-state
limit for a circular cell. A more rigorous approach would
be to initialize the cell with a uniform concentration of
sensors, apply a field, and solve for the coupled transport
of the sensors, shape change of the cell, and the change
in the external field due to cell shape change in tandem.
This is a much more complicated problem, and not within
the scope of the current work.

DISCUSSION

Are cells better sensors of an electric field with long
axis parallel to the field or perpendicular to the field?
We find a fairly complicated answer. Figs. 5 and 6 show
that the best choice depends both on the strength of
the electric field, with the choice switching within the
typical field range of 10-1000 mV/mm, and whether a cell
estimates the field direction with a maximum likelihood
estimation (likely difficult to compute) or a vector sum
(plausible to compute).
Many groups have studied the fundamental physi-

cal limits of measurement accuracy of chemotaxis and
chemosensing [39, 69–75]. Often, this work implicitly as-
sumes that the cell can compute a maximum likelihood
estimate – an estimate that may be physically intractable
for the cell to compute due to its complexity. Our re-
lated work on galvanotaxis shows that simple, physically-
plausible estimators like the vector sum may be biased
for cells that don’t have circular symmetry. This bias,
however, is limited if cells’ long axes are perpendicular
or parallel to the field.
Many cell types migrate in an electric field with their

long axis perpendicular to the field, including kerato-
cytes, fibroblasts, multipotent mesenchymal stem cells,
endothelial progenitor cells, neurons, neural crest cells,
etc. [16, 55, 76–83], though Dictyostelium discoideum is
a notable exception [84]. Do cells orient this way because
it gives them a benefit during galvanotaxis [60]? This is
plausible – there may be large increases in accuracy if
cells are correctly oriented, especially if they are using
the vector sum estimator (Fig. 6d). However, cells may
also just naturally travel with their long axis parallel to
their direction of polarity even in the absence of field –
as keratocytes do. The most dramatic example of cell
reorientation and shape change is Schwann cells, which
would normally migrate with the long axis parallel to
their direction of travel in the absence of a field, switch
orientation to have the long axis perpendicular when in
the presence of an electric field [85].
A second possibility explaining why cells tend to mi-

grate with long axes perpendicular to the field is that
this orientation occurs as a side effect of a mechanism
where sensors drive protrusion. Our results show that a
cell would expand parallel to the field if the sensors are in
the front of the cell (κ > 0), and expand perpendicular to
the field if the sensors are at the back of the cell (κ < 0).
If this simple mechanism is reasonable, cell shape would
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directly indicate whether sensors localize to the cell front
or cell back. Because Schwann cells [85] and MDCK cells
[43] expand perpendicular to an applied field but do not
have this orientation in the absence of field, our model
would predict that they have sensors that localize to the
cell back.
Our results in Fig. 4 show something somewhat dis-

turbing and interesting for theorists of fundamental lim-
its: the maximum likelihood estimator has a circular vari-
ance that is not only larger than our modified Cramer-
Rao bound, but which has an opposite trend to the bound
at small field strengths. While it is well known that the
maximum likelihood estimator is only efficient (reaching
the Cramer-Rao limit) in the limit of large numbers of
samples [54] (here, large numbers of sensors), it is striking
that the Fisher information can be completely mislead-
ing. Within our calculations, the Fisher information is
always maximal when the electric field is oriented parallel
to the cell’s long axis. However, the maximum likelihood
estimator’s variance can be maximal in this circumstance
– in other words, the variance of the maximum likeli-
hood estimator is not even a monotonic function of the

Fisher information. This result may encourage some re-
visiting of earlier works applying maximum likelihood es-
timation and related Cramer-Rao bounds [39, 69, 86, 87],
and more emphasis on understanding the details of how
cells can compute these estimates [88, 89] – which are
not well understood for gradient sensing. In particular,
earlier results on chemotaxis in elliptical cells [39] may
potentially have similar discrepancies between MLE and
Cramer-Rao. The Monte Carlo simulations within [39] do
show agreement – but it is not clear whether this would
hold in the more experimentally relevant regime where
the difference between the circular variance and variance
matters.
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SUPPLEMENTARY INFORMATION: “CELL SHAPE AND ORIENTATION CONTROL

GALVANOTACTIC ACCURACY”

Appendix A: Elliptic coordinates fundamentals

Elliptic coordinates are a standard orthogonal coordinate system that generalizes polar coordinates [46, 90–92]. In
elliptic coordinates every point is determined by an elliptic radius µ and elliptic angle ν, analogous to the radius
and polar angle in polar coordinates. A constant elliptic radius lies on the boundary of an ellipse, while a constant
elliptic angle lies on a hyperbola that is horizontally oriented (Fig. S1). Ellipses and hyperbolae centered at the
origin can be parameterized by (R1 cos t, R2 sin t) and (α1 sec t, α2 tan t), respectively. R1, R2 are the semi-major and
minor axes of the ellipse. 2α1 is the distance between the two vertices of the hyperbola. α2

2 = a2 − α2
1, where a

represents the focus point of the ellipses and hyperbolae, a =
√
R1 −R2. t is the variable of parameterization, where

t ∈ [0, 2π]. The angle between the x-axis and the hyperbola asymptote is ν, which can be computed from the equation
ν = arctan [2α1α2/(α

2
1 − α2

2)].

There are multiple conventions for representing Cartesian variables with elliptic variables. In this manuscript, we
use the convention where x = a coshµ cos ν and y = a sinhµ sin ν. The unit vectors and scale factors are

µ̂ =
a

hµ

(

sinhµ cos ν
coshµ sin ν

)

, ν̂ =
a

hν

(

− coshµ sin ν
sinhµ cos ν

)

, hµ = hν = a

√

cosh 2µ− cos 2ν

2
. (A1)

Note hµ and hν are equal. For our elliptical cell, placing the cell boundary at elliptical parameter µ = µ0 means that
the semi-major and semi-minor axes are R1 = a coshµ0 and R2 = a sinhµ0. λ = R1/R2 is the aspect ratio.

To produce the field lines in Fig. 2 in the main text, it is sometimes easier to produce a grid in polar coordinates
first, then to obtain expressions for both µ and ν in terms of the polar coordinates r and θ. There are established
relationships we can use to map between Cartesian, polar, and elliptic coordinates, which we summarize here. We start
with x = r cos θ = a coshµ cos ν and y = r sin θ = a sinhµ sin ν. Using Euler’s formula and complex trigonometric
relations cos ν = cosh iν and i sin ν = sinh iν, we can derive a relationship between polar and elliptic coordinates.

reiθ = r (cos θ + i sin θ) = a (coshµ cos ν + i sinhµ sin ν)

= a (coshµ cosh iν + sinhµ sinh iν) = a cosh (µ+ iν).
(A2)
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where D is the displacement field and ρf is the free charge density. In linear media, D = ϵE. Using this relation and
the definition E = −∇Φ, we can recast Gauss’ law:

−∇ · (ϵ∇Φ) = ρf . (B2)

Taking the time derivative on both sides and using the continuity equation ∂tρf +∇ · Jf = 0, we can again rewrite
Gauss’ law:

−∇ ·
(

ϵ∇∂Φ

∂t

)

= −∇ · Jf , (B3)

where Jf is the current density. At steady state, ∇ · Jf = 0. Ohm’s law tells us that Jf = σE = −σ∇Φ. σ is the
conductivity. This means that for Ohmic materials, the potential will obey [98]

0 = ∇ ·
(

ϵ∇∂Φ

∂t

)

+∇ · (σ∇Φ) . (B4)

We assume that there is an effective steady state, the electric field is not changing rapidly, so we neglect the first
term. Thus, the potential – inside the cell, outside the cell, or on the membrane – will obey

∇ · (σ∇Φ) = 0. (B5)

We can use this to establish the boundary conditions. To be in steady state, the current flux across a boundary must
be continuous, so at the membrane-exterior fluid boundary, the field must obey

J
membrane
f · n̂ = J

fluid
f · n̂, (B6)

σmembrane (∇Φ) · n̂ = σfluid (∇Φ) · n̂, (B7)

If the conductivity of the membrane can be neglected, σmembrane ≈ 0, then the boundary condition at the membrane
surface reduces to simply ∇Φ · n̂ = 0.

Appendix C: Electric field around a circular cell

Before finding the electric field for the elliptical cell, doing so for a circular cell will provide some intuition. We
solve Laplace’s equation in cylindrical coordinates. We will assume that the potential is zero along the axial direction.
Under this asumption, Laplace’s equation takes the form:

∇2Φ =
1

r

∂

∂r

(

r
∂Φ

∂r

)

+
1

r2
∂2Φ

∂θ2
= 0. (C1)

The most general form of the potential is [99]

Φ(r, θ) = a0 + a1 ln r +

∞
∑

k=1

(

Akr
k +Bkr

−k
)

(Ck cos kθ +Dk sin kθ) . (C2)

We can choose a reference point for our potential, so we can set a0 = 0. Far away from the cell, we know that
Φ = −E0(x cosψ + y sinψ) ≡ −E0r(cos θ cosψ + sin θ sinψ) = −E0r cos(θ − ψ). This implies that the r1 term is
nonzero, while the remaining rk terms go to zero. The r−k terms are permitted, since we are only solving for the
potential outside the cell, so the divergence at the origin is not a problem.

Φ(r, θ) = −E0r(cos θ cosψ + sin θ sinψ) +
∞
∑

k=1

(Ck cos kθ +Dk sin kθ)Bkr
−k, (C3)

subject to the boundary condition ∂rΦ = 0 when r = R0.
Applying the boundary condition to the potential on the outside of the cell gives us:

−E0(cos θ cosψ + sin θ sinψ)−
∞
∑

k=1

k (Ck cos kθ +Dk sin kθ)BkR
−k−1
0 = 0. (C4)
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Matching the trigonometric terms order-by-order, all k ̸= 1 terms are zero, and we find −E0 cosψ = C1B1R
−2
0 and

−E0 sinψ = D1B1R
−2
0 . We can then use this to rewrite the potential Φ as

Φ(r, θ) = −E0r cos(θ − ψ)− E0
R2

0

r
cos(θ − ψ). (C5)

The electric field can be found as E = −∇Φ:

E = E0

(

1− R2
0

r2

)

cos(θ − ψ)r̂− E0

(

1 +
R2

0

r2

)

sin(θ − ψ)θ̂. (C6)

We see that, as we demanded, far from the cell the field is simply the applied electric field Eext = E0Ê. However,
close to the cell, the field deforms around the cell boundary – choosing r = R0 we see that the field is completely
tangential at the cell’s surface, as required by our boundary condition. It is easy to see that the field tangent to the
cell at the cell surface r = R0 is

E∥ = −2E0 sin(θ − ψ)θ̂. (C7)

Appendix D: Electric field around an elliptical cell

We want to calculate the electric field along the boundary of the cell. To accomplish this, we solve for the
tangential electric field in elliptical cylindrical coordinates. That first requires solving Laplace’s equation ∇2Φ = 0 in
2D. Laplace’s equation in elliptical coordinates is:

∇2Φ =
1

hµhν

(

∂2Φ

∂µ2
+
∂2Φ

∂ν2

)

= 0. (D1)

hµ = hν are scale factors and a =
√

R2
1 −R2

2, assuming R1 > R2, where R1 and R2 are the lengths of the semi-major
and minor axes, respectively. We can multiply both sides of Laplace’s equation by hµhν to simplify further. Let
Φ(µ, ν) =M(µ)N(ν). By substituting and dividing through by Φ, we get:

1

M

∂2M

∂µ2
= − 1

N

∂2N

∂ν2
= k2. (D2)

By inspection, solutions for N have the form Cke
ikν . ForM , we have to consider two cases. If k = 0,M(µ) = c1µ+c0.

If k ̸= 0, it is advantageous to guess a solution in the form M(µ) = c2k cosh kµ+ c3k sinh kµ+ c4ke
kµ+ c5ke

−kµ. This
produces a general solution of the form

Φ(µ, ν) = c0 + c1µ+
∞
∑

k=1

Cke
ikν [c2k cosh kµ+ c3k sinh kµ+ c4ke

kµ + c5ke
−kµ]. (D3)

Just like for a circular cell, the cell is in a uniform applied field. We know that, far away from the cell (µ → ∞),
the electric field potential outside should take the form Φ = −E0(x cosψ + y sinψ) = −aE0(coshµ cos ν cosψ +
sinhµ sin ν sinψ). This implies that our solution should take the form

Φ = −aE0(coshµ cos ν cosψ + sinhµ sin ν sinψ) +

∞
∑

k=1

(ck cos kν + dk sin kν) e
−kµ. (D4)

Similar to the circle case, we have the boundary condition

∂Φ

∂µ

∣

∣

∣

∣

µ=µ0

= 0. (D5)

We can see by matching trigonometric terms order-by-order that all terms with k ̸= 1 are zero. The boundary
condition then tells us that

−aE0(sinhµ0 cos ν cosψ + coshµ0 sin ν sinψ) = (c1 cos ν + d1 sin ν) e
−µ0 . (D6)
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Collecting like terms for cos ν and sin ν,

c1 = −aE0e
µ0 sinhµ0 cosψ, (D7)

d1 = −aE0e
µ0 coshµ0 sinψ. (D8)

With substitution and some algebraic manipulations, the potential is expressed as:

Φ = −E0a
(

coshµ+ sinhµ0e
µ0−µ

)

cos ν cosψ − E0a
(

sinhµ+ coshµ0e
µ0−µ

)

sin ν sinψ. (D9)

(This is a well-known result; see Eq. 10.1.28 of [46].)

FIG. S2: Plot of magnitude of E∥ normalized by E0. Discussed in the main text, this is proportional to the speed of sensors on the cell
surface. A positive value means the tangential field is pointing along +ν̂, which is defined in the counterclockwise direction.

The electric field outside the cell can be easily derived by taking the gradient in elliptic coordinates:

E = −∇Φ = − 1

hµ

∂Φ

∂µ
µ̂− 1

hν

∂Φ

∂ν
ν̂. (D10)

The outer field in its full form is

E =
E0a

hµ

eµ − e2µ0−µ

2
cos(ν − ψ)µ̂− E0a

hµ

eµ + e2µ0−µ

2
sin(ν − ψ)ν̂. (D11)

It is easy to see that the field tangent to the cell at the cell surface µ = µ0 is

E∥ = −E0
aeµ0

hµ0

sin(ν − ψ)ν̂, (D12)

where hµ0
is hµ evaluated at µ = µ0. Fig. S2 plots Eq. (2) for different field directions ψ.

As a quick sanity check, does the result reduce to what we found for a circle? Note that for a circle, a → 0
as µ0 → ∞. That manifests as a coshµ0 = a sinhµ0 = R0, hµ0

= a
√

(cosh 2µ0 − cos 2ν)/2 = R0, and aeµ0 =
a(coshµ0 + sinhµ0) = 2R0. In this limit, the cell boundary is x = R0 cos ν and y = R0 sin ν, so the elliptic angle ν is
the same as the polar angle θ, and the tangential electric field is

E∥ = −2E0 sin(θ − ψ)θ̂. (D13)

as we found above.

Appendix E: Probability distribution

We have derived the concentration of sensors c(ν) = c0 exp [κ cos(ν − ψ)], the number of sensors per unit length of
the membrane, in the main text. From this, we want to determine the probability density function for the elliptic
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Appendix F: Maximum likelihood and Fisher information

In the main text, we constructed the log likelihood function

lnL =
N
∑

i=1

[

κ cos (νi − ψ) + lnh(i)µ0

]

−N lnZ, (F1)

and derived an expression for the estimator ψ̂ by differentiating with respect to ψ. From here, we can also derive an
expression for the Fisher information:

I =

〈

−∂
2 lnL
∂ψ2

〉

= N

[

1

Z

∂2Z

∂ψ2
−
(

1

Z

∂Z

∂ψ

)2
]

+Nκ ⟨cos (ν − ψ)⟩ . (F2)

We can easily compute from Eq. (7)

(

1

Z

∂Z

∂ψ

)2

= κ2 ⟨sin (ν − ψ)⟩2 . (F3)

With some work, we can also see that

1

Z

∂2Z

∂ψ2
= κ2

〈

sin2(ν − ψ)
〉

− κ ⟨cos (ν − ψ)⟩ . (F4)

By combining the results and doing some algebra, we arrive at the Fisher information introduced in the main text:

I = Nκ2
[

〈

sin2 (ν − ψ)
〉

− ⟨sin (ν − ψ)⟩2
]

. (F5)

This result simplifies in the appropriate limits. For a circle, we know that ⟨sin (θ − ψ)⟩ = 0 [30].

I = Nκ2
〈

sin2 (θ − ψ)
〉

=
Nκ2

2πI0(κ)

∫

γ

sin2 (θ − ψ) exp [κ cos(θ − ψ)]dθ. (circle) (F6)

In this limit, the Fisher information becomes

I =
Nκ

I0(κ)

[

κI0(κ)− κI2(κ)

2

]

= Nκ
I1(κ)

I0(κ)
(circle), (F7)

which is what we expect for a circle.

Appendix G: Perturbation calculations

To determine the maximum likelihood estimator for ψ and compute the Fisher information I, we need to evaluate

integrals for Z and ∂Z/∂ψ, where Z =
∫ ψ+π

ψ−π
c(ν)hµ0

dν as given in Eq. (7). These are then used in in Eqs. (10) and

(12). We can evaluate these integrals numerically, and do so to compute the numerical bounds, but there is no general
analytical solution. However, in this Appendix G, we derive simpler expressions for both the MLE and the Fisher
information in certain relevant limits. In Appendix G1, we assume that cells are nearly circular, simplifying the MLE
in Eq. (10) and providing one simplified expression for the Fisher information in Eq. (12). In Appendix G2, we derive
two more simplified expressions for the Fisher information, one assuming that electric fields are weak, and another
incorporating both assumptions, assuming that cells are nearly circular and that fields are weak simultaneously. In
Appendix G3, we summarize all the approximations for the Fisher information and explore some of their limiting
behaviors.

1. Perturbation calculations for MLE and Fisher information for nearly circular cells

To derive a tractable analytical solution, we can assume that our cells are not too elongated. This approximation
allows us to make a perturbation argument that simplifies the integrals and derive an expression for both the MLE in
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Eq. (10) and the Fisher information in Eq. (12). The scale factor hµ0
contains a square root that makes the integrals

intractable. (Even integrating the scale factor by itself yields elliptic integrals!). Fortunately, it can be simplified
greatly with a power series expansion. First, it is advantageous to rewrite the scale factor:

hµ0
= a

√

cosh 2µ0 − cos 2ν

2
=

√

a2 cosh 2µ0

2

√

1−
(

cos 2ν

cosh 2µ0

)

. (G1)

If the cell is nearly circular, cosh 2µ0 gets very large as µ0 tends to infinity (required as λ→ 1), allowing us to Taylor

expand the scale factor to first order in (cosh 2µ0)
−1

:

hµ0
≈ R0

[

1− 1

2

(

cos 2ν

cosh 2µ0

)

− · · ·
]

. (G2)

We will start by evaluating the partition function Z in the limit of a near-circular cell. We see

Z =

∫

γ

c(ν)hµ0
dν (G3)

≈ R0

∫

γ

exp [κ cos(ν − ψ)]

[

1− 1

2

(

cos 2ν

cosh 2µ0

)]

dν. (G4)

The integral over γ is a shorthand for the integral over the 2π range of ν, usually from ψ − π to ψ + π. We also took
the normalization factor c0 = 1 without loss of generality – this will drop out of any probabilities. We can integrate
this using some standard results for modified Bessel functions and using a substitution to α = ν − ψ, finding

Z ≈ 2πR0

[

I0(κ)−
1

2

cos 2ψ

cosh 2µ0
I2(κ)

]

(G5)

≡ χ(1− ϵ), (G6)

where χ = 2πR0I0(κ) and ϵ = cos 2ψI2(κ)[2I0(κ) cosh 2µ0]
−1.

Similarly, we can evaluate the derivative ∂Z
∂ψ , which is used in Eq. (10), using the approximation for hµ0

:

∂Z

∂ψ
≈ R0

∫

γ

κ sin (ν − ψ) exp [κ cos(ν − ψ)]

[

1− 1

2

(

cos 2ν

cosh 2µ0

)]

dν. (G7)

In this formula, the zeroth-order term in (cosh 2µ0)
−1 will vanish because the integrand is odd. The next term can

be evaluated similarly to the earlier integral,

∂Z

∂ψ
≈ 2πR0

sin 2ψ

cosh 2µ0
I2(κ). (G8)

To finish the calculation of 1
Z
∂Z
∂ψ , which is on the right hand side of Eq. (10) for nearly circular cells, we expand

Z−1 in the limit of nearly circular cells (which corresponds to small ϵ):

1

Z
≈ 1

χ(1− ϵ)
≈ 1

χ

(

1 + ϵ+O(ϵ2)
)

. (G9)

Finally, we have

1

Z

∂Z

∂ψ
≈ 1

χ
(1 + ϵ)× 2πR0

sin 2ψ

cosh 2µ0
I2(κ) (G10)

=
sin 2ψ̂

cosh 2µ0

I2(κ)

I0(κ)
(1 + ϵ) (G11)

=
sin 2ψ̂

cosh 2µ0

I2(κ)

I0(κ)
+O(ϵ2), (G12)

where in the last step we distribute the (1+ϵ) term and neglect all terms of order ϵ2 since the prefactor (cosh 2µ0)
−1 ∼ ϵ,

which is the small term we are expanding in.
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Armed with this result for 1
Z
∂Z
∂ψ , we can find an approximate formula for the maximum likelihood estimator from

Eq. (10),

1

N

N
∑

i=1

κ sin (νi − ψ̂) =
sin 2ψ̂

cosh 2µ0

I2(κ)

I0(κ)
. (G13)

Using the identity sin(ν − ψ̂) = sin ν cos ψ̂ − cos ν sin ψ̂, we can recast the equation as

(

1

N

N
∑

i=1

sin νi

)

cos ψ̂ −
(

1

N

N
∑

i=1

cos νi

)

sin ψ̂ =

[

1

κ cosh 2µ0

I2(κ)

I0(κ)

]

sin 2ψ̂. (G14)

The equation is in the form A cos ψ̂ − B sin ψ̂ = C sin 2ψ̂. We do not have an analytic solution to this, but we have
solved this numerically and find consistent answers with our numerical optimization to find the maximum likelihood
estimator.
More importantly, we can use this same perturbation technique to evaluate the integrals in Eq. (12) for the Fisher

information. From Eq. (G14), we see that in the limit of large N , N−1
∑

sin (ν − ψ) → ⟨sin (ν − ψ)⟩ ∼ (cosh 2µ0)
−1

.

Since the Fisher information contains ⟨sin (ν − ψ)⟩2, this term will be proportional to (cosh 2µ0)
−2

, which will be
small in our Taylor expansion. Thus, we can ignore it and calculate the Fisher information in a more reduced form:

I ≈ Nκ2
〈

sin2 (ν − ψ)
〉

. (G15)

Expanding like we have done before:

〈

sin2 (ν − ψ)
〉

=
1

Z

∫

γ

sin2 (ν − ψ)c(ν)hµ0
dν ≈ (1 + ϵ)

R0

χ

∫

γ

sin2 (ν − ψ) exp [κ cos(ν − ψ)]

[

1− 1

2

(

cos 2ν

cosh 2µ0

)]

dν.

(G16)
Using the substitution α = ν − ψ again, the identity sin2 α = (1 − cos 2α)/2, and common modified Bessel function
relations, we can evaluate each of the two terms of the Taylor expansion in the integrand.

〈

sin2 (ν − ψ)
〉

≈ R0

χ
(1 + ϵ)

[

1

2
[2πI0(κ)− 2πI2(κ)]−

2πI2(κ) cos 2ψ

4 cosh 2µ0
+

2π cos 2ψ

8 cosh 2µ0
[I0(κ) + I4(κ)]

]

=
1

κ

I1(κ)

I0(κ)
+

cos 2ψ

8κ cosh 2µ0

[

4
I1(κ)I2(κ)

I20 (κ)
− κ[2I2(κ)− I0(κ)− I4(κ)]

4I0(κ)

]

+O(ϵ2).

(G17)

We see now that, in the limit of nearly circular cells, the Fisher information reduces to

I = Nκ
I1(κ)

I0(κ)
+Nκ

cos 2ψ

8 cosh 2µ0

[

4I1(κ)I2(κ)

I20 (κ)
− κ[2I2(κ)− I0(κ)− I4(κ)]

I0(κ)

]

. (G18)

The first term is exactly the Fisher information for a circle [30], while the second term is the first order correction.
This can be rewritten

I = Nκ

(

I1(κ)

I0(κ)
+ ζ2 cos 2ψ

)

, (G19)

where

ζ2 =
1

8 cosh 2µ0

[

4I1(κ)I2(κ)

I20 (κ)
− κ[2I2(κ)− I0(κ)− I4(κ)]

I0(κ)

]

. (G20)

2. Small κ limit Fisher information

Experimentally, we suspect that the weak-field limit is most relevant. In our previous manuscript studying the
physical limits of galvanotaxis on round cells [30], we discovered that the Fisher information for round cells simplifies
to Nκ2/d, where d = 2, 3 for the dimension (circle versus sphere). Thus, it would nice to derive an expression for
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the Fisher information in this weak-field limit for an elliptical cell. This requires doing a Taylor expansion in κ. The
concentration c(ν) is the only function that depends on κ and will be perturbed. We want the Fisher information to
be of order κ2 since it has a prefactor of κ2. That would require us to expand the concentration to zeroth order in κ,
meaning c(ν) ≈ 1. We noticed that at weak fields (small κ), ∂ψZ ≈ 0, meaning that ⟨sin (ν − ψ)⟩ ≈ 0. We know this
because

1

Z

∂Z

∂ψ
≈

∫

γ

κ sin (ν − ψ)(1 + · · ·)hµ0
dν

∫

γ

(1 + · · ·)hµ0
dν

. (G21)

where · · · indicates terms neglected in the limit of small κ. The numerator integrates to zero since
∫

γ

sin (ν − ψ)hµ0
dν = 0. (G22)

This gives us Eq. (G15) again for the Fisher information:

I ≈ Nκ2
〈

sin2 (ν − ψ)
〉

. (G23)

We only have to evaluate the average
〈

sin2 (ν − ψ)
〉

to zeroth order in κ – i.e. we evaluate it for a uniform distribution
on the ellipse, or c(ν) = 1. This gives us

〈

sin2 (ν − ψ)
〉

=
1

Z

∫

γ

sin2 (ν − ψ)c(ν)hµ0
dν ≈

∫

γ

sin2 (ν − ψ)hµ0
dν

∫

γ

hµ0
dν

. (G24)

Applying sin2 x = (1− cos 2x)/2:

〈

sin2 (ν − ψ)
〉

=
1

2
− 1

2
∫

γ
hµ0

dν

∫

γ

cos [2(ν − ψ)]hµ0
dν (G25)

≡ 1

2
− (−ξ). (G26)

Overall, we see that at small κ, the Fisher information takes the form

I ≈ Nκ2
(

1

2
+ ξ

)

, (G27)

where

ξ = − 1

2
∫

γ
hµ0

dν

∫

γ

cos [2(ν − ψ)]hµ0
dν. (G28)

ξ is the anisotropic contribution, i.e. the contribution to the Fisher information from the eccentricity of the cell. The
ψ dependence can be factored out of ξ. We must evaluate the integral to see this. The integral

∫

cos [2(ν − ψ)]hµ0
dν

was evaluated in the interval [0, 2π]. This should be equivalent to integrating in the interval [ψ − π, ψ + π]. We see
that

∫

γ

cos [2(ν − ψ)]hµ0
dν = −a

3
cos 2ψ

[

(coshµ0 + cosh 3µ0) E
(

1

cosh2 µ0

)

+ 2 sinhµ0 cosh 2µ0E
( −1

sinh2 µ0

)]

− a

3
cos 2ψ

[

−2 sinhµ0 sinh 2µ0K
(

1

cosh2 µ0

)

− 2 coshµ0 sinh 2µ0K
( −1

sinh2 µ0

)]

, (G29)

where K(·) and E(·) are complete elliptical integrals of the first and second kinds, respectively, having the forms

K (∆) =

∫ π/2

0

dν
1

√

1−∆sin2 ν
, E (∆) =

∫ π/2

0

dν
√

1−∆sin2 ν. (G30)
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We can also evaluate

Z(κ = 0) =

∫

γ

hµ0
dν =

∫

γ

a

√

cosh 2µ0 − cos 2ν

2
dν = 2a

[

E
(

1

cosh2 µ0

)

coshµ0 + E
( −1

sinh2 µ0

)

sinhµ0

]

. (G31)

This normalization factor at zero field is simply the perimeter of the ellipse. We can see in Eq. (G29) that we can
extract the ψ dependence:

ξ ≡ ζ1(µ0) cos 2ψ. (G32)

ζ1 is another constant of aeolotropy, whose value is determined by the elliptical cell radius µ0, which defines the cell
surface. More anisotropic cells have smaller values for µ0. Fully expanding, ζ1 appears as

ζ1(µ0) =
1

12

(coshµ0 + cosh 3µ0) E (v1) + 2 sinhµ0 cosh 2µ0E (v2)− 2 sinhµ0 sinh 2µ0K (v1)− 2 coshµ0 sinh 2µ0K (v2)

coshµ0E (v1) + sinhµ0E (v2)
,

(G33)
where v1 = 1/ cosh2 µ0 and v2 = −1/ sinh2 µ0. Now, we can express the Fisher information:

I ≈ Nκ2
(

1

2
+ ζ1 cos 2ψ

)

. (G34)

We derived Eq. (G34) from assuming the weak-field (small κ) limit and expanding Eq. (12) from the main text. We
can also do a weak-field perturbation from Eq. (G18) which was derived solely for a nearly circular cell. Expanding
each term so that the entire expression is of order κ2, we see that

I ≈ Nκ
(κ

2
+ · · ·

)

+Nκ
cos 2ψ

8 cosh 2µ0
(κ+ · · ·) = Nκ2

(

1

2
+ ζ0 cos 2ψ

)

, (G35)

where ζ0(µ0) = (8 cosh 2µ0)
−1 is the aeolotropic constant discussed in the main text.

3. Fisher information approximations and aeolotropic constants

We have been able to show that the Fisher information can be approximated in three different regimes: small κ,
nearly circular cells, and both conditions combined. The approximations are

I0 = Nκ2
(

1

2
+ ζ0 cos 2ψ

)

(small κ, near-circular), (G36)

I1 = Nκ2
(

1

2
+ ζ1 cos 2ψ

)

(small κ), (G37)

I2 = Nκ

(

I1(κ)

I0(κ)
+ ζ2 cos 2ψ

)

(near-circular), (G38)

where ζ0, ζ1, and ζ2 are the aeolotropic constants.

ζ0 =
1

8

1

cosh 2µ0
, (G39)

ζ1 =
1

12

(coshµ0 + cosh 3µ0) E (v1) + 2 sinhµ0 cosh 2µ0E (v2)− 2 sinhµ0 sinh 2µ0K (v1)− 2 coshµ0 sinh 2µ0K (v2)

coshµ0E (v1) + sinhµ0E (v2)
,

(G40)

ζ2 =
1

8 cosh 2µ0

[

4I1(κ)I2(κ)

I20 (κ)
− κ[2I2(κ)− I0(κ)− I4(κ)]

I0(κ)

]

. (G41)

ζ0 and ζ2 can easily be written in a more intuitive manner by representing them in terms of the aspect ratio λ. Recall
that cothµ0 = λ. This means that

cosh 2µ0 = cosh[2arcoth(λ)] =
λ2 + 1

λ2 − 1
. (G42)
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We can now rewrite the constants ζ0 and ζ2

ζ0 =
1

8

λ2 − 1

λ2 + 1
, (G43)

ζ2 = ζ0

[

4I1(κ)I2(κ)

I20 (κ)
− κ[2I2(κ)− I0(κ)− I4(κ)]

I0(κ)

]

≡ ζ0A(κ). (G44)

The Fisher information consists of two components: the circular portion and the anisotropic portion. The circular
portion represents the Fisher information for a circular cell. In contrast, the anisotropic portion accounts for the cell’s
eccentricity and is governed by aeolotropic constants. These aeolotropic constants should vanish when the Fisher
information pertains to a circular cell. It is trivial to check that ζ0 = ζ2 = 0 when λ = 1. ζ1 is less obvious. To see
this, note that when we have a circle, all the elliptical integrals evaluate to π/2. This is because in the limit of a
circle, λ→ 1 implies that µ0 → ∞. Then, by multiplying ζ1 by 1 = a/a, the numerator of ζ1 becomes

aπ

(

1

2
coshµ0 +

1

2
cosh 3µ0 − sinhµ0 sinh 2µ0 − (sinh 2µ0 coshµ0 − sinhµ0 cosh 2µ0)

)

. (G45)

We can use the identity sinh(x− y) = sinhx cosh y − sinh y coshx to simplify the above expression

aπ

(

1

2
coshµ0 +

1

2
cosh 3µ0 − sinhµ0 sinh 2µ0 − sinhµ0

)

. (G46)

Similarly, we can use cosh (x± y) = coshx cosh y ± sinhx sinh y to simplify our expression in the numerator of ζ1
further:

aπ (coshµ0 − sinhµ0) ≡ π(R1 −R2). (G47)

Since R1 = R2 = R0 for a circle, ζ1 = 0 and we have our desired limit.
We just showed that the aeolotropic constants have a minimum value ζmin = 0 for a circle, which occurs when

λ = 1. What are the values when we have an infinitely eccentric cell (1-dimensional line)? Do they have maxima? An
infinitely eccentric cell occurs when µ0 → 0+ (λ→ ∞). In this limit, it is easy to see that ζ0 → 1/8 and ζ2 → A(κ)/8.
Checking for ζ1 is a bit tougher. We see that in this limit, coshµ0 = 1, sinhµ0 = 0, K (v2) = 0, E (v1) = 1. K (v1)
becomes a complex number, where ℜ[K (v1)] → ∞ and ℑ[K (v1)] = π. Meanwhile, E (v2) → ∞. Fortunately, sinhµ0

decreases at a faster rate than K(·) and E(·) can blow up. That means that ζ1 → (2 + 0 − 0 − 0)/12 = 1/6. Armed
with that information, we can summarize our findings:

lim
µ0→∞

ζ0, ζ1, ζ2 ≡ ζmin = 0 (circle), (G48)

lim
µ0→0+

ζ0 =
1

8
, lim

µ0→0+
ζ1 =

1

6
, lim

µ0→0+
ζ2 =

A(κ)

8
(line). (G49)

Appendix H: Normal approximation and fitting γ

In the main text, we claim that the directionality, the measure of how well cells follow electric fields [30, 100], is

⟨cos (ψ̂ − ψ)⟩ ≈ e−I−1/2. This is an alternate formula to ⟨cos (ψ̂ − ψ)⟩ ≈
√

I/(1 + I), which we used in [30]. We show
fits to both forms in Fig. S5. This alternate directionality formula was derived by taking advantage of the property
that maximum likelihood estimators are asymptotically normal in the limit of large sample sizes [101, 102]. Thus, for

a sufficiently large sample of sensors N , even the periodic estimator ψ̂
d−→ N (ψ, I−1). (Note that in the literature, the

Fisher information per observation IN is often used, making the limiting variance (NIN )−1 = I−1). That means the

density for ψ̂ can be approximated by a Gaussian distribution

f(ψ̂) ≈
√

I
2π

exp

[

−I
2
(ψ̂ − ψ)2

]

. (H1)

With this probability density function, ⟨cos (ψ̂ − ψ)⟩ can be computed

⟨cos (ψ̂ − ψ)⟩ ≈
∫ ∞

−∞

cos (ψ̂ − ψ)f(ψ̂)dψ̂ = e−I−1/2. (H2)
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FIG. S5: Plots fitting Eq. (H2) directionality to keratocyte data where I = 0.8(γE0)2. (a) Fit with eI
−1/2, yielding a fit value of

γ = 3.4× 10−3 mm/mV. (b) Fit with
√

I/(I + 1), yielding a fit value of γ = 2.3× 10−3 mm/mV.

We derive the Fisher information limit appropriate for keratocytes in Eq. (16) in the main text. We use this result

to fit the directionality ⟨cos (ψ̂ − ψ)⟩ to keratocyte experimental data from [57] to determine a reasonable value for
γ, the characteristic electric field strength. Data of keratocyte directionality as a function of field strength was fitted
using Eq. (16) and plugging it into Eq. (H2). This fitting process produced γ = 3.4× 10−3 mm/mV (Fig. S5a). We
see in Fig. S5 that the normal-approximation assumption is a slightly better fit to the experimental data, though we
are not confident that this data can really discriminate between the two models. The difference in γ in fitting to these
two models is relatively small. However, there would be minor quantitative changes if we chose the alternate value
of γ = 2.3 × 10−3 mm/mV. This sets the scale of electric field the cell can sense, and would make the transition in
trends in Fig. 5 in the main text occur at a higher field strength and the magnitude of the variance decrease more
slowly as the electric field strength is increased.

Appendix I: Circular variance derived from MLE for keratocytes as a function of sensor number N

We found that the Fisher information does not depend on β and N independently, but only on the combination
γ = Nβ2/2. However, because in the limit of weak fields, the maximum likelihood estimator’s variance is above the
Cramer-Rao bound, it is possible that the MLE variance depends separately on N and β. Here, we show how the
circular variance changes while the number of sensors N changes, while keeping γ constant – and thus keeping the
magnitude of the Fisher information constant. If we fix γ = 3.4 × 10−3 mm/mV, then the behavior of the circular
variance is unaffected by changing N (Fig. S6). According to the simulations, the circular variance remains maximal
when the electric field is parallel to the cell’s long axis and minimal if the field is parallel to the cell’s short axis.
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FIG. S6: Circular variance plots for keratocytes calculated using MLE. γ = 3.4× 10−3 mm/mV is kept constant. Simulated for 5000
cells at a field strength E0 = 150 mV/mm. Varied for N = 100 (κ ≈ 5× 10−2), N = 1000 (κ ≈ 1.5× 10−2), and N = 10000
(κ ≈ 5× 10−3). Solid lines is the lower bound from Eq. (13). Dashed lines are the lower bound from Eq. (14). Shaded region are error
bars for standard error of the mean.
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[96] Tadej Kotnik and Damijan Miklavčič. Second-order model of membrane electric field induced by alternating external
electric fields. IEEE Transactions on Biomedical Engineering, 47(8):1074–1081, 2000.

[97] Katherine A DeBruin and Wanda Krassowska. Modeling electroporation in a single cell. i. effects of field strength and
rest potential. Biophysical journal, 77(3):1213–1224, 1999.

[98] Gorazd Pucihar, Damijan Miklavcic, and Tadej Kotnik. A time-dependent numerical model of transmembrane voltage
inducement and electroporation of irregularly shaped cells. IEEE Transactions on Biomedical Engineering, 56(5):1491–
1501, 2009.

[99] David J Griffiths. Introduction to electrodynamics. Cambridge University Press, 2023.
[100] Ifunanya Nwogbaga and Brian A Camley. Coupling cell shape and velocity leads to oscillation and circling in keratocyte

galvanotaxis. Biophysical Journal, 122(1):130–142, 2023.
[101] Leonard E Baum and Ted Petrie. Statistical inference for probabilistic functions of finite state markov chains. The annals

of mathematical statistics, 37(6):1554–1563, 1966.
[102] Erich Leo Lehmann. Elements of large-sample theory. Springer, 1999.


	Cell shape and orientation control galvanotactic accuracy
	Abstract
	Introduction
	Model and Methods
	Calculation of the external electric field
	Transport of sensors along boundary and probability distribution
	Maximum likelihood estimation and Fisher information
	Stochastic simulations

	Results
	Accuracy of galvanotaxis depends on cell orientation, aspect ratio, and Pclet number 
	Modeling keratocytes as ellipses can minimize semi-minor axis variance perpendicular to the electric field under weaker field strengths
	Vector sum is a biased but plausible sensing strategy
	Cell shape expands parallel or perpendicular to the field, depending on sensor mobility

	Discussion
	Acknowledgments
	Supplementary Information: ``Cell shape and orientation control galvanotactic accuracy''
	Elliptic coordinates fundamentals
	Boundary conditions on the electric field
	Electric field around a circular cell
	Electric field around an elliptical cell
	Probability distribution
	Maximum likelihood and Fisher information
	Perturbation calculations
	Perturbation calculations for MLE and Fisher information for nearly circular cells
	Small  limit Fisher information
	Fisher information approximations and aeolotropic constants

	Normal approximation and fitting 
	Circular variance derived from MLE for keratocytes as a function of sensor number N
	References
	References


