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Abstract—At present, machine learning (ML) algorithms are
essential components in designing the sophisticated intrusion
detection system (IDS). They are building-blocks to enhance
cyber threat detection and help in classification at host-level
and network-level in a short period. The increasing global con-
nectivity and advancements of network technologies have added
unprecedented challenges and opportunities to network security.
Malicious attacks impose a huge security threat and warrant
scalable solutions to thwart large-scale attacks. These activities
encourage researchers to address these imminent threats by ana-
lyzing a large volume of the dataset to tackle all possible ranges
of attack. In this proposed method, we calculated the fitness
value of each feature from the population by using a genetic
algorithm (GA) and selected them according to the fitness value.
The fitness values are presented in hierarchical order to show the
effectiveness of problem decomposition. We implemented Support
Vector Machine (SVM) to verify the consistency of the system
outcome. The well-known NSL-knowledge discovery in databases
(KDD) was used to measure the performance of the system. From
the experiments, we achieved a notable classification accuracies
using a SVM of the current state of the art intrusion detection.

Index Terms—cybersecurity, intrusion, discriminatory, fitness
value, decomposition

I. INTRODUCTION

Machine learning (ML) algorithms outperform the similar
repetitive tasks carried out by security analysts during screen-
ing activities. The action can be taken analyzing reports of
prior actions by analysts to identify and respond to certain
attacks. The models have been trained, and possess enough
knowledge to identify a similar attack and respond accordingly
without human intervention [1]. Despite this, it is very hard
to make a fully automated security system that ultimately
replaces human expertise. Therefore, there is a constant need
to join task forces (system and human security analysts)
to explore network log files analysis, malware detection,
and vulnerabilities assessment for network risk analysis. The
collective efforts produce robust results and strong defensive
mechanisms against a hacker in a network. There are many ML
algorithms, such as decision tree and genetic algorithms used
to develop applications to create rules for classifying network
connection [2]. Other techniques go beyond implementing a
cognitive architecture to create an automated cyber defense
decision-making system with expert-level ability inspired by

human skill [3]. Cybersecurity analysts generally have to
spend time responding to multiple events, which sometimes
include false positives, which mostly turn out to be a waste of
productive time. Therefore, ML classifiers are trained on alert
data to identify and separate between false positives and true
positives. It will then alert user only on scenarios altered (i.e.
true positive) [4].

ML Algorithms are one of the effective techniques to deal
with the current cyber-attacks. Algorithms are categorized into
three: supervised, semi-supervised, and unsupervised. These
algorithms learn the different patterns of normal and malicious
activities with a large corpus of both stages (normal, and
affected network and host level activities) [5]. In supervised
learning, each object consists of an input sample and its
corresponding level [6]. This algorithm analyzes the training
data and uses the outcomes to map new instances. Unsuper-
vised learning deduces the description of hidden structures
from unlabeled data. Because of the lack of ground truth, the
accuracy of the algorithm cannot be measured, and only the
data pattern can be presented. Semi-supervised learning is the
combination of both (supervised and unsupervised) learnings.
It uses a limited number of label data to predict the pattern
of a large amount of unlabeled data. Therefore, this learning
minimizes label efforts while obtaining a high accuracy [7].

An IDS is an efficient detection technique deployed to
classify the intrusions automatically at the host and network-
level. Based on the attacking behaviors, IDS is categorized
into the host-based intrusion detection system (HIDS) and
network-based intrusion detection system (NIDS) [1]. An IDS
which analyzes characteristics of log files on the user computer
in order to detect attacks is called HIDS. An IDS which
analyzes network activities is called NIDS [7]. Researchers
have already collected a huge amount of datasets (publicly
available) for anomaly detection, among them NSL-KDD is
one [9]. We introduced the genetic algorithm to find the fitness
value (of each intrusion feature), and selected the best fitness
values from the intrusion population. It ultimately removed
the irrelevant and redundant features from the population, and
minimized the computational complexity [12] [14]. In the next
stage, the best fitness features are presented into 2-dimensional
space for further generalization between normal and malicious
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Fig. 1: Overview of IDS: NSL-KDD dataset for evaluation of proposed model, implemented genetic algorithm to find the
best fitness value of intrusion population, the best fitness values of each class presented into 2-dimensional space using linear
discriminant analysis, and best fitness features feed to the classifier

TABLE I: NSL-KDD dataset and their corresponding classes:
normal and attack

Category Description
Normal Normal connection records

A
tta

ck

DoS Attacker aims at making network resources down
R2L Illegal access from remote computer

U2R Obtaining the root or super-user access on a
particular computer

Probe Obtaining detailed statistics of system and
network configuration details

intrusions separation boundary.
We further decomposed the problem to dig out the different

attack patterns of NSL-KDD dataset (both train and test
sets). The abnormal (also called attack) is divided into four
categories (Denial of Services (DoS) Attack, Remote to Local
(R2L) Attack, User to Root (U2R) Attack, and probe). These
attacks are also presented into 2-dimensional space to figure
out how they are overlapped and separated from each other.
These give the clear pattern of different attacks in host and
network-level, and are shown in the Figure 2 (a-f). The goal
is to minimize the distance within a class and maximize the
distance among the classes. We represented them into three
level: normal and attack (two classes) in the Figure 2 (a-
b), only attacks (4 classes) in the Figure 2 (c-d), and normal
and 4-attack classes in the Figure 2 (e-f). In the next stage,
higher fitness features are fed to the classifiers to measure
the performance of the system. An overview of the proposed
model is shown in the Figure 1.

The organization of the paper is as follows: the description
of dataset section I, section II describes the feature selection
and discriminant analysis, section III explains the experimen-
tal results and discussion. Finally, section IV describes the
conclusion of proposed method and future work for intrusion
detection and classification.

II. DATA SET

We took the well-known benchmark NSL-KDD dataset [9]
for validation of the proposed model. This dataset is a refined
version (removed large number of redundant and irreverent
samples) of the KDDCup’99 intrusion dataset [11]. It divided
into two classes i.e. normal and attack (attack class also

TABLE II: NSL-KDD dataset attack type and their corre-
sponding sub-categories

Attack types Attack term in each category

DoS back, land, neptune, pod, smurf, teardrop,
apache2, udpstorm, processtable, worm

R2L

guess passwd, ftp write, imap, phf, xsnoop,
multihop, warezmaster, warezclient, named, spy,
xlock, snmpguess, mailbomb, sendmail
snmpgetattact, httptunnel

U2R buffer overflow, loadmodule, rootkit, perl, ps, xterm,
sqlattack,

Probe satan, ipsweep, nmap, portsweep, mscan, saint

divided into 4 sub-classes: DoS attack, R2L attack, U2L attack,
and Probe. The detailed description of the data set is shown in
Table 1. It contains 41 different features (i.e. shown in Table
2), and features of this dataset type are shown in Table 3. The
train set and test set samples are disproportionately distributed
in different classes. NSL-KDD dataset contains 125,973 train
sets and 22,544 test set samples respectively.

The features belong to 3 categories:
• Basic features [1-9]: the packet capture files of tcpdump

are implemented to extract the basic features from the
packet headers, TCP segments, and UDP datagram (ex-
cept payload).

• Content features [10-23]: features are extracted from full
payload of TCP/IP packets rooted on domain knowledge
in tcpdump files.

• Time-based traffic features [24-41]: features are extracted
with a specific temporal window of two seconds.

III. FEATURE SELECTION AND DISCRIMINANT ANALYSIS

Feature selection is the process of limiting the number of
original features dimension by identifying the most discrim-
inative form from the feature pool [16]. It eliminates the
set of redundant and irreverent features according to a given
algorithm. The genetic algorithm initializes the population
with a random set of features, called chromosomes. Each
chromosome is evaluated assessing its ability to predict an
output based on the accuracy [13]. In the next cycle, the initial
population is replaced with a new set of features from different
chromosomes that contribute to achieving higher classification
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TABLE III: Features of KDDCUP’99 dataset and their corre-
sponding types

No. Name of the Feature Types of the Feature
1 duration continuous
2 protocol type symbolic
3 service symbolic
4 flag symbolic
5 src bytes continuous
6 dst bytes continuous
7 land symbolic
8 wrong fragment continuous
9 urgent continuous

10 hot continuous
11 num failed logins continuous
12 logged in continuous
13 num compromised continuous
14 root shell continuous
15 su attempted continuous
16 num root continuous
17 num file creations continuous
18 num shells continuous
19 num access files continuous
20 num outbound cmds continuous
21 is host login symbolic
22 is guest login symbolic
23 count continuous
24 srv count continuous
25 serror rate continuous
26 srv serror rate continuous
27 rerror rate continuous
28 srv rerror rate continuous
29 same srv rate continuous
30 diff srv rate continuous
31 drv diff host rate continuous
32 dst host count continuous
33 dst host srv count continuous
34 dst host same srv rate continuous
35 dst host diff srv rate continuous
36 dst host same src port rate continuous
37 dst host srv diff host rate continuous
38 dst host serror rate continuous
39 dst host srv serror rate continuous
40 dst host rerror rate continuous
41 dst host srv rerror rate continuous

TABLE IV: Selected features by using GA

No. Selected Features No. Selected Features
1 duration 13 is host login
2 src bytes 14 count
3 dst bytes 15 serror rate
4 land 16 rerror rate
5 wrong fragment 17 srv rerror rate
6 urgent 18 diff srv rate
7 hot 19 drv diff host rate
8 num compromised 20 dst host same srv rate
9 num file creations 21 dst host diff srv rate
10 num shells 22 dst host serror rate
11 num access files 23 dst host srv serror rate
12 num outbound cmds 24 dst host rerror rate

accuracy. This process continues till the desired accuracy is
achieved. The list of selected features are shown in Table IV.

The discriminative features (i.e. selected by GA) are further
analyzed for class label separability using the Linear Discrim-
inant Analysis (LDA) [8]. The goal is to minimize the distance
within a class and maximize the distance among the classes.

The higher fitness features are fed to the classifiers to measure
the performance of the proposed system. An overview of our
model is shown in Figure 1. First, the normal and attack
patterns of both training and testing sets are presented into
2-dimensional space to demonstrate the class separability (in
Figure 2) (a-b). We only decomposed training and testing set
attacks (excluding normal samples) to find out the overlapping
patterns of each attack. The abnormal (also called attack) is
divided into four categories (DoS attack, R2L attack, U2R
attack, and probe). Among them, DoS and Probe are highly
separated than R2L and U2R (they are overlapped each other).
The class label separability of both train and test set attack
patterns are presented in Figure 2 (c-d). Finally, we considered
all attacks (DoS, R2L, U2R, and Probe) and normal, and
presented in 2-dimensional space. The results of 5-classes are
shown in Figure 2 (e-f).

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

We calculated the different parameters (accuracies, ROC,
etc.) to verify the consistency of the intrusion detection system.
We measured the performance of the proposed technique based
on selected features (i.e. GA) using SVM. The outcomes of
the classifiers recorded the same methodology of discriminant
analysis (in three-level).

1) Accuracy: it estimates the ratio of risk recognized of
the entire conditions (cases). If accuracy is higher, the
machine learning model is better.

Accuracy =
TP + TN

TP + TN + FP + FN
, (1)

The classification accuracies of training and testing sets
were 97.0% and 93.0% using SVM (in two classes, normal
and attack). Similarly, the overall accuracies of training and
testing set (only) attacks categories were 95.75% and 87.50%.
Finally, we also measured the classification accuracies between
the normal and 4-attack classes (total 5-classes) train and test
sets and recorded 95.0% and 91.0%, respectively. We also
compared the output of the proposed method with other well-
known approaches. Among them, our method outperformed,
and the comparison result are shown in Table V.

• True Positive (TP ) - test result is one that detects the
risk when the risk is present.

• True Negative (TN ) - test result is one that does not
detect the risk when the risk is absent.

• False Positive (FP ) - test result is one that detects the
risk when the risk is absent.

• False Negative (FN ) - test result is one that does not
detects the risk when the risk is present.

In the next stage, we also plotted the Receiver Operating
Characteristic (ROC) curve. It is a graphical representation of
true positive rate (TPR) (in y-axis) against its false positive
rate (FPR) (in x-axis) [15] [16]. In another way, it is a plot
of sensitivity vs (1-specificity) for different cut points, and the
area under the curve (AUC) represents the performance of the
classifier. The curve close to the upper left corner (TPR) means
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(a) Training set intrusion features representation in 2-dimensional
space having normal and attack categories

(b) Testing set intrusion features representation in 2-dimensional
space having normal and attack categories

(c) Training set intrusion features representation in 2-dimensional
space only attack categories (4-classes)

(d) Testing set intrusion features representation in 2-dimensional
space having normal and four different attack categories (4-classes)

(e) Training set intrusion features representation in 2-dimensional
space having normal and four different attack categories (5-classes)

(f) Testing set intrusion features representation in 2-dimensional
space having normal and four different attack categories (5-classes)

Fig. 2: Discriminant representation of both training and testing set of NSL-KDD dataset using LDA
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(a) The receiver operating characteristic curve of NSL-KDD training
dataset and it has two categories (i.e. normal and attack)

(b) The receiver operating characteristic curve of NSL-KDD testing
dataset and it also has two categories (i.e. normal and attack)

(c) The receiver operating characteristic curve of NSL-KDD training
dataset containing only 4 different attacks categories

(d) The receiver operating characteristic curve of NSL-KDD testing
dataset containing only 4-different attacks categories

(e) The receiver operating characteristic curve of NSL-KDD of
training set containing normal and 4-different attacks categories

(f) The receiver operating characteristic curve of NSL-KDD of
testing set containing normal and 4-different attacks categories

Fig. 3: The receiver operating characteristic curve of training and testing sets of NSL-KDD dataset
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TABLE V: Comparison of classification accuracies of pro-
posed method with other well-known approaches

No. Method and Classifer Accuracy in %
1 J48 81.05
2 Naive Bayes 76.56
3 NB Tree 82.02
4 Random Forest 80.67
5 Random Tree 81.59
6 Multi-layer Perceptron 77.41
7 SVM 69.52
8 Proposed method (normal vs attack) 93.00

the diagnostic test has high discriminatory ability. If the curve
is close to or below the diagonal, it means the diagnostic test
has high discriminatory ability. We plotted the ROC curve in
three different stages of discriminant analysis (in Figure 3).
The normal vs attack (training and testing sets) ROC curves
are shown in Figure 3 (a-b). Similarly, all attacks (train and
test sets) ROC curves shown in Figure 3 (c-d) and normal vs
all attacks in Figure 3 (e-f).

V. CONCLUSION

The proposed IDS is designed to achieve optimal ac-
curacy based on minimal information. It only selected the
discriminatory features using GA from the feature pool. The
discriminatory features plotted in 2-dimensional space, and
their distribution showed how the different (normal and attack)
patterns overlapped and separated each other. In the next stage,
discriminatory features are fed to the classifier to measure
the output of the system. IT was analyzed in three different
categories: normal and attack (2-classes), 4-different attacks
(excluding normal) classes, and normal and 4-attacks (total
5-classes). We obtained best accuracies in all stages in both
training and testing sets. The classification accuracies of
training and testing sets were 97.0% and 93.0% using SVM
(in two classes). Similarly, the overall accuracies of training
and testing sets (only) attacks categories were 95.75% and
87.50%, and the normal and all attacks classes training and
testing sets were 95.0% and 91.0%.

In future, we are going to measure the outcome of selected
features using different classifiers. Besides these, more feature
reduction and selection algorithms will be employed to analyze
the impact of discriminatory features for intrusion detection
systems.
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