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Abstract: This work proposes a modular learning framework (MIRA) for rehabilitation robots based
on a new deep recurrent neural network (RNN) that achieves adaptive multi-joint motion imitation.
The RNN is fed with the fundamental frequencies as well as the ranges of the joint trajectories, in
order to predict the future joint trajectories of the robot. The proposed framework also uses a Segment
Online Dynamic Time Warping (SODTW) algorithm to quantify the closeness between the robot and
patient motion. The SODTW cost decides the amount of modification needed in the inputs to our deep
RNN network, which in turn adapts the robot movements. By keeping the prediction mechanism
(RNN) and adaptation mechanism (SODTW) separate, the framework achieves modularity, flexibility,
and scalability. We tried both Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU)
RNN architectures within our proposed framework. Experiments involved a group of 15 human
subjects performing a range of motion tasks in conjunction with our social robot, Zeno. Comparative
analysis of the results demonstrated the superior performance of the LSTM RNN across multiple task
variations, highlighting its enhanced capability for adaptive motion imitation.

Keywords: imitation learning; LSTM; RNN; robot-assisted physiotherapy; adaptive motion control;
deep learning in healthcare

1. Introduction

Physiotherapy and rehabilitation help patients recover from various conditions, in-
cluding surgeries, injuries, and neurological issues [1]. In the last few decades, researchers
have started exploring the use of robots and machine learning algorithms in patient reha-
bilitation [2]. The goal is to improve patients” mobility, strength, and independence [3],
while reducing the burden on the healthcare providers. In the recent past, few healthcare
professionals have used social robots and Al-enabled solutions in their physiotherapy
programs [4]. Some of these robot-assisted physiotherapy solutions have shown promise in
areas like the treatment of Autism Spectrum Disorder (ASD). The use of social robots like
Nao, Zeno, and Milo has been proved to help children with autism improve their social,
physical, and communication skills [2,5]. The works presented in [6,7] discuss positive
results for ASD treatments using social robots. However, some of the issues like technology
integration, suitable training paradigms, high costs, and standardizing treatment protocols
still need to be addressed.

Imitation learning is a type of machine learning method where robots learn by mim-
icking human/supervisor actions and has already shown significant potential in robot-
assisted physiotherapy, especially for individuals with Autism Spectrum Disorder (ASD).
Researchers have developed various imitation learning algorithms to enable robots to learn
and replicate the movements essential for physiotherapy and rehabilitation sessions [8-11].
These robots, once trained, can then demonstrate the pre-learned movements to patients
and record their responses for further assessment [12]. Notably, Zheng et al. [13] proposed
a learning framework specifically for robot-assisted skill training tailored for children with
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ASD. Furthermore, techniques such as deterministic policy gradient, approximate dynamic
programming, and recurrent neural networks have recently been utilized for imitation
learning in social robots [14-16].

The authors of [17] developed a new shared control method using reinforcement learn-
ing (RL) to help people with walking difficulties. Another study by the same group [18]
exploited a reinforcement learning-based master—slave robotics system for mirror therapy
in patients with limb impairments. Bishe et al. [19] proposed and tested a novel adaptive
ankle exoskeleton control that showed promise in improving the walking ability of pa-
tients. The use of Deep Reinforcement Learning (DRL) in place of a standard RL has been
useful in solving complex problems that traditional reinforcement learning struggles with.
Taghavi et al. [20] used a DRL technique called Deep Deterministic Policy Gradient (DDPG)
to help children with ASD learn movements through imitation. This DDPG-based method
predicted the “shape” and “speed” of robot movements based on recorded joint motions,
thereby adapting to the patient’s physical ability. However, this DDPG method could
only be used in adaptive motion imitation (AMI) for single-joint movements and utilized
batch training, which could make it difficult to generalize to more complex movements
with multiple joints. Additionally, both RL and DRL methods can be computationally
expensive and time-consuming because they need a fair amount of interaction with the
environment to find the optimal/semi-optimal solutions [14-16]. Similarly, in wafer defect
detection, an Incremental Learning (IL) approach has been shown to reduce training time
by 60% and improve accuracy by 10% compared to traditional methods, demonstrating
the potential benefits of advanced neural network techniques in complex tasks [21]. Hence,
implementing these robot-enabled rehab techniques in many real-world settings is not
straightforward as the resources and time are limited.

Recurrent neural networks (RNNs) have shown better performance than Reinforce-
ment Learning (RL) in predicting sequences in tasks that change over time (trajectories
and data with temporal component), like physiotherapy exercises [22,23]. The paper [24]
used RNNSs for imitation learning in social settings based on data from human interactions.
Kim et al. [25] developed a new imitation learning method for robots to learn some specific
tasks and transfer learned skills from force sensor and gaze data. Long Short-Term Memory
RNN (LSTM-RNN) was used for exploiting the visual changes in the training images for
imitation learning in [26]. Similarly, Johnson et al. [27] used an LSTM-RNN and a special
objective function to predict the movement of pedestrians in a dynamic environment.
A novel concept of parametric bias was proposed in [28] for RNN-based adaptive imitation
learning, which enabled the robot to adjust its behavior according to task variations.

One of the practical issues in machine learning-inspired robot-assisted physiotherapy
is the absence of a uniform standard or metric that can be used to quantify the efficiency of
imitation. Most of the above-mentioned studies advocate diverse training methods, network
architecture, and training methods which may lead to different results even for similar
physiotherapy exercises. A simple yet effective way to quantify the similarities or differences
between the robot and patient’s movements is to find the discrepancy between the joint
trajectories. This measurement could then be used to train or adapt the neural networks which
in turn drive the robot. The Segment Online Dynamic Time Warping (SODTW) algorithm [2] is
a suitable option since it does not depend on the initial temporal variations (delay in the onset
of proper imitation) of the joint trajectories. In robot-assisted physiotherapy, it is important to
measure both the difference in movement size between the patient and robot, and the speed at
which the patient repeats the movement. The SODTW algorithm can do both of these things,
which could help standardize how we assess a patient’s physical ability. However, SODTW
alone can not directly influence the robot movements, and a suitable neural network is needed
to translate the information into proper meaningful robot movements.

To tackle the difficulties in multi-joint adaptive motion imitation, we propose a mod-
ular SODTW-based framework to predict the periodic physiotherapy movements of a
robot using deep recurrent neural networks. The SODTW metric is exploited to adjust
the network inputs, which in turn modify the robot’s movements based on the subject’s
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responses. This approach is different from our previous work with DDPG [20] because it re-
verses the input-output mapping. This helps maintain a comparatively smaller input space
dimension even when the number of joints involved in physiotherapy exercise increases.

2. Proposed MIRA Framework

We introduce a new, modular framework (Figure 1) for Multi-Joint Imitation with
Recurrent Adaptation (MIRA) in robot-assisted physiotherapy. This framework is unique
because it allows the reference trajectory predictor (deep RNN layer) and the adaptation
algorithm (SODTW module) to be changed independently for different types of physiother-
apy sessions. This flexibility makes it easier to use our framework for complex movements
with multiple joints and standardizes motion adaptation.

We present an efficient way to train a deep RNN that can create reference trajectories
for the robot based on the subject’s ability to imitate. The network is trained using only the
basic frequency components (amplitude and frequency) and the range of periodic motion.
After training, the RNN layer can create a suitable reference trajectory for the robot, which
can adapt to different variations in shape and speed of the desired motion profile.

Our proposed framework is for the imitation of multi-joint adaptive motion com-
prising a series of synchronized tasks. To begin a robot-assisted physiotherapy session,
a specific social robot, in this case, Zeno [29], shows a periodic upper-arm motion to hu-
man subjects. The subjects are then asked to replicate the robot’s upper-body motion as
accurately as they can. The movements of the subjects are recorded using a Kinect camera,
and the joint trajectories for both the human and Zeno are calculated. The periodic joint
trajectories of the subject are subjected to a Discrete Fourier Transform (DFT) to generate
fundamental components of amplitude (shape) and frequency (speed). Simultaneously,
the multi-joint SODTW cost, which measures the similarity between the recorded human
motion and the reference Zeno motion, is calculated. The fundamental DFT coefficients are
later normalized to ensure consistent training across all ranges of motion. These coefficients,
along with the range of motion, are then fed into our LSTM/GRU for training, enabling it
to predict suitable reference joint trajectory commands for Zeno. The multi-joint SODTW
cost is used as a metric to adjust the inputs (DFT coefficients) so that the trained network
can modify the reference commands for Zeno proportionally.

To compare and align two time series sequences with variations in time and speed,
the Segment Online Dynamic Time Warping (SODTW) algorithm, a variant of the Dynamic
Time Warping (DTW) algorithm [30], is utilized. The SODTW algorithm computes the
difference between the samples of the two signals using a dynamic error computation
approach, given a reference signal of M samples and a measured signal of N samples.
The mathematical representation of a single joint SODTW process involves the Euclidean
norm of the difference between the ith sample of the reference trajectory and the jth sample
of the measured trajectory is given by:

D;; = ||x; = yjl| +min(Dj_1j-1,Di 1, Dj;j 1) 1)

where ||x; — yj|| is the Euclidean distance betweenxand y,i=1,...,m,j=1,...,n, and
D(m, n) is the DTW cost. The SODTW algorithm recursively calculates the similarity cost
between two samples based on the cost of previous samples, and the final cost for the
entire motion sequences is given by Dy n. The multi-joint SODTW is a combination of
single-joint SODTWs, mathematically represented as a convex combination of single-joint
SODTWs for each joint in a specific motion.

n
D, = Z KxDl?f/‘ 2)
x=1

where the value of a positive constant x, < 1 in the formula is decided by the weighting of
a particular joint in the overall motion.
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When a subject is unable to satisfactorily mimic a specific motion demonstrated by
the robot, the SODTW cost increases, signaling the need to simplify the physiotherapy
until the subject achieves a satisfactory cost. Conversely, a low SODTW cost indicates
that the subject has perfectly imitated the motion. In such instances, the complexity of the
physiotherapy should be increased. Slower motions are generally observed to be more
challenging to imitate compared to faster ones. Therefore, the reference trajectory of the
Zeno robot is slowed down when the user has a lower SODTW cost and vice versa.

SODTW
(for similarity measuring)
Joint angle
3

Subject Kinect

Zeno Robot

Shape/Speed Proposed
Factor\+ Range LSTM/GRU
of motion architecture

Figure 1. Proposed MIRA framework.

We tested our proposed framework with both LSTM- and GRU-based RNN. Our social
robot, Zeno, was used to carry out the physiotherapy sessions involving 15 volunteers [31].
During training, we collected joint trajectory data from 15 subjects imitating an upper-body
motion demonstrated by Zeno. We used data from 10 subjects to train the LSTM- and
GRU-based RNNSs. Then, we asked 5 subjects to intentionally change the motion and used
these data to test our framework. The experiments showed that Zeno’s motion adapted
well to all the variations in motion imitation from the test subjects.

3. Recurrent Neural Network (RNN) Architectures for Reference Generation

In the deep learning literature, recurrent neural networks (RNNs) have had a promi-
nent role in modeling sequences. Their role in modeling temporal patterns has seen
remarkable developments through the 1990s [32]. RNNs are neural networks that sequen-
tially process every input to generate outcomes. This is in contrast to simple feed-forward
neural networks, where the temporal sequence of the data is not preserved. This advantage
of RNNs over simple feed-forward neural networks has been leveraged for a multitude
of activities like text generation [33], weather forecasting [34], time series forecasting [35],
signal forecasting [36], etc. However, this sequential nature of RNNs creates limitations
when processing longer data sequences. This has been characterized by the vanishing and
exploding gradient problems in RNNs [37].

To address the limitations of RNNs, a Long Short-Term Memory (LSTM) model was
proposed by the milestone paper [38]. The structure of an LSTM network is complex when
compared to a vanilla RNN. In contrast to an RNN unit, it comprises three gates: an input
gate, a forget gate, and an output gate. This adds more parameters as compared to an RNN,
but in turn diminishes the problem of vanishing gradients. The equations describing the
LSTM model’s gates are given by the following equations [38]:

fr = c(Wysxt + Wyshy 1 +bg)  (forget gate) (3)
it = c(Wyixt + Wyihi—1 + b;)  (input gate) 4)
0t = 0(Wyoxt + Wiohi—1 +b,)  (output gate) (5)

where ¢(.) represents the sigmoid activation function, Wy, Wy represents the weight
matrices that are used for transforming the input x; and the hidden state I;_1. W,;, Wy;
represent the weight matrices that transform the input and the hidden state to the input
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gate, and Wy,, Wy, do the same for the output gate, and b r b;, and b, are the bias terms.
The notations used here have been adopted from the authors of [39]. The cell state c; and
the hidden state h; can be calculated as follows [38,39]:

¢; = tanh(Wychy_1 4+ Waexs + be) (6)
¢t = fici_1 +ircy @)
hy = o tanh(ct) 8)

where Wj,. and Wy, are the weight matrices, and b, is the bias term. A typical LSTM cell is
shown in Figure 2.

[]

» D
U
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Xt heq

® Element wide product ® Matrix Multiplication

@ Element wise addition @ Simple Addition
Figure 2. Long Short—Term Memory cell.

GRUs, like LSTMs, have been structured to prevent the vanishing gradient problem
of classical RNNs. As compared to LSTM models, GRUs have a much similar gating
mechanism [39]. The equations governing GRUs can be represented by [39]:

rt = 0(Wazxt + Wizhy 1+ by) )

zt = 0(Wyzxt + Wihy 1 + bz) (10)

I’l; = tanh(Whhrtht,l + Wyxe + bh) (11)
he = (1 — z¢)hy_q + zihy (12)

In the equation above, r; is the reset gate, z; is the update gate, h; is the hidden unit for
the current time step, h't, is the candidate hidden state, b;, b, and b;, are bias terms, and
Wiz, Wiz, Wiy, and Wy, are the weight matrices [39]. The reset gate is analogous to the
forget gate in LSTM models. A GRU computational graph is shown in Figure 3.

1-z4 z

Reset Gate Update Gate

bz

Wy Whz Wiz
Xt heq
"t
@) Element wide product ) Matrix Multiplication
(D Etement wise addition &) Simple Addition

Figure 3. Gated Recurrent Unit.
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4. Results and Discussion

To assess the effectiveness of the proposed Multi-Joint Imitation with Recurrent Adap-
tation (MIRA) framework, we carried out experiments involving 15 human participants.
These individuals were asked to replicate a series of hand movements demonstrated by
our Zeno robot (see Figure 4). Each motion sequence was performed at three different
speed settings—slow, normal, and fast—as well as three range settings (low, normal, high).
The Kinect camera was used to capture the participants’ movements, and the collected data
were analyzed to compute the Discrete Fourier Transform (DFT) of the motion waveform
and its Segment-based Online Dynamic Time Warping (SODTW) cost when compared to
the robot’s motion.

B
Zeno Robot
.

Figure 4. Experiment setup.

The Zeno robot’s arm has four degrees of freedom (DoFs), specifically comprising the
shoulder joints (x and B), and elbow joints (# and 7) as illustrated in Figure 5. Depending
on the arm motion, certain joints are more dominant than others. To assess the resilience
of our framework, we selected a three-degree-of-freedom (DoF) arm motion: a diagonal
arm lift with elbow bend. Initially, we calculated the contribution percentage of each
joint in performing this motion. For the selected motion, the joint angles «, 8, and 6 had
the most impact (Table 1), and therefore, the SODTW cost was calculated based on these
angles exclusively.

Table 1. Weight (in terms of range) of joint angle contribution during a diagonal arm motion with
elbow bend.

Joint Angle Right-Hand Hammer Motion
o 0.685548411
B 0.592682412
0% 0.042457816
0 0.741227326

The average SODTW cost was derived from the participants. Findings indicated that
replicating fast motions was simpler, whereas slow motions presented more challenges
for the participants. Regarding motion range, lower ranges were easier to imitate. Con-
sequently, the magnitude was increased and frequency reduced to add complexity to the
imitation, and vice versa. During the experiment, when the SODTW cost was high, it
indicated that the subject had difficulty imitating the motion. Thus, we reduced the range
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or increased the speed of the reference motion (Zeno) to make it easier for the subject.
Conversely, when the SODTW cost was low, it signaled that the subject was performing the
motion efficiently. For this case, we either increased the range or decreased the speed, or
both, to make it more challenging for the subjects.

Figure 5. Zeno’s arm with its four degrees of freedom [29].

In order to test the effectiveness of our proposed method for predicting future joint
movements using Fourier coefficients, we first set up a baseline using a deep recurrent
neural network (RNN). This RNN was given normalized and scaled previous joint angle
data and was trained to forecast future joint movements. Each subject’s data were limited
to a fixed number of samples (180) to ensure consistent processing. The training was
conducted using data from 10 subjects, and testing was performed on data from a separate
set of subjects. The cost function for this baseline network was determined as the root-
mean-square (RMS) error between predicted and actual trajectories (Figure 6).

Joint 1

1.00 = Actual
= Predictions
0.75 o
QI A ‘ ()
o 050 |
k4
§ o025
0
9
g 0.00 v, J
E 025 /‘ \ f
5
-0.50 \‘
\
—-0.75 v v 0
-1.00

[ 100 200 300 400 500 600
Joint angles sequence after given time steps

(@)

Figure 6. Cont.
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Figure 6. RNN baseline output.
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Joint 3
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To further confirm the effectiveness of the proposed approach in predicting future

joint trajectories based on Fourier coefficients, we used an identical dataset containing data
from five subjects. Fourier coefficients and the motion range of each subject were utilized
to train the neural network. Resampling techniques were applied to accommodate the
varying shapes and speeds exhibited by subjects, adjusting Fourier coefficients accordingly

(Figure 7).
oint 1 oint 2 Joint 3
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w
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Figure 7. Fourier coefficients (shape and speed factor). (a) Lower range, normal, and higher range

motion of one subject data with fixed speed. (b) Oversampled (slower), normal, and undersampled

(faster) version of one subject data with fixed range.
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Our method utilized the two most significant amplitude components as the shape
factor and frequency for the speed factor. The architecture of the deep network was
optimized by varying the number of LSTM/GRU layers, dense layers, and learning rate,
achieving the best results. The final architecture is presented in Figure 8.

Each subject’s trajectory data were segmented into three cycles, with each cycle consist-
ing of 60 samples. This fixed cycle length ensured uniform data processing. It is crucial to
note that the inputs for each subject remained consistent across all output samples, includ-
ing Fourier coefficients and the range of motion. The training of our network employed
the Adam optimizer, which facilitated weight updates through backpropagation in time.
The Adam optimizer is particularly suitable for optimizing convex and stochastic loss
functions, using first-order gradient descent.

Input sequences
5 Dense layers

w-
[lHlHHlHIK % % >‘ - ’

Figure 8. Proposed five-layer GRU/LSTM architecture.

To assess the robustness of our framework, we instructed participants to deliberately
deviate from Zeno’s motions in various ways, including moving slower, faster, or within a
lower or higher range. For each of these four scenarios, we tested our network once with
the LSTM and once with the GRU architecture. The reference trajectory, generated from the
LSTM/GRU architecture, was then compared to the subject’s joint trajectory in each scenario
(Figures 9-12), and corresponding RMSE values are summarized in Table 2. From Table 2,
it can be concluded that the LSTM architecture performed better for out training dataset (it
may not be same for all imitation learning tasks). The better expressiveness and prediction
capability of LSTM may have stemmed from the presence of additional memory cells and
output gates in the network.

Joint 1 Joint 2 Joint 3

s Measured trajectory (Subject)
mmmm Generated trajectory (Zeno)

mmmm Measured trajectory (Subject)
mmmm Generated trajectory (Zeno)

mmmm Measured trajectory (Subject)
mmmm Generated trajectory (Zeno)
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o
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Joint Angles
o
°
Joint Angles
o
°

-0.5 -0.5 -05 W

0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Sequence Index Sequence Index Sequence Index

(a) LsTM

Joint 1 Joint 2 Joint 3

= Measured trajectory (Subject)
mmmm Generated trajectory (Zeno)

mmmm Measured trajectory (Subject)
mmmm Generated trajectory (Zeno)

-0.5 -0.5 -0.5 W

mmmm Measured trajectory (Subject)
mmmm Generated trajectory (Zeno)

Joint Angles
o
o
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o
°
Joint Angles
o
o

0 20 40 60 80 100 0 20 40 60 80 100 ’ 0 20 40 60 80 100
Sequence Index Sequence Index Sequence Index
(b) GRU

Figure 9. Generated sequence after training for a subject performing a motion with a lower range.
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Figure 10. Generated sequence after training for a subject performing a motion with a higher range.
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Figure 11. Generated sequence after training for a subject performing a motion with a faster speed.
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Figure 12. Generated sequence after training for a subject performing a motion with a slower speed.

Table 2. Comparison of average RMSE for different task variations.

Task Variation LSTM GRU
Slower speed 0.060 0.076
Faster speed 0.050 0.055
Lower range 0.043 0.046
Higher range 0.033 0.033
Combination (higher range and faster speed) 0.052 —

The training of our algorithm was carried out on Google Colab, utilizing an NVIDIA
T4 GPU. This NVIDIA T4 GPU is optimized for high-performance computing and Al
workloads, featuring 16 GB of GDDR6 memory and Tensor Cores designed for efficient
deep learning tasks. The training duration typically varied from 11 to 13 min for all joint
sequences and epochs. Additionally, widely used Python libraries such as TensorFlow and
Keras were utilized for developing the deep neural networks.

In one scenario, to assess the robustness of our framework, we instructed a specific
test subject to deliberately perform a motion with varying speed and shape simultaneously.
Given the LSTM'’s superior performance in previous tasks, we opted to exclusively utilize
the LSTM network rather than the GRU for this scenario. As depicted in Figure 13, our
framework adeptly adjusted to these variations. The root-mean-square error (RMSE) for
the LSTM network was determined to be 0.052.
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Joint 1 Joint 2 Joint 3
15 15 15
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Figure 13. Generated sequence after training for a subject performing a motion with a higher range
and faster speed.

5. Conclusions

This study presented a novel modular framework, called MIRA, for robot-assisted
physiotherapy. The framework utilized a deep recurrent neural network (RNN) for pre-
diction, with the LSTM RNN architecture proving to be superior in relation to a GRU
in our experimental evaluations, where our social robot Zeno had to adapt according to
the ability of human subjects. Segment Online Dynamic Time Warping (SODTW) was
used for quantifying the discrepancies between robot and human movements, enabling
adaptive and personalized motion imitation. MIRA was designed to help individuals with
movement deficiencies train and improve their efficiency through personalized robotic ex-
ercises that mimic human movements. We trained the framework with a cohort of 10 adult
participants to create these personalized exercises and further validated its effectiveness
with a separate cohort of 5 adult participants. Our experiments demonstrated that this
approach improved the accuracy of the robot’s movement prediction by an average of 15.8%
across all of our 15 subjects” data compared to previous methods, and it holds promise for
personalized therapy, particularly for individuals with autism spectrum disorder (ASD).
As this framework is flexible and can handle complex motions, we plan to expand it to
handle non-periodic movements as well as imitating full-body movements in the future. To
achieve this, we intend to enhance our LSTM/RNN approach by incorporating advanced
techniques such as attention mechanisms and transformer models to better capture and
replicate the complexity and variability of full-body and non-periodic movements.
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