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Charge-coupled devices (CCDs) are a leading technology in direct searches for dark matter because of
their eV-scale energy threshold and micrometer-scale spatial resolution. Recent studies have also
highlighted the potential for using CCDs to detect coherent elastic neutrino-nucleus scattering. The
sensitivity of future CCD experiments could be enhanced by distinguishing nuclear recoil signals from
electronic recoil backgrounds in the CCD silicon target. We present a technique for event-by-event
identification of nuclear recoils based on the spatial correlation between the primary ionization event and
the defect cluster left behind by the recoiling atom, later identified as a localized excess of leakage current
under thermal stimulation. By irradiating a CCD with an **! Am°Be neutron source, we demonstrate >93%
identification efficiency for nuclear recoils with energies >150 keV, where the coincident ionization events
were confirmed to be nuclear recoils due to their topology. The technique remains fully efficient down to
90 keV, decreasing to 50% at 8 keV and reaching (6 + 2)% between 1.5 and 3.5 keV. Irradiation with a >*Na
gamma-ray source does not result in any detectable defect clusters, with the fraction of electronic recoils

with energies <85 keV that are spatially correlated with defects <0.1%.

DOI: 10.1103/PhysRevD.110.043008

I. INTRODUCTION

The detection of low-energy interactions of weakly
interacting particles with atomic nuclei provides a means
to search for the particles that may constitute the Universe’s
dark matter [1] and to measure coherent elastic neutrino-
nucleus scattering (CEvNS) [2]. The experiments developed
for this purpose use an instrumented target to detect the
signal of a recoiling atom over backgrounds from environ-
mental radiation, which are mostly electronic recoils from
radioactive decays in the target and from the interactions of
external gamma rays. Therefore, discrimination between
nuclear and electronic recoils at low energies is a powerful
technique of background suppression. Various realizations
of nuclear and electronic recoil discrimination have been
demonstrated in several targets, including cryogenic calo-
rimeters [3-5] and noble liquids [6,7].

Silicon charge-coupled devices (CCDs) are some of the
most sensitive ionization sensors [8,9] but so far have
lacked the capability to discriminate between nuclear and
electronic recoils. Nevertheless, the DAMIC detector—a
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CCD array operating in a low-background environment
deep underground—performed a highly sensitive search for
low-mass dark matter particles that was competitive
because of the low energy threshold of the detector [10].
Detectors based on CCDs have been successfully deployed
at a short baseline from nuclear reactors to search for
CEwNS [11], although they have yet to reach the sensitivity
required for a positive detection. The potential of CCDs in
the search of CEvNS at the European Spallation Neutron
Source has also been noted [12]. In all these cases,
electronic recoil backgrounds remain a significant limita-
tion for CCD experiments.

In this paper, we demonstrate for the first time event-by-
event identification of nuclear recoils in a CCD by making
use of the spatial correlation of the primary ionization event
with the cluster of defects generated in the silicon lattice by
the recoiling atom that is later identified by thermal
stimulation. This work builds on previous studies of
neutron interactions with silicon indicating the potential
for using crystal defects as a method for detecting the
nuclear recoils from dark matter interactions [13]. Since

© 2024 American Physical Society
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low-energy electronic recoils are not expected to generate
clusters of defects, this strategy can effectively be
employed for nuclear and electronic recoil discrimination
in CCD experiments.

II. METHODOLOGY

Charge-coupled devices are pixelated sensors with a
fully depleted active silicon volume. Free charges generated
in the active volume by ionizing particles are drifted by the
electric field and collected on the pixel array. Since charges
diffuse laterally as they drift, energy depositions that occur
deeper into the CCD volume result in more diffuse patterns
of charge on the pixel array. After a user-defined exposure
time, the pixel array is read out to generate an image, where
each pixel value above the image pedestal is proportional to
the charge collected by the pixel during the exposure. The
images are analyzed to identify clusters of pixels with
charge. Low-energy recoils, for which the track length is
much shorter than the pixel size, result in two-dimensional
Gaussian clusters, whose integral is proportional to the
energy E of the event, whose spread o,, is positively
correlated with the depth (z) of the interaction, and whose
mean corresponds to the (x,y) coordinates of the inter-
action. To minimize noise from leakage current across the
biased device, CCDs are typically operated at low temper-
atures (from 100 to 150 K) when recording ionization
events.

In addition to the primary ionization event, a nuclear
recoil induced by a neutron (or weakly interacting particle)
will produce a cluster of crystal defects in the silicon lattice
by dislocating atoms along its path until it stops, with
nuclear recoils of 2 keV already producing clusters of up to
30 defects [14—17]. Conversely, electronic recoils must
have at least ~260 keV of energy to dislocate single atoms
and produce point defects and at least ~8 MeV to produce
defect clusters [15,18,19]. For clarity, we refer to the
clusters of defects that we detect simply as “defects” to
distinguish them from “clusters,” which refer to contiguous
pixels with charge observed in a CCD image. Such defects
are small relative to the CCD pixel size and can persist in
the silicon after the disordered state of the lattice stabilizes.
Defects in the silicon lattice distort the local band gap
structure, resulting in midband energy states that give rise
to excess leakage current [16], which increases rapidly with
temperature and can result in visible clusters above the shot
noise at sufficiently high temperatures (e.g., 220 K). As is
similar for ionization events, defects are measured as two-
dimensional Gaussian clusters, whose integral is the total
charge from the leakage current integrated over the expo-
sure time.

In this study, we first acquired images with the CCD at
warm temperatures (221 K) to identify existing defects. We
then lowered the temperature of the CCD and proceeded
with a series of cold images acquired while the CCD was
irradiated with an 2*' Am°Be neutron source to measure the

ionization signals from nuclear recoils. Finally, the temper-
ature was increased back to the original value for a second
series of warm images to identify the defects generated
during the irradiation. The data were analyzed to search for
correlations in the (x,y) coordinates between ionization
clusters in the images during irradiation and clusters from
defects that appeared following the irradiation. The experi-
ment was repeated with a >*Na gamma-ray source to
characterize backgrounds due to electronic recoils and
confirm that these recoils do not generate visible defects
and a third time without any source to characterize the
effect of environmental backgrounds.

In Sec. III, we provide the details of the experimental
setup, the warm and cold datasets, and the images for
analysis. In Sec. IV, we describe how we reconstruct the
energy spectrum of nuclear recoils induced in the CCD by
neutrons from the >*' Am’Be source. We first reconstruct the
high-energy part of the spectrum by selecting nuclear recoil
clusters based on their topology (Sec. IVA) and then
extrapolate toward lower energies by subtracting the
expected electronic recoil backgrounds from the
2IAm’Be source (Sec. IVB). In Sec. V, we describe
how we use the warm images to identify the defects
generated during irradiation. In Sec. VI, we present the
results from the search for spatial correlations between
clusters from ionization events in the cold data and clusters
from defects in the warm data, where we demonstrate that
only nuclear recoil ionization events from the **!Am’Be
source show a statistically significant correlation with
defects. Finally, in Sec. VII, we divide the measured
spectrum of ionization events from the >*Am’Be source
that are spatially correlated with defects by the recon-
structed total spectrum of nuclear recoils to obtain the
fraction of nuclear recoils that generate visible defects as a
function of energy.

III. EXPERIMENTAL SETUP AND DATA

All data were acquired in a surface laboratory on the
University of Washington campus in Seattle. The 24-
megapixel CCD (6144 x 4128 pixels, 15 x 15 pm? pixel
size, 670 pm thick) was developed by Lawrence Berkeley
National Laboratory MicroSystems Lab [8] for the
DAMIC-M dark matter direct detection experiment [20].
The CCD system is housed in a stainless-steel vacuum
chamber that is evacuated to ~10~> mbar. Inside, the CCD
is kept fixed in an aluminum storage box, which is screwed
onto a copper cold finger attached to a Cryotel GT
cryocooler. A temperature sensor and heater on the cold
finger are connected to an external proportional-integral-
derivative controller that maintains the temperature at a set
point. A second sensor monitors the temperature of the
storage box, which is estimated to be <5 K lower than
the CCD silicon temperature from thermal simulations. The
system was operated at a storage-box temperature in the
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range 147-221 K. Electrical cables carry the signals to and
from the outside electronics through a vacuum feedthrough.
A 111 MBq *Am’Be neutron source (mean neutron
energy 4.2 MeV; neutron rate 7400 s™!') was used to
generate nuclear recoils in the bulk silicon of the CCD.
To attenuate the flux of gamma rays from the >*'Am°Be
source and to allow for easy removal, the source was
enclosed in a lead vial with wall thickness of 6 mm and
positioned outside the vacuum chamber, as shown in Fig. 1.

Lateral charge diffusion limits the sensitivity to low-
energy recoils and defects, because it distributes the charge
over multiple pixels. Since o,, is inversely proportional to
the square root of the substrate bias [8], we operated the
CCD at the maximum bias of 100 V.

The CCD was read out by clocking charge rowwise into
the horizontal register, where the charge was clocked pixel
by pixel to two charge-to-voltage amplifiers located at
opposite ends of the horizontal register for charge meas-
urement. The CCD can be operated in skipper mode,
whereby multiple nondestructive charge measurements
(NDCMs) of a single pixel are performed, suppressing
the readout noise averaged over N measurements, o,, by
1/v/N. We used a commercial CCD controller from
Astronomical Research Cameras, Inc., to supply the clocks
and biases and to measure the pixel values with a noise of
o,~6e” for N = 1.

T To cryocooler

Temp sen'sor
and heatelr

—_— X

Source
Copper .
cold finger

CCD in
aluminum

Temp ___ .0 box
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Door

Vacuum chamber

Table

l To pump

FIG. 1. Cross section sketch of the experimental setup with
2IAm’Be source positioned outside the vacuum chamber and
enclosed in a 6-mm-thick lead vial.

A. Datasets

Images were acquired in dedicated datasets at two
different temperatures, the details of which are given in
Table I. Each CCD image was exposed for 20 min, during
which time the clocks were stopped to allow charge to
accumulate on the pixel array, followed by readout. First, a
series of 31 warm “preirradiation” images were taken at
221 £ 3 K with a single measurement per pixel, N =1,
resulting in a readout time of 4 min. The CCD was then
cooled at a rate of 0.3 K/min to 147 + 1 K, and ten cold
images were acquired with the >*' Am°Be source in place.
To reduce readout noise, the CCD was operated in skipper
mode, with N = 10, resulting in ¢, ~2e~ and a readout
time of 28.7 min per image.

To preserve the spatial correlation between nuclear recoil
events as they appear in an image and their physical
location on the CCD, the **!Am’Be source was removed
and shielded during each readout. The CCD was then
warmed to 221 +3 K at a rate of 0.5 K/min. Leakage
current in the CCD scales exponentially with temperature
[21] and is a more sensitive probe for the CCD temperature
than the temperature sensor on the storage box. Thus, the
temperature was manually adjusted about the nominal
value of 221 K until the leakage current was consistent
with the preirradiation images, and a second set of 31
“postirradiation” images was acquired. The experiment was
repeated a second time with a 3.7 kBq 2*Na gamma-ray
source (energies 1.37 and 2.75 MeV) in place of the
241Am’Be and a third time with no source to characterize

TABLE I. Summary of images taken at 147 =1 (top) and
221 + 3 K (bottom). Cold 147 K images were acquired during
2IAm°Be or 2*Na irradiation to measure the primary ionization
events with N = 10 NDCMs per pixel. Warm 221 K images were
acquired pre- and postirradiation with N = 1. The background
(bkgd) images were acquired in the same manner but without a
source. The number of images in the dataset, leakage charge, and
pixel noise (o) in the images are provided.

Cold data
ID No. images opix 7]
241Am°Be 10 1.8£2
%Na 10 1.6+ 1
Bkgd 10 1.6£1

Warm data
ID No. images o, [e7] Leakage charge [e7]
Pre-2*'Am°Be 31 198 £+ 13 1690 + 290
Post->' Am’Be 31 192 + 11 1672 £ 295
Pre-2*Na 31 140 + 11 1621 + 181
Post-2*Na 31 141 +9 1710 £ 195
Pre-bkgd 31 139+ 6 1686 + 186
Post-bkgd 31 144 +3 1718 £+ 193
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environmental backgrounds. Each warm dataset took
approximately 13 h to acquire, and the temperature stability
was within 0.3 K for the >’ Am’Be datasets and 0.7 K for
the >*Na and background datasets.

The calibration constant to convert raw pixel values to
number of electrons was obtained for each amplifier from
an image read out with N = 500, where the readout noise
o, = 0.23¢~ was sufficiently low to identify discrete peaks
for the charge in the pixels [22]. This measurement was
performed at a CCD temperature of 147 K prior to
acquiring each of the three sets of cold images, and the
calibration constant was found to be stable within 2%.

B. Images and masks

All images consist of 6400 columns and 2000 rows, with
each amplifier reading 3200 pixels in the horizontal
direction, including 128 past the end of the physical pixel
array. These 128 columns are referred to as the “overscan”
and correspond to measurements of empty pixels that
contain only readout noise. During image readout, the
CCD continues to collect ionization charge from environ-
mental backgrounds, which results in a higher density of
background events in the region of the image that is read
out last. Thus, we read only 2000 out of the 4128 physical
rows of the CCD to decrease the number of pileup events.
To remove the charge left over after this partial readout, the
full CCD pixel array was cleared of charge before begin-
ning a new image by rapidly clocking the charge toward the
amplifiers and dumping it without measurement. The
background leakage charge, which is the average number
of electrons per pixel accumulated from the leakage current
during exposure, is measured by taking the difference
between the average pixel value in a background region
of the pixel array with no ionization events or defects and
the overscan. The pixel noise in the images, oy, was
estimated from the standard deviation of the pixels in the
background region. The pixel noise has contributions from
both readout noise o, and statistical fluctuations from
background leakage charge (shot noise), which is dominant
in the data acquired at higher temperatures and does not
decrease with an increasing number of NDCMs.

For each of the six warm datasets in Table I, we
generated a “median image,” where each pixel value is
the median of the given pixel over all images in the dataset.
Defects, which appear at the same location across the
dataset, are most readily identified in the median images,
while ionization events, which appear only in a single
image, are effectively filtered out. Preexisting defects can
originate during fabrication or may arise over the lifetime
of the CCD. They may be stable over time or may disappear
after temperature cycling (annealing) the CCD to room
temperature. Some prominent, stable defects have enough
charge to overcome potential barriers when the charge is
shifted during readout, causing vertical streaks (“hot
columns”), which can interfere with cluster identification.

To exclude image regions affected by preexisting defects,
we generated a list of pixels, referred to as a “mask,” from
the median images, with a separate mask for each of the
three experiments. The masks include regions where the
pixel value exceeds by 30, the average value of back-
ground pixels in both pre- and postirradiation median
images. Pixels on the edges of the image with coordinates
x <10 or x >6391 and y <10 or y > 1991 were also
masked to exclude noise and baseline transients at the
beginning of image readout and after row shifts.

IV. NUCLEAR RECOIL IONIZATION SPECTRUM

Cold images were processed by first averaging over all
NDCMs of every pixel and then subtracting the pedestal,
representing the average analog-to-digital value of the
background noise pixels. The pedestal was calculated
separately for each column segment of 1000 consecutive
pixels by fitting to a Gaussian function the lowest, most
prominent peak in the pixel-value distribution. The mean
value from the fit was then subtracted from each pixel in the
column segment, and the process was repeated for row
segments of 800 consecutive pixels.

Ionization events in the cold images may be produced by
neutrons and gamma rays from the radioactive sources and
from environmental radiation. We identify ionization
events in the cold (147 K) images as contiguous pixels
each with value > 40,;,. We exclude from the analysis any
cluster directly adjacent to a masked pixel. There is an
upper limit on the size of a charge packet that can be
efficiently transferred to the readout stage and its value
measured repeatedly without charge loss. By comparing the
first and second out of ten NDCMs for each pixel in an
image and noting where the difference exceeded the read-
out noise, we determined saturation to occur at 5530 =+
80e~ for one amplifier and 5250 + 125¢~ for the other.
Since saturation affects the reconstruction of the energy and
topology of the cluster, any cluster containing at least one
pixel above 5070¢~ was omitted from the analysis. The
total charge of every cluster was estimated by summing
over the pixel values. We also evaluated the charge-
weighted mean and variance of the pixel coordinates to
obtain the cluster (x,y) location in the image and the o,,
spread of the cluster, respectively.

The total charge of the event was converted to deposited
energy E (in “electron-equivalent” units eV..) by consid-
ering that an electronic recoil ionizes on average one
electron-hole pair for every 3.8 eV of energy deposited
[23]. The corresponding nuclear recoil energy in eV, was
obtained from the electron-equivalent values using the
parametrized model from Ref. [24]. To determine our
sensitivity to low-energy events in our data, we simulated
pointlike events distributed uniformly in the CCD volume
and introduced them on top of noise-only “blank™ images.
To relate the depth of the interaction with the simulated o,
we used the diffusion model outlined in Ref. [25], with
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parameters obtained from muon tracks acquired with a
similar 24-megapixel CCD and scaled to our substrate bias
of 100 V. By running our clustering algorithm on the
simulated images, we obtain a clustering efficiency >99%
and accurate energy reconstruction down to 0.2keV.,.

A. Identification by topology

Atoms recoiling after scattering with neutrons from the
24l Am’Be source have track lengths smaller than the pixel
size, and the ionization events can be considered to be
pointlike, while recoiling electrons are pointlike only below
~85 keV,.. The extended tracks of electronic recoils above
this energy can be easily distinguished from nuclear recoils
by cluster topology alone, thereby allowing us to select a
clean sample of nuclear recoils to construct the high-energy
spectrum.

The characteristic symmetry of nuclear recoil clusters
can be parametrized by the ratio of the spread of charge in
the vertical and horizontal directions, o,/c,, which is
expected to be unity, and the Pearson correlation coefficient
between the x and y coordinates of the pixels, ¢, which is
expected to be zero. The two variables are complementary,
since o,/0, best identifies clusters that are preferentially
along the horizontal or vertical directions, while ¢ best
identifies clusters that are preferentially along a diagonal.

We define a single selection parameter r =

\/ (1-o0, /6,)* + c* and classify events as high-energy

nuclear recoils if r < 0.03 for £ > 85 keV,, (150 keV,,).
This selection was chosen by comparing clusters in the
24l Am’Be and background-only datasets and considering a
region in o,/c,—c space containing a statistical excess of
events in the >*'Am’Be data.

Figure 2 shows the distribution of r for clusters with
E > 85 keV,, in the *!Am’Be and >*Na data, where the
24Na histogram was scaled such that its integral for 0.03 <
r < 0.1 matches the integral of the 2! Am’Be histogram in
this region. We find 374 clusters with r < 0.03 in the
24Am°Be data. Comparing the >**' Am°Be and scaled **Na
histograms, we conclude that (6.0 £ 1.2)% of the selected
clusters are electronic recoils. The dark blue histogram in
Fig. 3 shows the high-energy spectrum of nuclear recoils
from the **'Am°Be source identified by cluster topology,
where the estimated leakage from electronic recoils,
approximated with the spectrum of clusters in the **Na
data, was subtracted.

B. Extrapolation to low energies

To determine the nuclear recoil spectrum below
85 keV,., we subtract the contribution of electronic recoils
from the >’ Am’Be source and from environmental back-
ground from the spectrum of all clusters in the **!Am°Be
data. Electronic recoils from the *’Am’Be source are
dominated by the primary 4438 keV gamma rays emitted

60

50 — 2418 °Be

[ 1*Na

40

30

Count

20

st +++M+#“ ﬁﬁ

Y in
0 001 002 003 004 005 006 007 008 009 01
r

FIG. 2. Cluster r values (defined in the text) for 2! Am°Be (red)
and %*Na (gray) ionization events above 85 keV,,. Clusters with
r < 0.03 are identified as high-energy nuclear recoils. The
integral of the gray filled histogram is 6% that of the red filled
histogram and represents the estimated electronic recoils in the
24Am°Be data after the selection.

3
10 —t m*Be
%*Na (scaled)
@ high-energy recoils
m low-energy recoils

10?

Events / 5 keV,,
S

1 071 L L1
200 300 500
Energy [keVee]

FIG. 3. Total background-subtracted >*'Am?Be spectrum (red)
and reconstructed spectrum, consisting of the scaled, back-
ground-subtracted >*Na electronic recoil spectrum (gray) stacked
atop the nuclear recoil spectrum (blue). Above 85 keV,.. (dark
blue), the nuclear recoils are the events identified by topology.
Below 85 keV,, (light blue), we assume the nuclear recoils to be
the difference between the 2*!Am°Be and scaled 2*Na spectra.

by the deexcitation of '>C* following ~58% of (a,n)
reactions [26]. The prominent 59.5 keV gamma rays from
24IAm decay are fully attenuated by the lead vial, while
higher-energy gamma rays have negligible intensities
[27,28]. Secondary gamma rays from the inelastic scatter-
ing of fast neutrons from the source and from the capture of
thermal neutrons with nuclei in the setup may also produce
electronic recoils.

To estimate the contribution from gamma rays to the
spectrum, we simulated with Geant4 [29] primary neutrons
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and gamma rays radiated by the 2*!Am°Be and >*Na sources
and propagated them through a model of our experimental
setup, including the detailed geometry and material com-
position. The neutron and gamma-ray spectra for the
241Am°Be and 2*Na sources were obtained from
Refs. [30,31], respectively. Within Geant4 version 10.04,
the Livermore low-energy electromagnetic models were
used to control the electron and gamma-ray transport and
interactions. The low-energy neutron high-precision pack-
age was used for neutron transport, scattering, and capture.
Our Geant4 simulation shows that electronic recoils from
secondary gamma rays, mostly from inelastic scattering in
the stainless-steel vacuum chamber (74%), cold finger
(9%), and lead vial (9%), contribute 26% of all electronic
recoils from the **!Am’Be source. Figure 4 shows the
electronic recoil spectrum from primary and secondary
gamma rays from the **'Am’Be source, which is very
similar to the spectrum from >*Na below 140 keV,,, with a
maximum difference of 10%. Therefore, we use the
measured spectrum from 2*Na as a model of the electronic
recoil background from the 2*'Am’Be source below
140 keV,, and consider the systematic uncertainty from
this choice in Sec. VII. Using the ?*Na data spectrum
accounts for detector effects (e.g., noise, pixel saturation,
cluster reconstruction, cluster selection, etc.) and inaccur-
acies in the simulation that equally affect gamma rays from
the >*'Am°Be and **Na radioactive sources.

Figure 3 shows the measured ionization spectrum from the
24 Am’Be source and the reconstructed spectrum obtained by
adding the electronic recoil spectrum from the >*Na source to
the nuclear recoil spectrum. The environmental background
was subtracted from both the 2! Am?Be and ?*Na spectra. The
24Na spectrum was scaled in amplitude so that the addition of

1 *'Am’Be 4.44 MeV
. 2Am’Be secondary
[ 1*Na 1.37 MeV, 2.75 MeV

—_
Q
S

Events / 2 keV,,

e
o
w

P PR s O |
200 300 400 500
Energy [keVee]

FIG. 4. Simulated spectrum of electronic recoils in the CCD
from gamma rays from the 2*! Am°Be (stacked red histogram) and
24Na (gray) radioactive sources. The spectrum from **Na was
scaled to match the integral of the 2! Am’Be spectrum between 85
and 140 keV...

the >*Na spectrum to the high-energy nuclear recoils iden-
tified by topology matches the total **!Am°Be spectrum
in the range 85 keV., < E < 140 keV,.. The difference
between the scaled >*Na spectrum and the total **'Am’Be
spectrum is then the spectrum of nuclear recoils below
85 keV,, down to our 0.2 keV,, threshold (light blue
histogram in Fig. 3).

V. DEFECT IDENTIFICATION

As discussed in Sec. III B, defects in the CCD are most
readily identified in the median images. To identify defects
that appear during the irradiation of the CCD, we generated
a “difference image” where each pixel is the difference
between the warm post- and preirradiation median images
in each of the three experiments. The noise o, in the
median difference images, presented in Table II, is much
lower than in the individual warm images (Table I), which
results in significant improvement in the sensitivity to
defects.

Candidate defects in the median difference image were
identified by running a clustering algorithm that groups
adjacent pixels with charge > 2.50,;, if at least one pixel
has charge > 80e™ (~4oy;). The total charge of the
candidate was evaluated by summing the charge of the
pixels in the cluster, while the cluster position was
estimated as the charge-weighted mean of the (x,y)
coordinates of the pixels. Clusters directly adjacent to a
masked pixel were omitted from the analysis. Figure 5
shows the charge distribution of clusters in the median
difference images. The >*'Am’Be spectrum shows a clear
excess of clusters compared to the other experiments above
~300e~, which provides clear evidence of nuclear recoil
generated defects. The inset shows the spectrum below
1000e~, which is dominated by clustered noise just above
the 80e~ clustering threshold and decreases exponentially
with increasing cluster charge. We consider candidate
defects to be all clusters with charge > 200e~. While
lowering this value would increase the acceptance for
defects, it would also increase the acceptance for noise
clusters, which interfere with the spatial coincidence search
(Sec. VI). The selection was chosen so less than 5% of the
spatial coincidences in the **' Am’Be data are accidentals.
Table II summarizes the number of candidate defects after

TABLE II.  Pixel noise (6;c) in each median difference image,
total number of candidate defects, number of defects that coincide
with a selected ionization event, and estimated accidentals for the
three experiments.

Experiment o6 [e7] Defects Coincidences Accidentals
21Am’Be 18 +1 6777 3580 168 £ 13
%Na 24+ 1 1570 44 40+6
Bkgd 26+ 1 1879 22 285
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FIG. 5. Charge of clusters identified in the median difference

image (Sec. V) of the warm **!Am’Be (red), **Na (gray), and
background (blue) datasets. The long tail of high-charge clusters
in the 2*!Am’Be data corresponds to nuclear recoil generated
defects. The inset focuses on the region below 1000e~, where the
prominent peak below 200e~ is clustered noise. We consider
clusters with >200e~ as candidate defects and exclude those in
the shaded region in the inset. The dotted red lines show the
defects that coincide with ionization events, minus accidentals, in
the 2*!Am°Be data (Sec. VI).

Am?Be irradiation, 2*Na irradiation, and with no source
(background). Since noise clusters dominate the 2*Na and
background spectra, the fewer candidates in the **Na data
are because of the slightly lower noise in the median
difference image, with no evidence of defect generation.
Conversely, there are ~5000 visible defects above back-
ground that appear following >*'Am’Be irradiation.

VI. COINCIDENCE SEARCH

To correlate ionization events with defects, we performed
a simple coincidence search by comparing the (x,y)
coordinates of each ionization cluster selected in the cold
data to that of all defect clusters above threshold in
the corresponding warm data, requiring that the two
locations fall within one pixel width apart. To estimate
the number of events that accidentally coincide with a
defect, we performed the same coincidence search after
replacing the coordinates of every defect with a random
position in the unmasked region of the image. Table II
shows the number of coincidences and the expected
accidentals in each of the three experiments with the
different source configurations. Only the irradiation with
the 2! Am’Be source shows a statistically significant num-
ber of spatial correlations, with an upper limit on the
number of coincidences above accidentals in the >*Na data
of <19 (95% CL). Considering that there are 1.7 x 10*
ionization events with E < 85 keV,, in the **Na data, this
corresponds to a fraction of pointlike electronic recoils that
are spatially correlated with a visible defect < 0.1%. This is

consistent with the expectation that electronic recoils below
~260 keV do not generate any defects (Sec. II). Thus, we
conclude that the defects that arose during the >*'Am°Be
irradiation were caused by nuclear recoils.

Of the ~5000 defects above threshold that appear
following 2"'Am’Be irradiation, 3580 coincide with
selected ionization events. Another 969 coincide with an
ionization event that contains at least one saturated pixel
(909) or is directly adjacent to a masked pixel (60) and was
already excluded from the analysis. An additional 13% of
defects (~650) do not coincide with a nuclear recoil
because of pileup; i.e., the ionization event is clustered
together with an overlapping event in the image, and the
mean location of the cluster is not the location of the
nuclear recoil. The effect of pileup was estimated by
performing a coincidence search between a representative
sample of nuclear recoils simulated on top of **’Am’Be
cold images and the simulated coordinates of the event as
the location of a defect. To confirm that correlated events
are not missed because the distance requirement between
cluster centers is too small, we increased the distance to
2 pixels, which resulted in 3400 £ 22 coincidences above
accidentals, consistent with the result in Table II.

Of the 3580 coinciding defects, 435 are coincident with a
selected ionization event with E > 85 keV.,, with an
estimated 71 £ 8 accidentals. Of these events, 338 were
identified as nuclear recoils by cluster topology. We
visually inspected the coincident high-energy ionization
events that are not identified as nuclear recoils by topology
and conclude that 14 are likely misidentified because of
pileup with a low-energy event that distorts the cluster
topology but does not significantly displace the mean
position of the cluster. Another five resemble nuclear
recoils that just barely fall outside our selection criteria,
with a cluster r value < 0.04. This leaves 78 coincidences
that are not nuclear recoils based on topology, consistent
with the 71 £ 8 accidentals. Conversely, of the 374 total
ionization events identified as nuclear recoils by topology,
36 of them do not coincide with a defect, consistent with
the 22 £ 5 electronic recoils that we expect to be mis-
identified as nuclear recoils.

Finally, we confirm that the coinciding ionization events
are evenly distributed throughout the cold images. The
241Am°Be data were acquired continuously except for a
four-hour break between the fourth and fifth (out of ten)
images. The number of coincidences above accidentals per
image was 344 £ 10 for the first four and 339 + 8 for the
last six images, which suggests that defects remain stable
for at least the 12 h that the CCD temperature was kept
at 147 K.

The dashed red line in Fig. 5 shows the charge of defect
clusters that coincide with ionization events minus acci-
dentals. The difference between the red solid and dashed
lines at high cluster charge is the defects that are missed
because they either coincide with ionization clusters that

043008-7



K.J. MCGUIRE et al.

PHYS. REV. D 110, 043008 (2024)

Energy [keV,,]

100 200 300 400 500 600
10° T I I I T I
[ coincident with defect (minus accidentals)
102 [l high-energy recoils

[ low-energy recoils

Events / 5 keV,,
S

1
10 200 300 500
Energy [keVee]

FIG. 6. Reconstructed nuclear recoil spectrum from the
24Am’Be source (blue) compared with the spectrum of ionization
events that are spatially correlated with defects (red).

have at least one saturated pixel or are missed altogether
because of pileup. Figure 6 shows the spectrum of the
corresponding ionization events (red markers), together
with the low- (light blue) and high-energy (dark blue)
nuclear recoil spectra from Sec. IV. In Fig. 6, the 19
coincident nuclear recoil events that were misidentified by
cluster topology have been added to the spectrum of high-
energy nuclear recoils. We consider the systematic uncer-
tainty associated with this choice in Sec. VIL.

VII. NUCLEAR RECOIL DEFECT-
IDENTIFICATION EFFICIENCY

The ionization spectra of nuclear recoils and events that are
spatially correlated with defects agree very well at high
energies (Fig. 6), confirming full identification efficiency of
nuclear recoils for E > 85 keV,, (150 keV,,). The agree-
ment continues down to at least 45 keV,, (90 keV,,), below
which point there are fewer spatially correlated events. To
obtain the efficiency in the identification of nuclear recoils
from the spatial correlation between the primary ionization
event and the defect, we divide the coincident spectrum by
the nuclear recoil spectrum. Figure 7 shows the resulting
efficiency as a function of energy, with the electron-equiv-
alent (nuclear recoil) energy scale in the bottom (top) axis.
Above 85 keV,. (150 keV,,), >93% (95% CL) of nuclear
recoils produce visible defects. The efficiency starts decreas-
ing at around 45 keV.. (90 keV,,) to 50% at 2 keV,,
(8 keV,,) and reaches (6 +2)% in the lowest-energy bin
between 0.2 keV,. (1.5 keV,,) and 0.7 keV,, (3.5 keV,,).
This result can be compared to other detector technologies
that feature nuclear or electronic recoil discrimination in the
keV energy range [6,32-36].

The systematic uncertainty in the defect-identification
efficiency comes from the reconstruction of the nuclear
recoil spectrum. For E > 85 keV,,, the uncertainty arises
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FIG. 7. Fraction of nuclear recoil ionization events that are
spatially correlated with a defect above threshold as a function of
energy. The corresponding fraction for electronic recoils is <0.1%.

from inefficiencies in the selection of nuclear recoils by
topology, for which we attempted to correct by recovering the
19 misidentified events in Sec. VI. These events constitute
only 5% of the sample of high-energy nuclear recoils, and the
uncertainty in this correction is at most a fraction of this
value. Below 85 keV,,, the shape of the nuclear recoil
spectrum is a larger source of uncertainty. We investigated
several possible sources of spectral distortion, including the
uncertainty in the energy calibration constant, the spectrum
of residual electronic recoils subtracted from the high-energy
nuclear recoil spectrum, and pileup. We find the dominant
uncertainty to be the assumption that the >*Na spectrum is an
accurate model for the spectrum of gamma rays from the
24 Am°Be source below 140 keV... To estimate the impact of
deviations in the spectral shape of the gamma-ray back-
ground, we reconstruct the low-energy nuclear recoil spec-
trum after applying an exponential multiplicative correction
to the >*Na data spectrum. The correction was chosen to
provide the best match between the simulated >*Na and
241 Am’Be spectra in Fig. 4, with the main effect of increasing
the subtracted gamma-ray background by at most 10%. This
modification results in an increase in the defect-identification
efficiency within the 1o uncertainties in Fig. 7.

VIII. CONCLUSION

We have demonstrated for the first time nuclear recoil
identification in a silicon CCD. The experimental technique
relies on the spatial correlation between the primary ioniza-
tion event and the defect left behind by the atomic dis-
location, later identified by thermal stimulation. Since
electronic recoils do not generate defects, this technique
offers excellent discrimination between nuclear and elec-
tronic recoils down to nuclear recoil energies <10 keV,
competitive with other technologies for the direct detection
of dark matter and CEvNS. As presented in this article, the
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technique can be readily implemented in a CCD dark matter
search (e.g., DAMIC-M [37] and Oscura [38]) to suppress
electronic recoil backgrounds by orders of magnitude and
significantly increase sensitivity in the search for weakly
interacting massive particles with masses >5 GeV ¢~2.

This result is the first step to bring CCD experiments to
the forefront in the search for nuclear recoils from weakly
interacting particles. Future work includes understanding
the lifetime of defects at cold temperatures. If defects are
sufficiently long lived such that the temperature cycle could
be performed at most once a month, the dead time in a dark
matter search could be greatly reduced.

The presented strategy is limited at low nuclear recoil
energies by shot noise from leakage current in the warm
images, which interferes with the identification of faint
defects. Exploring in detail the temperature dependence of
the signal from defects against the background from
leakage current would help optimize the procedure.
Sensitivity could also be enhanced by stimulating the
defects at lower temperatures, where leakage current is
much smaller. Possible techniques include thermally stimu-
lated current analysis [39] and optical stimulation with near
and short-wave infrared light [40].
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