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Abstract. In Pitaevskii (Sov Phys JETP 35(8):282-287, 1959), a micro-scale model of superfluidity was derived from first
principles, to describe the interacting dynamics between the superfluid and normal fluid phases of Helium-4. The model
couples two of the most fundamental PDEs in mathematics: the nonlinear Schrédinger equation (NLS) and the Navier—
Stokes equations (NSE). In this article, we show the local existence of solutions—strong in wavefunction and velocity, weak
in density—to this system in a smooth bounded domain in 3D, by deriving the required a priori estimates. (We will also
establish an energy inequality obeyed by the weak solutions constructed in Kim (STAM J Math Anal 18(1):89-96, 1987) for
the incompressible, inhomogeneous NSE.) To the best of our knowledge, this is the first rigorous mathematical analysis of
a bidirectionally coupled system of the NLS and NSE.
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1. Introduction

Superfluidity is a quantum mechanical phenomenon that is not as well-understood as it is well-known.
Upon isobaric cooling at low pressures, helium-4 gas first liquefies before giving rise to a superfluid phase
below 2.17K. As the temperature drops, the amount of helium in the superfluid phase increases (and that
in the normal fluid phase decreases), until eventually at 0 K, we get a pure superfluid phase. Since its
experimental discovery [3,30] over 80 years ago, this phenomenon has evolved into an important sub-field
of condensed matter physics research. Despite serious and persistent efforts over several decades by some
of the most renowned theoretical physicists, we do not have a unique theory that explains reasonably
well all of the observed properties.

The most striking features of superfluid He-4 are the absence of viscosity and the tendency to flow
against a thermal gradient, which can be observed in quite dramatic experiments of “anti-gravity film
flows” and the “fountain effect” respectively [2,47]. Andronikashvili’s experiment [47] (attenuated damp-
ing of rotating discs as the surrounding He-4 was cooled) showed evidence of the presence of two fluids,
giving credence to Landau’s two-fluid model [33]. The latter is a semi-microscopic theory that treats the
normal fluid as the excitations of a ground-state superfluid, and notes that the two fluids cannot really
be compared to a (classical) multiphase flow where each point in spacetime can be uniquely identified
with a given phase. Using this model, Landau was able to make some remarkably accurate quantitative
estimates (for example, the critical velocity). The success of the two-fluid model led to a search for mi-
croscopic theories, based on quantum mechanics; these efforts were spearheaded by Onsager, Feynman,
Tisza and London, among others. Onsager [39] and Feynman [19] proposed that the excitations described
by Landau are manifested as vortex lines (with quantized circulation) in the superfluid, and this was
experimentally confirmed by Bewley et. al. [8] in 2006.

The transition from normal He-4 to superfluid He-4 is an example of order-disorder transitions [47].
Arguing that this transition is quantum mechanical in nature (given the extremely low temperatures and
the absence of a solid phase even at absolute zero), and taking into consideration the bosonic nature of
He-4, a reasonable approach was to describe the superfluid phase using a weakly interacting model of
Bose-Einstein condensates.® Such an approach led to the Gross-Pitaevskii equation (GPE), also known
in the mathematics community as the nonlinear Schrédinger equation (NLS), which soon became the
most popular superfluid model. It describes low-energy scattering of the condensate particles (at absolute
zero), leading to the well-known cubic nonlinearity. Over the last few decades, the NLS has grown to
become one of the most studied PDE models in mathematics. It has been studied for well-posedness

IParallels between superfluidity and superconductivity had been drawn for quite some time: the quantized vortex filaments
in the former were analogous to the quantized magnetic flux tubes in the latter, and both phenomena were characterized as
order-disorder transitions. Furthermore, following the success of the BCS theory of superconductivity, it became clear that
the same explanation (Cooper pairing) can be extended to the superfluidity of the fermionic He-3.
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in a multitude of scenarios [12], while also being investigated for scattering solutions [16,45]. The NLS
(including a non-local potential) has also been used to model dipolar quantum gases [13,44].

By making a simple transformation of variables, the NLS can be recast as a system of compressible
Euler equations (referred to as quantum hydrodynamics or QHD?) with an additional “quantum pressure”

term [10] of the form pV (%). This system is a member of the class of Korteweg models and has been

extensively studied. Hattori and Li [23] established the local well-posedness of the 2D viscous QHD
equations for high-regularity data, and upgraded this result to global well-posedness in the case of small
data [24]. After including an external potential which solves the Poisson equation, the resulting QHD-
Poisson system was shown to have local strong solutions [26]. Local unique classical solutions were shown
to exist for the same model starting from very regular data in 1D [25]. Furthermore, this result was
made global in time for initial conditions that are sufficiently close to a stationary state, also ensuring the
solution’s exponential convergence to this stationary state. Wang and Guo [49] derived a blow-up criterion
for strong solutions of the QHD equations, and improved it in [50]. Meanwhile, there has been a lot of
interest in weak solutions to QHD-type models. Antonelli and Marcati [4,5] showed the existence of finite-
energy global weak solutions for the QHD-Poisson system, by reverting to the Schrédinger formulation.
In both these works (among others), a novel fractional step method was used: the NLS was solved and
the solution was then periodically updated to account for a collision-induced momentum transfer between
constituent particles (macroscopically, a drag force). The irrotationality of the velocity field (except at
regions of vacuum) was also implemented to characterize the occurrence of quantum vortices. In [29],
the existence of weak solutions to the viscous QHD system in 2D was proven by Jiingel (but with test
functions that vanish at vacuum). These solutions were global in time if the viscosity was smaller than &
(the reduced Planck’s constant). The proof involved the use of the Bresch-Desjardin entropy functional
[7], and a redefined velocity to convert the continuity equation into a parabolic type. Vasseur and Yu
[48] improved this result to include more standard test functions, adding some physically-motivated drag
terms to gain the required compactness properties for |/p. For the QHD-Poisson system (with linear
drag) in T3, non-uniqueness of the global weak solutions was dealt with in [15] using convex integration.
The same paper also established weak-strong uniqueness when there are no vacuum zones.

All of the above discussion on the NLS is valid only at absolute zero. At non-zero (and small) tem-
peratures, as mentioned before, there is a normal fluid as well. This prompts the question of modeling
the interactions between the two fluids. There exist models at various length scales: micro-, meso- and
macroscopic (see [27] for a brief introduction, and references therein for more details). The basic idea in
these models is to intertwine the dynamics of both the fluids, keeping in mind that they can transfer mass
and momentum between themselves. Previously, the authors established global well-posedness of strong
solutions in 2D for a macro-scale model of superfluidity known as the HVBK equations, which are a mod-
ified version of the Navier-Stokes equations (NSE) [27]. In this article, we will consider weak solutions
for a micro-scale model derived by Pitaevskii [40] which couples the NLS (for the superfluid) and the
NSE (for the normal fluid) via a nonlinear interaction that provides a kind of relaxation mechanism. To
the best of our knowledge, this is the first investigation of a model that bidirectionally (see Remark 1.1)
couples the NLS and the NSE. At this stage, it is obligatory to comment on the latter. On the one hand,
the study of the incompressible limit is arguably the most active area of research in applied mathematics
(see [38,41,46] for classical results). At the other end of the spectrum are compressible flows (a little more
realistic in some scenarios), which have also been subjected to intense scrutiny in mathematical literature
[18,34]. In this work, we will occupy a middle ground between the two extremes: an inhomogeneous, in-
compressible flow, which consists of the compressible NSE appended with the “divergence-free velocity”
condition. In 3D, the existence of (local) weak solutions when the initial density is bounded below was
first established by Kazhikov [31], and this was extended to allow for vacuum (regions of zero density) by

2Interestingly, this formulation is used in David Bohm’s pilot wave theory, a deterministic yet complicated interpretation of
quantum mechanics. This posits that a pilot wave (whose dynamics are governed by QHD) guides quantum particles in a
classical manner, at odds with other descriptions, like the inherently random Copenhagen interpretation or the fantastical
multiverse theories.
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Kim [32]. Further improvements were made by Simon [43], by analyzing the weak and strong continuity
at t = 0, and also proving global weak solutions in a larger function space (similar to Kazhikov) than the
previous works. In the case of strong solutions, when the density is bounded below, Ladyzhenskaya and
Solonnikov [36] investigated local (global, respectively) unique solvability in 3D (in 2D, respectively) and
global uniqueness for small data. Using a compatibility criterion on the initial data, Choe and Kim [11]
showed local existence of a unique strong solution when the density is not bounded below. More recently,
Boldrini et al [9] proved the local existence of a unique strong solution for a model of inhomogeneous,
incompressible and asymmetric flow (with density bounded below); this was also extended to a global
solution for sufficiently small data.

This work is most closely related to that of [32] in that we use a similar approach while deriving the
a priori estimates for the NSE. However, we work with a density field that is bounded below (positively)
and not governed by a simple, homogeneous transport equation. The inhomogeneity is a relaxation
mechanism that allows for mass and momentum transfer between the two fluids, as will be seen later on.
The presence of a source term that is not non-negative almost-everywhere forces us to account for the
unphysical possibility of the density becoming negative in a set of positive measure. To avoid this, we
must accordingly limit our existence time. In a departure from [32], we also need a bound on [|Oyul|;> ,

obtained from the lower bound on p and the estimate on H\/ﬁ&guH 2 - This problem was recognized and
t,x

addressed using higher order a priori estimates based on more regular data, and necessitates the stopping
of the evolution of the system before the density reaches zero somewhere in the domain. Furthermore, as
a consequence of the nature of the coupling between the two fluids, we also begin from data that is more
regular than in [32] (but less regular than in [11]), so that we may get an Ly, bound on the normal fluid
velocity. The analysis also entails the use of higher-order boundary conditions on the velocity and the
wavefunction. In turn, these dictate the choice of basis functions used in constructing the approximations
in the semi-Galerkin scheme. We will now discuss the notation used in the article, before describing the
model and stating the results.

Remark 1.1. After the preparation of this manuscript, it was pointed out to us by Pierangelo Marcati
that a coupled 2-fluid model was already used in [6] to analyze superfluidity. We would like to highlight
some key differences in the models which result in a significant departure in the approaches used and
ultimately, the results. In their work, the authors do not permit any mass transfer between the two
fluids, which allows for global-in-time solutions. Moreover, the momentum transfer is unidirectional and
linear, affecting only the superfluid phase (as opposed to the bidirectional and nonlinear nature of the
coupling in this work). Finally, we consider the problem on a smooth bounded domain and require certain
higher-order boundary conditions, while in [6] the problem is set in R3.

1.1. Notation

Let ©(€2) be the space of smooth, compactly-supported functions on Q. Then, H§(2) is the completion
of ® under the Sobolev norm H*®. The more general Sobolev spaces are denoted by W*P(Q), where s € R
is the derivative index and 1 < p < oo is the integrability index. A dot on top, like H* (Q) or WP, is
used when referring to the homogeneous Sobolev spaces.

Consider a 3D vector-valued function u = (u1, u2, us), where u; € ©(92),i = 1,2,3. The collection
of all divergence-free functions u defines ©4(2). Then, H;(2) is the completion of ©4(2) under the
H* norm. In addition, to say that a complex-valued wavefunction ¥ € H*()) means that its real and
imaginary parts are the limits (in the H® norm) of functions in ().

For s € R, s~ is defined to be the set {qg € R | ¢ < s}. For instance, H? denotes all Sobolev spaces H*
for s < 2. Also, the indices may also be specified as a range. Example: L9 (Q) := {LP(Q) | 1 < p < 6}
and HI%?(Q) := {H*(Q) | 0 < s < 2.

The L? inner product, denoted by (-,-), is sesquilinear (the first argument is complex conjugated,
indicated by an overbar) to accommodate the complex nature of the Schrodinger equation. Thus, for
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example, (b, By) = fQ B dz. Needless to say, since the velocity and density are real-valued functions,
we will ignore the complex conjugation when they constitute the first argument of the inner product.

We use the subscript  on a Banach space to denote the Banach space is defined over 2. For instance,
L? stands for the Lebesgue space LP(2), and similarly for the Sobolev spaces: Hj = H3(Q). For
spaces/norms over time, the subscript ¢ will denote the time interval in consideration, such as LY = LfO,T]’
where T stands for the local existence time unless mentioned otherwise. The Bochner spaces LP(0,T; X)
and C([0,T]; X) have their usual meanings, as (LP and continuous, respectively) maps from [0,7] to a
Banach space X. The notation C,,([0,T]; X) is the space of weakly continuous functions over X i.e., the
set of all f € L>°(0,T; X) such that the map ¢ — (g, f(¢))x'xx is continuous for all g € X’ (the dual of
X).

We also use the notation X <Y to imply that there exists a positive constant C' such that X < CY.
The dependence of the constant on various parameters (including the initial data), will be denoted using
a subscript as X <g, k, Y or X < C, 1, Y.

1.2. Organization of the Paper

In Sect. 2, we present and discuss the mathematical model, along with statements of the main results.
Several a priori estimates are derived in Sect. 3. The proofs of the local existence of solutions, and that
of the energy equality, constitute Sect. 4. Finally, in Sect. 5, we establish the energy inequality for the
weak solutions constructed in [32], which have lower regularity than the ones in this work.

2. Mathematical Model and Main Results

The superfluid phase is described by a complex wavefunction, whose dynamics are governed by the
nonlinear Schrodinger equation (NLS), while the normal fluid is modeled using the compressible Navier—
Stokes equations (NSE). The full set of equations, in all generality, can be found in Section 2 of [40]. In
what follows, we use a slightly simplified version of the equations, arrived at by making the following
assumptions.

(1) We consider the commonly used cubic nonlinearity for the NLS. This is done by choosing the internal
energy of the system to be %\1/}\4. We also assume the internal energy is independent of the density
of the normal fluid.

(2) We work in the limit of a divergence-free normal fluid velocity. This means that the pressure is a
Lagrange multiplier, and renders the equations of state and entropy unnecessary. However, due to
the nature of the coupling between the two phases, the density of the normal fluid is not constant.

(3) Planck’s constant (%) and mass of the Helium atom (m) have both been set to unity for simplicity.

(4) For the boundary conditions of the velocity and the wavefunction, apart from the fields being zero
on the boundary of the domain, we also need vanishing derivatives (up to a certain order). This
requirement is purely mathematical in nature, and stems from the nature of the higher-order a priori
estimates. This will be more clear once the estimates are derived.

We now state the equations used in this article.

Oup + ABY = — - A + 2y (NLS)

B = 1 (=¥~ w4 bl = A+ iV Ll 4l (CPL)
9up+V - (pu) = 2ARe(B) (CON)

Oy (pu) + V- (pu @ u) + Vp — vAu = —2AIm (Ve By) + AVIm (¢ Bep) + %V|w|4 (NSE)
)

V-ou=0 (DIV
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These equations are supplemented with the required initial and boundary conditions® on the wave-
function, velocity and density.

¥(0,z) = Yo(x) u(0,2) = ug(x) p(0,2) = po(z) ae x€Q (INT)
u = % =0 ae. (t,x) €[0,T] x 00 (BC)
w:%_82w_831/1:0 a.e. (t,z) € (0,T] x 00

on  On?  On3
where n is the outward normal direction on the boundary, and 7T is the local existence time.

Here, v is the wavefunction describing the superfluid phase, while p, u and p are the density, velocity
and pressure (respectively) of the normal fluid. The normal fluid has viscosity v, and p (positive constant)
is the strength of the dipole-dipole scattering interactions within the superfluid.* Finally, A is a positive
constant that indicates the strength of the coupling between the two phases. The coupling is itself denoted
by the nonlinear operator B.

According to the Schrédinger equation, the wavefunction’s evolution in time is generated by the
Hamiltonian (roughly, the energy) of the system. Indeed, the coupling term B is seen to have the structure
of relative kinetic energy® between the two phases. This is perhaps made clear by recalling that the
quantum mechanical momentum operator (in the position basis) is —iAV. Since the mass has been set
to unity, this is also the velocity of the superfluid phase. The purpose of this coupling is to allow for
momentum/energy transfer between the two phases as a means of relaxation or dissipation.

Having stated the model, the notion of weak solutions to (NLS), (NSE), (CON) and (DIV) [with
initial conditions (INT) and boundary conditions (BC)], henceforth referred to as the “Pitaevskii model”,
is as follows.

Definition 2.1 (Weak solutions®). Let Q C R? be a bounded set with a smooth boundary 9. For a given
time T" > 0, consider the following test functions:

(1) a complex-valued scalar field ¢ € H(0,T; L*(Q2)) N L?(0,T; HE (%)),
(2) a real-valued, divergence-free (3D) vector field ® € H'(0,T; L3(2)) N L?(0,T; H}(£)), and
(3) a real-valued scalar field o € H*(0,T; L?(2)) N L?(0,T; H'(Q)).

A triplet (¢, u, p) is called a weak solution to the Pitaevskii model if:

(i)
v e 120, T; H H (9)

we L20,T; H: () (2.1)

p € L>*(0,T] x Q)

(ii) and they satisfy the governing equations in the sense of distributions for all test functions, i.e.,
T
1 .
[ [ |poe+ 5iv0- Vo - Apsw —ingluPy | ds d
0 JQ

- /Q [o(t = 0) — $(T)@(T)] de (2.2)

3For a justification of the exclusion of t = 0 in the boundary conditions for the wavefunction, see Remark 2.5.

411> 0 (resp. p < 0) is called the defocusing (resp. focusing) NLS.

5There is also the cubic nonlinearity term, which is to say that the relaxation to equilibrium also depends on the potential
energy of the superfluid.

6See Remark 2.4.
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T —
—/ / [pu- 0@+ pu@u: VP —vVu: VO — 2A® - Im(VYBy)| dx dt
0 Jo
— [ lpvua(t = 0) = p(T)u(T)0(T)) do (2.3)
Q

—/ / [p0io + pu - Vo + 2AoRe(YBY)| dx dt = / [poo(t =0) — p(T)o(T)] dz (2.4)
0o Ja Q

where (the initial data) ¢y € HO%H(Q), ug € H§+5(Q) and pg € L™(Q).

Remark 2.2. We note that the last two terms in (NSE) are gradients, just like the pressure term, and
thus, vanish in the definition of the weak solution (since the test function is divergence-free). Henceforth,
we will absorb these two gradient terms into a modified pressure, denoted by p wherever necessary.

The operator B is seen from (CPL) to be a second-order elliptic operator, with time-dependent
coefficients. This causes a few problems:

(1) Even though B is non-negative (shown in Lemma 2.8), and dissipative in nature, the eigenfunctions
of its linear part cannot be used as a basis for the semi-Galerkin scheme employed here. This is
because the eigenvalues and eigenfunctions depend on time, requiring severe assumptions on their
time-regularity. Moreover, the linear part of B does not have a spectral gap at 0: its eigenvalues are
not known to be bounded away from zero.

(2) We also do not expand B into its constituent terms (to transfer some derivatives to the test functions,
for instance), because as will be shown later on, the a priori estimates contain dissipative terms like
| B3| L2(0,7; 4 ())- Thus, separating B will make it impossible to make use of the energy structure
of the model.

We are now ready to state our main results.

Theorem 2.3 (Local existence). For any d € (0,1), let 1 € HOgM(Q) and vy € Hd%H(Q). Suppose pg is
bounded both above and below a.e. in €, i.e., 0 < m < pg < M < oo. Then, there exists a local existence
time T and at least one weak solution (1, u, p) to the Pitaevskii model. In particular, the weak solutions
have the following regularity:

e (o, 7): Hi P () n L2(0,T; Hi () (2.5)
we C(0.7): H; ™ (Q) N L2(0.T: H3 (@) (2.6)
p € L=([0,T] x Q)N C([0,T]; L*(2)) (2.7)

where T depends on e € (0,m), the allowed infimum of the density field (see Definition 2.10 below). In
addition, the weak solutions (not necessarily unique) also satisfy the following energy equality:

1 9 1 2 o 4 2 2
5 IVeulls + 5 IVYlL + 5 10l ) ) +vIIVullze 2 + 20 [BYll72 o
2 z 2 T 2 z 0,t1 = [0,t)17z (2 8)

1 2 1 2 Iz 4
= LAmuolls + 5 IVl + £l aete o

Remark 2.4. The regularity of the solutions seem to suggest that the wavefunction and velocity are strong
solutions. Indeed this is true, as they are strongly continuous in their topologies. On the other hand, the
density is truly a weak solution and is the reason for referring to the triplet as a weak solution.

The proof of Theorem 2.3 will utilize a semi-Galerkin scheme and the Aubin—Lions—Simon lemma for
the required compactness argument. The approach is motivated by that of [32], but we begin with more
regular data. This is because the presence of u in the nonlinear coupling means we are required to control
it in L°°(Q) to prevent the formation of vacuum (and even regions of negative density), as opposed to
H'(2) in [32]. The local existence time will be determined by fixing a positive lower bound on the density.
Several a priori estimates for the Schrédinger equation will be established sequentially, starting from the
standard mass and energy estimates to those of higher orders.
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Remark 2.5. While the boundary conditions for the wavefunction include a vanishing third derivative,

one may observe that the initial condition only belongs to HOg ™ This means that the regularity of the
initial condition can only ensure a vanishing second derivative on the boundary, and is the reason for not
including ¢ = 0 in the boundary conditions. Of course, the boundary conditions are enforced for ¢ > 0 by
using an appropriate eigenfunction expansion for the semi-Galerkin scheme.

Remark 2.6. In an accompanying article [28], we also address the uniqueness of the above weak solutions.
We demonstrate weak-strong uniqueness, i.e., starting from the same data, if there is a weak solution
and a strong solution, then they are identical. We also establish “weak-moderate” uniqueness when the
stronger solution has a regularity intermediate to the weak and strong solutions, provided the data and
the existence time (and/or the initial energy) are small enough.

As is the case with weak solutions in general, the energy estimate derived for the smooth approxima-
tions holds as an inequality when we pass to the limit, due to lower semi-continuity of the norms and
weak convergences. Owing to the regularity of the initial data, we can actually obtain an equality. In the
case of the (less-regular) weak solutions obtained in [32], we will briefly explore the energy inequality,
something that was not discussed in the original work.

Consider an incompressible, inhomogeneous fluid in a smooth and bounded domain © C R3, whose
dynamics are governed by:

O(pu) +V - (pu®@u) + Vp —vAu =0

Op+V-(pu)=0

Vou=0 (2.9)
u(t,00) =0 ae. t>0

u(0,2) = uo(x), p(0,2) = po(x)

In [32], local weak solutions were constructed starting from initial data ug € H}(S2), po € L>(Q2)
and 0 < pg(z) < M < oo a.e. in Q. More precisely, it was shown that these solutions had the following
regularity:

ue L0, T; Hy(Q)) N L2(0,T; H2(Q)); pe€ L>=(0,T x Q) (2.10)
where the time T' depends only on the norm of the initial velocity and the size of the domain.

Proposition 2.7 (Energy inequality for weak solutions of incompressible, inhomogeneous fluids).
The weak solutions in (2.10) satisfy an energy inequality, i.e., for a.e. t € [0,T],

1 2 2 1 2
3 H\/EUHLE (t) +v ||vu||L[20Yt]L§ < 3 ||\/POU0||L§ a.e. t € [0,T] (2.11)
The main achievement in [32] is not requiring the density to be bounded below by a positive value.
Eventually, this manifests itself as a lack of compactness for the velocity, and an inequality in the energy

equation results due to lower-semicontinuity of weakly-convergent norms.

2.1. The Strategy

The nonlinear coupling terms in (NLS) and (NSE) may be the most conspicuous differences between this
model and other standard fluid dynamics models, but the source term in (CON) is the most pernicious. We
will motivate and discuss the strategy towards proving Theorem 2.3, beginning with a simple observation.
Henceforth, we will refer to the linear (in ¢) part of B as By. Thus,

1 1
Bp =B — pl]* = —§A+§|u|2+iu~v (2.12)

Lemma 2.8 (Bj, is symmetric and B is non-negative).
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(2) (,By) 20V ¢ € Hy(Q)

Proof. (1) Starting from (CPL), we integrate by parts and use the fact that the wavefunction vanishes
on the boundary, and that the velocity is divergence-free.

<¢,BLw>/QQZBLw/sz?{;Aw+;|u|2¢+iu~w]
11,
:/52[—2A¢+2U|2¢—W'V¢]¢
~ [ B = o)

(2) Similarly,

.80 = [ 556 = [ 3]-Ja0+ GuPutin Vs iy

1 1 -
SIVolEs + 5 [Pl + [ ud v+ ol
Q Q

> plllze >0

In going from the second line to the third, we used Holder’s and Young’s inequalities to cancel
the third term with the first two terms:

- 1 1
[ 90| < bl 1900z < gl + 51901

.- 1 1
= [ b V6 2~ sl - SVl
(]

Remark 2.9. Note that there is no positive lower bound on (¥, Br1)), so the spectrum of By, need not be
strictly positive.

Thus, by integrating (CON) over the domain, the advective term vanishes and using Lemma 2.8:
d _
— [ pdx= 2ARe/ YBY >0 (2.13)
dt Jq Q

This implies that the overall mass of the normal fluid does not decrease with time. In other words,
the coupling causes superfluid to be converted into normal fluid. However, the RHS of (CON) need not
be non-negative pointwise, i.e., we are not guaranteed that 2ARey) Bt > 0 a.e. x € 2. This means that
the density of the normal fluid may locally decrease to zero, or even negative values. To prevent this
physically unrealistic scenario, we choose our existence time for the solution so as to ensure that the
density is bounded below.

Definition 2.10 (Local existence time). Start with an initial density field py such that
0<m < po(x) <M < oc.
Given 0 < £ < m, we define the local existence time” for the solution as:

T :=inf{t >0 | igfp(t,a:) =} (2.14)

7Of course, the local existence time depends on the choice of € and should ideally be written as T.. However, we will assume
that the value of ¢ is fixed throughout this article, and for brevity, drop the subscript.
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A formal solution to the continuity equation can be written using the method of characteristics. Let
X (t) be the characteristic starting at o € Q. To wit, the characteristic solves the following differential
equation:

d

— Xo(t) = u(t, Xo(t

SXalt) = ult, Xa(0) o)

Xo(0)=aeQ
Here, u is the velocity of the normal fluid. So, along such characteristics,
t —
ot Xa()) = po(a) + 2ARe / BB (r, Xo () dr (2.16)

0

From (2.14) and (2.16), it is clear that a sufficient condition to ensure the density is bounded below
by ¢ is:

T
2A/ [WBY|(1, Xo (7)) dr <m —¢ (2.17)
0
This can be, in turn, be ensured through the following sufficiency:

1
AT 55,2 1B 5, 1o <= (2.18)

0

So, T is chosen small enough that (2.18) is satisfied. The boundedness in space of Bt in the above
condition is what leads to the requirement of rather high-regularity data. The momentum equation (NSE)
is itself handled in a manner similar to [32]. The (NLS), on the other hand, is used to derive increasingly
higher-order a priori estimates, in order to achieve the required bound on B.

2.2. Some Useful Results and Properties

In the proofs of our main results, we will be using (repeatedly, in some cases) the following lemmas.

Lemma 2.11 (Poincaré inequality). For k € N and f € HE(Q), we have ||f|z20) S IV*fllr2)- In
particular, the homogeneous norm is equivalent to the standard Sobolev norm:

1) S 1 ey S 1 e o)

This follows from the standard Poincaré inequality (see Section 5.6.1 in [17]) and an induction argu-
ment.

Next, we will list an analogous result to the above lemma, except that the derivatives are replaced by
fractional powers of the negative Laplacian operator. On a torus (with periodic boundary conditions),
the action of (—A)® on functions with zero mean can be described using Fourier series, to show that
[(=A)*fllez = [ fllg2e = [[fllzs (see Section 2.3 in [41]). Similarly, on the whole space, one can use
the Fourier transform. The case of a (smooth) bounded domain is different—the equivalence between the
homogeneous and regular Sobolev norms doesn’t hold for all indices.

First, we define fractional powers of positive, self-adjoint operators with compact inverses.

Definition 2.12 (Fractional operator spaces). As described in Section 2.1 of [20], for a positive, self-adjoint
operator A (defined on a separable Hilbert space H) with a compact inverse, we will define spaces of its
fractional powers using an eigenfunction expansion. Such an operator A has (see Chapter 6 and Appendix
D in [17]) a discrete set of positive and non-decreasing eigenvalues (say 0 < e; < eg < ez--- — 0), and
the corresponding eigenfunctions ({w;} € C*°(Q)) can be chosen to be orthonormal in the H norm. For
a>0:

e?o‘ |ﬁj|2 < 00

D(Aa) = u = Zﬁj’lﬂj :
j=1 1

o0

J
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where @; = (u,w;) g (the inner product on H) For o < 0, D(A®) is defined as the dual space of D(A™%),
via the inner product (u,v)p(ae) = Ej 1 J ;0.

Lemma 2.13 (Poincaré inequality for fractional derivatives). For s € R,s > 0 and f € H§(R), we have:
1l ) S N=2)2 Fllzz@) S I fllae )

Proof. The statement is actually true for s > —1 (see discussion in [22]), but we are only concerned with
positive values of s. In Section 3 of [20], Fefferman et al prove both the inequalities for 0 < s < 1. For the
case of s > 1, the authors use an induction argument to establish only the first inequality. The argument
can be easily used to prove the second inequality, as shown below.

Let us denote the negative Dirichlet Laplacian by L. Consider £k € N,;0 < r» < 1. We already have
that [[L"ul| > < [lul| 2. Assume this holds for all powers of £ in the range (0, k] for some k € N. Since
k+r > 1, thus D(L¥*") € D(L); this is because of Definition 2.12 and the strictly positive spectrum of
L (see [20] for details). This means any u € D(£**") also belongs to D(L£), implying that Lu = —Au.
Therefore,

||Ek+ru|

The first inequality is due to the inductive assumption, and the last inequality follows from the Poincaré
inequality in Lemma 2.11. The inductive step has thus been established, and the proof is completed. [

|L,2, = ||£k71+rﬁu||L2 ||£UHH2(k 14r) = H*AuHHuk S ||u||H2(k+r)

While deriving the highest-order a priori estimate for the wavefunction, we require the following lemma
as an abstract integration-by-parts.

Lemma 2.14. Let A be a positive, self-adjoint operator with a compact inverse, defined on a separable
Hilbert space H. For s1,s2 € R, 81,52 > 0, and u,v € D(A%1752),

(A% 0, A0 = (A F520)

Proof. Using the notation in Definition 2.12,

(o9}
S1 52 —
(A%ru, A2v) g = g et ep* 0 (wj, wi) o E et ep? 00k

J,k=1 J,k=1
oo o0

_ s1+s2.5 o — s1t+s25 5 = s1Fs

= eyt U005, = E et T 0wy, we) g = (u, AN T2 0) g
k=1 k=1

The following well-known Sobolev embeddings (see Chapter 5 of [17]) will also be useful.

Lemma 2.15 (Sobolev embeddings). For Q a smooth, bounded subset of R3,
(1) HY(Q) C L°(Q) ; HY(Q) € LP(Q),p € [1,6)
(2) H(Q) CL=(Q)V s > 3
(8) HS(Q) € H* (Q) V 5,8’ e R, s > ¢
We will use the Aubin-Lions—Simon compactness argument to extract a strongly-converging subse-

quence, after obtaining uniform a priori bounds on the approximating sequence of solutions. The Lions—
Magenes lemma will prove useful in the final a priori estimate, to bound B in L ().

Lemma 2.16 (Aubin-Lions-Simon lemma). Let Xo, X, X, be three Banach spaces such that Xog € X C
Xq. For 1 <p,q < oo, define

V.= {U S LP(O,T, )(0)7 Oy € Lq<O,T, Xl)}
Then, V € L?(0,T;X) when p < oo, and V € C(0,T; X) when p =00 and g > 1.
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Lemma 2.17 (Lions—Magenes lemma). Let X,Y, X’ be three Hilbert spaces such that X CY C X', and
X' is the dual of X (with the dual pairing denoted by (-,-)). If u € L?(0,T; X) and its time derivative
u' € L2(0,T; X"), then u is a.e. equal to a function in C([0,T);Y). Moreover, the following equality holds
in the sense of scalar distributions:

d
%HUH% = 2<u/au>X’><X

The first of the two lemmas can be found as Corollary 4 of [42], while the second one is proved in [46]
(see Lemma 1.2 in Chapter 3).

Finally, we will also make use of another compactness argument in the context of weakly continuous
(in time) maps to Banach spaces, the proof of which is in Appendix C of [35]. This result will be especially
useful while upgrading the regularity of the density field, from that obtained by the application of the
Aubin-Lions—Simon lemma.

Lemma 2.18 (Weak-continuity in time). Let X be a separable reflexive Banach space such that X CY,
where Y’ (the dual of Y') is separable and dense in X'. For a time T € (0,00), consider a sequence of
functions {f,} such that:

(i) {fn} are bounded in L*°(0,T;X),
(i) fn € C([0,T);Y), and
(#i1) {w, fn(t))y xy is uniformly continuous in t € [0,T] uniformly in n, for allw € Y.

Then, f, is relatively compact in Cy([0,T]; X).

3. A Priori Estimates

In this section, we will derive all the required a priori estimates, using formal calculations. We will assume
the wavefunction and velocity are smooth functions up to the local existence time (with the first four
derivatives of the wavefunction and the first derivative of the velocity vanishing on the boundary), such
that the density is bounded below by € > 0.

Remark 3.1 (Madelung transformation). For completeness, and to make for easier understanding of the
labels of “mass” and “energy”, we would like to point out the following:

(1) By substituting ¢ = Ae® (polar form) in the Schrédinger equation, we are led to a pair of equations
that closely resemble the compressible Navier—Stokes equations, if we identify A = \/% and v =
%VS . Here, p, is the density of the superfluid density and v is the superfluid velocity, while m is
the mass of the superfluid atom. This is known as the Madelung transformation and the resulting
system, the equations of quantum hydrodynamics. This motivates the appearance of ||Vw||%2 in the
energy estimate. ‘

(2) The absolute square of the wavefunction is the probability density of finding the excitation of the
quantum field (a “particle”) at a given point in space-time. This is known as the Copenhagen
interpretation of quantum mechanics. The physical density of the superfluid is thus proportional
to the probability density (the constant of proportionality being the mass of the superfluid atom,
which we have set to be unity).

3.1. Superfluid Mass Estimate
Multiplying (NLS) by ¢, taking the real part, and integrating over Q gives us:

d1 -
G5 10lE: + A [ RedBi =0 (31)
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The Laplacian term on the RHS of (NLS) vanishes due to the boundary conditions:
- -0
Im/q/)Aq/):Im zpﬂ—lm/ww\“':o
Q oo On Q

Using Lemma 2.8, the second term in (3.1) is non-negative, so we conclude that the mass of superfluid
(using the quantum mechanical interpretation of the wavefunction) is uniformly bounded in time:

lllz (8) < loll2  ace. t € (0,7 (3.2)

3.2. Energy Estimate

Acting the gradient operator on (NLS), multiplying by V1, and taking the real part gives:
0 |Vy[* = ~Im(Ve) - AVY) — 2ARe(VY - V(By)) — 2uV [¢]” - Im($Ve) (3.3)
Integrating over 2, we notice that the first term on the RHS vanishes upon integration by parts due

to the boundary conditions.®

Im/ﬂVq/_JAVd):Im w?vg—:f —Im/ﬂwvw2 =0

a0
The second term on the RHS of (3.3) is similarly integrated by parts to yield:

d1l 2 - 2 -
3 IVl = ARe [ AGBG =yt [ V1o v (3.4)

Now, we rewrite the first term on the RHS by replacing” the Laplacian in terms of the B operator,
giving us a dissipative contribution to the energy estimate. Thus,

_ 1, -
ARe/QA¢B¢:—2ARe/Q <—2Aw> By
:—2ARe/ (w—;|u2w+iu-v¢—uwlzw> By
Q

=— 2A||B1/)||i2 +A/ \u|2 Re(JJBw) +2A/ u~Im(V1/7B¢)
v Q

Q
20 [ 0 Re(dB) (35
We have chosen the (NLS) to have a cubic nonlinearity, and this contributes a quartic term to the
(potential) energy. Multiply (NLS) by ¢ and take the real part to obtain:
Or¥f* + V - Im($V9) = —2ARe(Y BY)

Multiplying the above equation with u \1/1\2 and integrating over €2 leads to:
d - -
G510l —n [ VI In(ve) = —2un [ ol Re(3Bv) (36)

Combining (3.4)—(3.6) gives the energy equation for the superfluid phase.

d (1 o 7
- (2 IValI7 +‘2‘||w||‘z§> + 20| By|lz, = A / [ul* Re(By) +2A [ w-Tm(VeBY)  (3.7)
Q Q

8Both the normal and tangential derivatives of 1) are zero on the boundary, the latter because v is zero on a smooth
boundary.
9This trick will be used again for deriving the higher-order a priori estimates.
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Now, to cancel the terms on the RHS, we need to include the energy equation for the normal fluid.
To achieve this, we first rewrite (NSE) in the non-conservative form (see Remark 2.2).

pOsu + pu - Vu + Vp — vAu = —2AIm(Vep Brp) — 2AuRe () Brp) (NSE)

Taking the inner product of both (NSE) and (NSE’) with «, using incompressibility, and adding them,
we arrive at the energy equation for the normal fluid.

d1 - _

G5 VBl + v IVl = =24 [ w (Vo0 ~ A [ juP Re(iB) (38)
Therefore, by adding (3.7) and (3.8), we obtain the energy equation for the Pitaevskii model.

d (1 1 I

< (2 Ipul2s + 5 IV, + & ||w||‘ig) v Va4 24 | By|2: =0 (3.9)

Integrating over [0, T7,

1 2 1 2 M 4 2 2
(3Pl + 5 IV0IE: + 5 W0l ) @+ v IVl s+ 240801, s

=FEy a.e.te€l0,T) (3.10)
where the Ej is the initial energy of the system, defined as
1 1 "
Bo = 5 IVpouollzy + 3 Vo1 + 5 Ivollzs (3.11)
Since we have assumed that the density is bounded both above and below, the energy equation implies:
we Lyl 0Ly nHi, » $elpnHo,NLgnLs . Bye Lyl (3.12)

3.2.1. What Does “B € L[20,T]L§” Imply for 1?7 The coupling is a second order differential operator,

so Bt being square-integrable should intuitively mean that 1 € H2. We will confirm this with a simple
calculation. From (CPL),

1 1
_§A¢:B¢—iu-v¢—§\U|27/1—H|¢|2?/1

= 18012 S1BYlzs + e 0l + [l v, + 0|l o]

1
L (3.13)

Now, using Lemma 2.11, the LHS is equivalent to |[1)|| ;2. We will the last three terms on the RHS,
based on (3.12).

lu- Vel 2 S llall o 199010 (Holder)
S llull g V12 (V90120 (Lemma 2.15 + interpolation)
S llull g 1100 011 (Lemma 2.15)
< ol Wl + el (Young’s inequality)

The constant ¢ is chosen to be small enough that the second term in the final step can be absorbed
into the LHS of (3.13). Similarly, using Hélder’s inequality and Sobolev embedding,

2 2 2
[y ey P P e R P
€T

[RIRd

3 3
2 Sl < el
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Substituting these into (3.13), and integrating over [0, T],
2 3
9010y, 2 S TENBYI s, oo+ el iy [l s + 0T [0l g < 00

Each of the terms on the RHS is finite, according to (3.12). Thus, given the a priori estimates,
By e L[O T]L2 =€ L[0 7]

A further consequence of thls is that the time derivative of the wavefunction can be bounded in a
suitable space, permitting the use of the Aubin—Lions—Simon lemma. From (NLS),

3
HaﬂbHLl L2 S AT* ||B¢||L2 L2 + H1/)||L[10T 2 +MT||¢HL°° | H! <0

= ||¢||L2 rH2 + Hd)HLl rH2 + ||at7/’||L1 L2 <0

Thus, from Lemma 2.16, we can conclude that a sequence of wavefunctions that satisfy the above
finiteness condition contain a subsequence that converges strongly in both L[ ]H [0.2) L[2 ]H 0.1)

[1,6)
L[207T] Lz

3.3. Higher-Order “Energy” Estimate

In this subsection, we will utilize the approach in [32] to derive a higher-order a priori estimate, involving
all the three fields (¢, u, p).

3.3.1. The Schrédinger Equation. Similar to the derivation of the energy equation, we act upon (NLS)
with the Laplacian A, multiply by Az, take the real part and integrate over the domain:

d L ||A¢||L2 = —ARe/(A%ﬁ)Bqﬁ%—uIm/ (A29) \¢| P (3.14)

The first term on the RHS of (NLS) vanishes as a result of the boundary conditions on ¢ (namely, that
all tangential derivatives vanish due to the smooth boundary, and that the first three normal derivatives
are zero):

Im/QAz/?Azzb:Im/mAzZAV—fI /|Aw{

As done before, we will express the Laplacian in (3.14) in terms of the B operator to obtain a non-
negative term and estimate the RHS.

(1)
—ARe / (A?3)) By =ARe / V(AY) - V(BY)
Q Q
——2re [ V(B0 i Vi oo - ulol* 8] - v(B0)
Q
— oA V(B2 + 2AIm/ V(u- Vi) - V(BY)
* Q
1 _
+2ARe/QV(5 lul®> ) - V(BY)

+2AuRe/S)V(|z/z|21/7)-V(B¢)
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2)
ulm / (A20) [[2 4 = — pIm / V(AD) - V(6 )
Q Q
~utin [ ¥ | BG4 V- gl 5 - ol 3] - V(o)
:2u1m/QV (BD) - V() +2pRe/QV(u~w7) V(2 )

—2uIm/QV (; |u|2w) A IRD

JAGI2, + 20 [V (B = 2AIm / V(u- V) V(BY)

+2ARe/QV(2u| w) -V(BY)

+2AuRe/QV(|¢|21/_)) -V(BY)

Thus, (3.14) becomes:

d1
dt 2

+2uTm /Q V (BY) - V(o ¥)
+2uRe /Q V (u- V) - V([ )
optm [ ¥ (; |u|2w) V(6P ) (3.15)

We can now repeatedly use Holder’s and Young’s inequalities to extract out ||V (B1)) || 2 from each of

the first four terms on the RHS (with small enough constants in front to be able to be absorbed into the
dissipation term on the LHS). We use the same inequalities with the last two terms. Combining all this,
we end up with:

d 2 2 < 2 1 9 2 9 2
ZNAYIT: + A VBT S AIV@- V)T + A |V (5l e)|| +o|lwelfel|, (16
L2 e

where 7 1= p? (A + %)
Each of the three terms on the RHS has to be estimated.

(1)
IV (- V)lf7s S IVu- Vo7, + u- V9|7,
SIVal7s IVel7s + llulf < 1A% (Holder + Lemma 2.11)
2 3 32 2
< IVl o [ Aull s [AG]2, + [ Vull}s |AulZ, A2,
(Lemma 2.15 + Interpolation + Lemma 2.11)

(The term |[Ju|| ;- is bounded above by Hu||H% using Lemma 2.15, which is in turn interpolated

between H! and H2.)
(2) We will use the property of a 3D vector field, not necessarily divergence-free:

V(;uﬁ) =u-Vu—wxu
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where w = V x u is the vorticity. We will also note that [|w||» < [|Vul|y» for all 1 < p < oo, thus
rendering the second term of the RHS in the above inequality equivalent to the first (insofar as LP
norms are concerned).

o Gl =l Gt

2 2 2 4 2 .
< g 9l 912 + llullhs V9012 (Hélder)
S IVulls 1 Aulls 1A% + [Vults [A]2:  (Lemma 2.15 + Interpolation)

2 1 2
S HERL

L2

3)

Combining all these into (3.16) results in:

2 < 4 2 - 4 2
I, S 1wl 19612, S 190l v,

~

d 1 3
S1AGIZ, + IVBOIE, S A IVl I 8uls +19ull, 1A,

Y
+IVul}s Aul e +IValzz + 1 V9I5| 1AVIE:  (3.17)

Now, we will use Young’s inequality to extract out ||Au||22 with a certain sufficiently small coefficient
(whose choice will be justified later in this subsection). We also recall from (3.10) that ||Vl <
2Ey a.e. t € [0,T]. In the following, recall that the density is bounded below by e and above by M—i—n”zb—s
(see discussion following Definition 2.10). Let us refer to this upper bound on the density as M’, for
brevity.

d A2 A4M’3
— A7 + AV(BY)|72 S IIVulle IIAwIILz +— IIVulle IIA¢IIL2
dt x xT

AZM’

IVul72 HMJHN + A Vulzz A%

+VEg 1A¢l72 + = 1Au]|7, (3.18)

CM’

(The C in the denominator of the last term is a large constant, and simply to ensure the term is small
enough to be absorbed into a similar dissipative expression on the LHS that will appear from the normal
fluid’s estimates.)

3.3.2. The Navier—Stokes Equation. We will now follow the approach in [32] to derive a higher order

estimate for the velocity field, which will be combined with (3.18) to arrive at a Gronwall inequality
argument. Starting with (NSE’), we first multiply it by O;u and integrate over the domain:

/ |Byul? + ||Vu||L2 =— /Q pu - Vu - Opu — QA/Qcp)‘tu - Im(Vy B)
—2A/ Oyu - uRe (Y B1p) (3.19)
Q

The three terms on the RHS are estimated as follows. Recall that € is the lower bound on the density,
and M’ = M +m — ¢ is the upper bound.

(1)
1 2 3. 2 2
— [ pu-Vu-Ou< = | plowu|"+ =M | |u|”|Vu]
Q 6 Jo 2 Q
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The last term is bounded using Lemma 2.15 and Sobolev interpolation: |lull; o < |Jull i <
1 3 Hy
lullfy el s Thus,
2\l < 3 2
[l (9 S 19, Nl (3.20)

6A
2 [ duetm(vime) < 5 [ plof + 2 1vui, vl
The Bt term is handled via interpolation, while the V1/1 term is bounded using Sobolev em-

bedding. We finally use Young’s inequality to extract the dissipative term, with a sufficiently small
coefficient (C is sufficiently large).

IV4IIZs 1B 5 — IIBwHLz 127 t oA \IV(B¢)IIL2

—2n [ dueuet) < § [ plowk + S Jully 10l 1Bl
Just as in the previous case,

g W12 1By < T2 IBIE, I19ullty 1AL, + S IV (B,

Substituting the above estimates into (3.19)7
1
5 IVullz 5 [ o1l < M Iwal Al + 5 IV B0

+€—2 1wl (1+ 19ulf, ) 140]3, (3.21)

Having obtained equations for the rate of change of ||Vu|| ;. and [[Av||;, what remains is to consider

the “higher-order dissipative” term ||Au||?, in these estimates. Having this on the LHS will allow us to
absorb such terms from the RHS, and set up the required Gronwall inequality. (Note that the higer-order
dissipative term for the wavefunction is ||V (B1)) ||iz7 which is present in (3.18).) To this end, we multiply

(NSE’) by —0Au and integrate over the domain, where 6 is a positive constant whose value will be fixed
shortly.

OVHAU”ig :H/Qp&gu-Au—&—@/ﬂeru-Au—&—QAG/QIm(V@Bw)-Au

+2A6 / uRe(y)BY) - Au (3.22)
Q

Once again, we estimate each term on the RHS.

(1)

20M'
0 [ pouu-du< L faulyy + 2 [ plowf
Q

(2)

0 20M"?
9/ pu-Vu-Au< — |[Aul?, + / uf? |Vl
Q 8 v v Ja

The last term is manipulated just as in (3.20).
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B 8A20
206 /Q n(VEBY) - Au < % auly + 220 (vul2, o2,

2A9/QuRe(1ZB¢) Au<? HAUHLz +220 IIUIILe 11170 1B 17

Thus, (3.22) becomes (c is a positive constant that depends only on Q):

ov 20M’ 29M'2 5 s A
N IVullEs Iaulf, + 5 IV BOIE,
A 9 c

1By, (1+ kuLa) a2 (3.23)

We now add (3.21) and (3. 23) Choosing ¢ = g7, and extracting ||Au||L2 with sufficiently small
coefficients, we absorb into the corresponding term on the LHS. Finally, what remains is:

M
Y ul, + v, + L Al < M e + S v,

+€—2 HBwHig (1 +IVall,) 1AvlE,  (324)

3.3.3. The Gronwall Inequality Step. Having derived the equations for the higher-order norms of u and
¥, and also accounted for the relevant dissipative terms, we now add (3.18) and (3.24):

d 2
= [180I1Z; + v IVuli | + AIVB)IL + IvAoul?, + 17 1Aulzy

AQM/ A4M/3 ) 5 A2 MY 6 4
IVullZs 1A% + —5 IVullpz 1A%l + —5— [ Vullz: A7,

f\J

4 2 2
A [[Vullp2 A%z +Eq ||A¢||Lg]

_|_

M7
M vl + 25 1Bl (14 19ul, ) ||Aw||‘z4 (3.25)

Denoting

X =1+ Aglf7s +v [ Vull7s

2
2 2 v 2
Y = AVBOIZ: + IVedulg: + 57 [ Aullz,

we can rewrite (3.25) as follows:

dx A2MY AAM73 A2M’ A
+Y < | ——X% + X5 4 X5 + - = X%+ yEgX
dt 3 V7 Vo
M/7 A3
+ 5+ ||B¢||L2 (v + X?) X? ] (3.26)

Since X > 1, we set:

AZM AAMP AZMT A M7 A3
C = max + + 1)

4 2
V3 1/7 1/5 +ﬁ+7EO+ l/ll ) 52V2 (V + (327)
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and rewrite (3.26) in a much simpler form.
X
—+v<cC (1 + ||B1/)||ii> X5 (3.28)
We begin by dropping the non-negative Y. Since By € L[20,T] (the T is from Definition 2.10), we can
easily integrate to arrive at:

X()
2
1o (r s 1ot )

where Xo = X (0) = 1+v||Vug |72 + | At 7. < 00, due to the regularity of the initial data. In addition,
T’ is some time that is less than or equal to T from (2.14). Of course, the RHS of (3.29) makes sense
only if 7" is such that the denominator doesn’t become non-positive.

X(t) < a.e. t €[0,7"] (3.29)

1
4

Definition 3.2 (Updated local existence time). Consider T” such that
15
;= 160X¢
Define the local existence time = min {7” from (3.30) , 7" from (2.14)}. (Favoring clarity in subscripts,
we will abuse notation and denote this (updated) local existence time as T).

/ 2
T"+1BYlL, ., (3.30)

With this choice of local existence time T', we observe that
X(t)<2Xy ae te[0,T] (3.31)
Returning to (3.28), for t € [0, T,

dX
v <ox® (14 1Byl < 520x (14 1By,

Integrating from 0 to ¢ € [0, T,

t 15
X(t) — X +/0 Y (1) dr < 32CX} (166’X§) = 30X,
T
:>/ Y (7) dr < 31X, (3.32)
0

Thus, (3.31) and (3.32) imply the following a priori estimates:
we LigrHg . N Lﬁm Hi, . e L[207T]L§7x

o (3.33)
w € L[O,T]HOZ,QC ) BQ/} € L[QO,T]H:I%

Remark 3.3. Note that the actual estimate was \/pOiu € L[207T]Lg26, but in the next (even higher) a priori
estimate, we will need to bound w in LS°, for which we require a bound on O;u in L[ZO’T]L?/,. This is the
reason for working with density that is bounded below, and is one of the differences between this work
and [32].

3.3.4. What Does Bt € L[20,T]H; Imply for 1)? Just as in Sect. 3.2.1, we can confirm our intuition that
Bty € H} is equivalent to 1 € H? (not pointwise in time, but rather in L?), since B is a second-order
differential operator. However, this time, we use the updated a priori estimates from (3.33).

From the definition of B, and using incompressibility,

—%vmp = V(BY) —iVV - (up) — V (; Jul® w) — V([ )

1
= 161 S VB + vl + | (5 1)

L2

+ |Vl v)|
L3
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The Sobolev spaces H*(2) form an algebra for s > %, so this allows us to easily estimate the second
term on the RHS. The third and fourth terms are managed the same way as was done in going from
(3.16) to (3.17). In all, we arrive at:

1llzz e SIVBLe | r2 +llley w2 ¥l m

o.mH

H? ||1/’HLOO H? +NT2 ||¢||L°o (H1 ||¢||L[OT

Flullpe el =

[0,T] [0,T]

Given the a priori estimates in (3.33), we see that ¢ € L[0 T]ng if By € L[o T]H We can now
(slightly) modify the estimate for the time-derivative at the end of Sect. 3.2.1, in particular, its time
regularity can be increased to L2.

10l e, n2 S IBYllzz , r2 + T [l s, 2 +puT? ||w||Loo 1 <0 (3.34)

Once again, using Lemma 2.16, we can infer the strong convergence of a subsequence of wavefunctions
in L2 H[073)
[0,71°°0,z -

3.4. The Highest-Order A Priori Estimate for v

From the previous analysis, we have obtained B € L[20 T]H . However, as pointed out in the discussion

following Definition 2.10, we seek B € L[0 7] o¢. Taking advantage of the embedding H 2+5(Q) C
L (), we will now derive an even higher order a priori estimate (only for ).
We act on (NLS) by (—A)*, for s € (3,3).

DAY+ A(-AY(BY) = — - AC-AYy + (- A) (9 9) (335)

As will be shown in Sect. 4, the semi-Galerkin scheme for the wavefunction is set up using the
eigenfunctions of the penta-Laplacian in Sect. 4.1.1, which have vanishing derivatives up to the 4th order
on the boundary. Since the eigenfunctions are also smooth, we see that they belong to H§(f2). Just as in
Sects. 3.2 and 3.3.1, we multiply by (—A)%, take the real part and integrate over (.

(1)
Re / (~A)G(~A) (B) = Re (—A)*, (—A)*(By))
Q

=Re ((—A) 4y, (-A)H (BY))
= Re <(—A)S*%(—A)w, (—A)S’%(Bw)>

Here, we have used Lemma 2.14. But, this requires that By € D ((-=A)®) = D (((fA)5)3> =

HEs = HO% 0 (The characterization in terms of Sobolev spaces follows by a proof very similar to
Propositions 4.2 and 4.4.)

9
Since B has a second derivative term, this is equivalent to saying ¢ € Hj +6, thus justifying

our choice of boundary conditions (the extra vanishing derivative) for the basis functions of the
semi-Galerkin approximation.

Im Q(_A)s,(/’)(_A)s+lw — Im <(—A)S¢7 (—A)SH@
= I (—8)* b, (~0)™ 3u) = 0
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9
Just as in the previous term, this requires ¢ € H§S+2 = Hj§ +6, which is once again satisfied
given the choice of eigenfunctions in the semi-Galerkin scheme.

)
tm [ (=8)°0(=8)° (017 0) = (=)0 (<8)° (0P )
= ((=8)* 0, (-2) (')
= (A3 (=), (-a)H (wl*w))

This calculation is also justified in a manner similar to the first two terms.

In the first and third terms above, we trade the negative Laplacian for the B operator as done in the
a priori estimates up to this point, and arrive at the following inequality.'°

ENaylE, + Aoy

SA| 2y iw- vy

aafear i, sy cartarn|, @0
L3 L2 L2

Note that choosing s = 0, 2 5,1 leads (respectively) to the mass, energy and higher-order energy esti-
mates from before. Now, we will estimate each of the terms in the RHS of (3.36). Since s — % € (%, 1),
we can use Lemma 2.13 to replace all the terms on the RHS (and the second term on the LHS) by
appropriate Sobolev space norms.

d
SAAY DI, + A IBYI s S Al Vol + Aol ] (3:37)

T [

Hgs 1 H‘%s 1

We set 2s — 1 = % + 6 for some 0 < 6 < 5. Using the algebra property'! of Sobolev norms, along with
Lemma 2.13, we estimate the RHS of (3.37):

(1)
2 2 2 2 2
- Viplgae—r S ullgzs—r (19 ll5ze-1 S llullzz [(=A)%(72
Since we already have u € L[QO 7] H g’x, this term is amenable to Gronwall’s inequality.
(2)

12 0] s Tl g T3 S Tl s

We know that u € L[o T]Hg,w and dyu € L[207T]L925 C L[201T] (Hgym) - L[o 7] (H§I> . So, we can

use Lemma 2.17 to conclude that:

1 [
2 2 2
lull) 5o (8) < Nluoll” g4s +2lullz g2 10cull 2 oz S ol g5 + 4/ ——Xo (3-38)

T

where X is defined immediately following (3.29). For brevity, define
B = HuOH 340+ loll? s

g3t

Thus,

[} s (X3 + B2) 1-arwl,

10Recall that v = p? (A + %)
W £l gr SN Flze gl grr for r > g in d dimensions.
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3)
(R Y R P Y R -3 TN 3

HZS—I ~
x
From the above estimates, we have

/

d . M s
G+ ABols 5 [Nl + (A5 +7) X34 A2 I-arwll, (339
Using Gronwall’s inequality, for all ¢ € [0, T1:

c|Allul|? (A X2T+AE2T}
[ 32 na+ (A2 4+) X3T+AES

I(=2)*9[7 (8) S (=A)*ol 7z € : (3.40)
Using Lemma 2.13, we can simplify (3.40) to:
1413 (6) S Nollrge €27 = 1ol s 2" (3.41)
where
Qr = [A]I\/{Xo + (Ai\i + v) X3T + AE%T} (3.42)
More importantly, we get the sought-after “dissipation bound”:
1BVl 5, zes S A7HQE+ DT [Woll 2. = A3 Q3+ De? [oll g (3.43)

Since 2s —1 = % + 9, the second embedding in Lemma 2.15 allows us to conclude that Bt is bounded
in L[20 T]Lgo. This is the required estimate to ensure that the density remains bounded below.

Remark 3.4. The estimate in (3.38) was not needed in [32]. Indeed, in that work, it was sufficient to

interpolate between L H! and L?H?2 to get a bound in Ltl%‘s H z% 0 In our preceding analysis, however,
such an interpolation would not work due to the high exponent of u: 2 from the |u|2, and another factor
of 2 from the square on the outside. Now, in trying to use Lemma 2.17 (Lions—-Magenes), it is necessary
that the spaces that w and Oyu live in be dual to each other. Therefore, this forces us to have u € ngz
(as opposed to simply H?), which adds the extra boundary condition of a vanishing gradient.

3.4.1. What Does “Bv) € L[20 T]Hgs_l” Imply for )? Once again (and for the last time!), we repeat
the procedure in Sects. 3.2.1 and 3.3.4 to deduce what regularity on the wavefunction is imparted by the
above a priori estimate.

1 1
_§A¢:Bq/;—iu~V1/)—§|u|21/f—/i|1/)|2¢

= 1800z 5 -8B, + e Tl + [l + [l

25—1 25—1
HZ* HZ®

Performing an L? integration over [0, T]:
1
||7/}||L[20‘T]H§3+1 S ||Bi/1||L[201T]H3871 +1 ||UHL<[>5°YT]H§S*1 IWHLF&T]Hgs
102 1 3
+72 HUHL‘[’S’,T]H%A ||1/}”Lf§,T]H35_1 + T2 ||wHLﬁiT]Hgsfl (3.44)

Each of the terms on the RHS is finite (by the preceding a priori estimates). Thus, we have ¢ €

e
L[QO,T} H&:é. By applying Lemma 2.16, we can once again conclude strong convergence of a subsequence

7
in L[20 T]H([J(,);JQ )
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In summary, we have the following bounds:

0o rr3td
weLgmHg, N L[QO,T]H37w ; Oru e L[207T]L§7w

0o §+5 1+§
veLygnHg, N L[20,T]H02,x , O € L[zo,T]Li (3.45)
3
By € L)y

e<p<M =M+m-—cV (t,2) €[0,T] x Q

4. Local Existence of Weak Solutions (Proof of Theorem 2.3)

Having derived the required a priori estimates, we are now ready to establish weak solutions to the
Pitaevskii model. In this section, we will use a semi-Galerkin scheme to prove local existence of solutions
for a truncated form of the governing equations, before passing to the limit to arrive at the weak solutions.

4.1. Constructing the Semi-Galerkin Scheme

Due to the boundary conditions imposed in the Pitaevskii model, the wavefunction is constructed using
eigenfunctions of the fifth power of the negative Dirichlet Laplacian operator as basis, while the velocity
is built from eigenfunctions of the Leray-projected Dirichlet bi-Laplacian operator. We will now describe
both these operators and their properties.

4.1.1. The Truncated Wavefunction. Consider the following boundary value problem (where n is the
outward normal at the boundary, and f € L2):
(—AY¢=f in Q

0 0? 03 ot (4.1)
§:—§= 5:—52—520 on Of)

on  On?  On3  On*

The operator L5 := (—A)?, henceforth called the (Dirichlet) penta-Laplacian, is defined on the space
D(Ls) = H' N Hg (see Corollary 2.21 in [21]). It has a discrete set of strictly positive and non-decreasing
eigenvalues (0 < f1 < fa < 3.+ — 00), and the corresponding eigenfunctions ({b;} € C*°(Q2)) can
be chosen to be orthonormal in the L2 norm and orthogonal in the H2 norm. The imposed boundary
conditions in the Pitaevskii model indicate that this is the right basis to consider for constructing the
wavefunction.'?

For N € N, we define the truncated wavefunction as:

N
N () = dy (Dbi() (4.2)
k=1

where dj) (t) € C.

4.1.2. The Truncated Velocity. We begin by considering the following vector-valued boundary value
problem (where n is the outward normal vector on the boundary, and F € L(QLz is vector-valued):
(-A?v+Vp=F in
V.v=0 in

:%:0 on 0f)

v

12Compared to the Pitaevskii model, there is one extra vanishing derivative on the boundary for these eigenfunctions. This
is to ensure some that the a priori estimates work out. See the handling of the By term in Sect. 3.4.
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When the domain € is bounded and sufficiently smooth, this problem has (see Theorem 2.1 in [37]) a
unique solution pair: v € H2 and p € L2 \ R. These functions also satisfy the following elliptic regularity
estimate:

[l + Pl L2 S I1F 2 (4.4)

implying that the map F' — v is bounded. This map is the inverse of the bi-Stokes operator, to be
introduced next.

We will denote by P the Leray projector (see chapter 2 in [41], for instance), which maps any Hilbert
space H to a subspace H, consisting of only divergence-free functions. Leray-projecting the first equation
of (4.3) eliminates the gradient term, giving (recall that F' is already assumed to be divergence-free):

P(-A?v=F in Q
= @ =0 on 0f) (45)
on

We will refer to Gy := P(—A)? as the (Dirichlet) bi-Stokes operator, defined on the space D(Gz) =
H*N H2. Just as with the Dirichlet penta-Laplacian above, it can be easily shown that the bi-Stokes
operator has a discrete set of strictly positive and non-decreasing eigenvalues (0 < a1 < g < ag-++- —
00). The corresponding divergence-free, vector-valued eigenfunctions ({a;} € C*°(£2)) can be chosen to
be orthonormal in the L2 norm and orthogonal in the H2 norm.

For N € N, we define the truncated velocity as:

v

N
uN(t,z) =) e (tar(x) (4.6)

k=1
where cf) (t) € R.

4.2. The Initial Conditions

4.2.1. The Initial Wavefunction and Initial Velocity. In this section, we will discuss our choice of truncated
initial conditions for each of the fields (wavefunction, velocity and density). We begin by defining PV
(respectively, Q) to be the projections onto the space spanned by the first N eigenfunctions of G
(respectively, L5). Then, we truncate the initial conditions for the velocity and wavefunction accordingly:

ug = PNug by = QN1 (4.7)

3 5
Since ug € H; +6(Q) and ¥ € HE +6((2), it is necessary to establish that the truncated initial conditions
converge to the actual ones in the relevant norms. This is indeed true, and we will now rigorously prove
it. For the wavefunction, the proof is rather straightforward because of the equivalence of norms between
Sobolev spaces and fractional powers of the Dirichlet Laplacian (Lemma 2.13).

Lemma 4.1 (The projection Qu is convergent). Let s € [0,5]. If ¢ € Hy ., then QN NH—S> P, and

; o

1% 0], < 165

Proof. Let ¢ € Hg . be given by:

U= (), by)by

k=1
Then, using Lemma 2.13:

1015 = 12595, = S 8 1w, bil* < oo
k=1



46 Page 26 of 41 P. C. Jayanti and K. Trivisa JMFM

Since the sum is finite, the sequence constituting the series must tend to zero. Thus,
2

l@¥e—wls. = || 3 wobebk| = 3 B 1w b ——0
k=N+1 Hs k=N+1

Finally,
QY. = (=2)5QYY|. < (=2)3¢]}, = 1wl
O

For the case of the velocity, we first have to establish a relation analogous to Lemma 2.13 for the
bi-Stokes operator. We will do this by following the approach in Section 3 of [20]. Since the bi-Stokes
operator is the Leray projection of the Dirichlet bi-Laplacian operator, we will begin with fractional
powers of the latter.

Consider the following boundary value problem (with f € L2). The operator of interest is the Dirichlet
bi-Laplacian, denoted by Lo = (—A)2.

(-A)¢=f inQ
) (4.8)

&= % =0 on 0f)
on

Like the other operators discussed above, the bi-Laplacian (defined on L?) is also positive and self-
adjoint, with a compact inverse. Thus, it has a positive and non-decreasing spectrum (0 <y <y <l3 <
..00), and smooth eigenfunctions ({w;} € C*°(Q2)) that are orthonormal in L? and orthogonal in H2.
Based on elliptic regularity theory (see Corollary 2.21 in [21]), the domain of the biharmonic operator is
given by D(Ls) = H* N H2. Now, recalling Definition 2.12, we establish the domain of the half-power of
the bi-Laplacian.

Proposition 4.2 (Domain of half-power of the bi-Laplacian).
1
D(L3) = Hj
Proof. If u € D(Ls),v € HZ, then:
(L2u,v) = ((—=A)*u,v) = (D*u, D)
Since lj_%wj € D(L2),

1

Sk = (1 2wy, 1y, 2wy) = (Lal; 2wy, L, 2 wy) = (D*(; w;), D*(I), *wy))

D(£})
Sinc? D(Eé ) is defined via an eigenfunction expansion, the 31Lbove equality implies that convergence
in D(L2) guarantees convergence in HZ. We conclude that D(L£3) is a closed subspace of Hj.
Now, if v € HZ with (v,u)gz =0V u e D(LQ%), then for all j € N:
0= (v,w;) + (D%v, D*w;) = (v,w;) + (v, Lawy) = (L + ;) (v, w;)
= v =0= D(L}) = H?

O
1
We will now interpolate between D(L9) = L? and D(L2).
Definition 4.3 (Fractional bi-Laplacian). For 0 < 6 < %, we define the fractional bi-Laplacian as:
1
D(ch) = (D(£Y), D(£3)), (4.9)

where (X,Y )y is the interpolation space between Banach spaces X and Y that are both embedded
in a common vector space. For details on real interpolation (and the K-method), see [20] for a brief
introduction and Chapter 7 of [1] for a detailed exposition.
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Having defined the fractional bi-Laplacian, what remains is to interpolate, and the final result is stated
in the proposition below.

Proposition 4.4. For 0 <0 < 1, D(£%) = H{’.
Proof.

D(ch) = (D(£3). D(£S))

= (L27 Hg)%‘

(4.10)
_ H(gl—20)0+(20)2

= HyY
The first equality is just Definition 4.3, with the observation that the interpolation index is 26 on the

RHS since 0 goes from 0 to % and the interpolation always goes from 0 to 1. The second equality follows

from Definition 2.12 and Proposition 4.2.
The penultimate equality is from the result (see Corollaries 4.7 and 4.10 in [14]) that interpolation of
Sobolev spaces (on a Lipschitz domain) is a closed operation, i.e., yields another Sobolev space. ]

At this stage, we have the domain of definition of the fractional bi-Laplacian. We now return our
attention to the bi-Stokes operator (&2), which involves the Leray projector acting on L. Therefore, to
begin with, we note that D(&3) = H*N HZ N LZ, where Lft is the completion of smooth, divergence-free
functions in the L? norm.

Proposition 4.5. For 0 <6 <1,
D(&%) =D(LyNL3 (4.11)
In particular, D(69) = H3? N L3 for 0 <6 < 3.
Proof. Since the bi-Stokes operator is defined on L2, we have:
D(6%) = (L, D(L2) N LY), = (L> N L3, D(L2) N LY), (4.12)

We would like to use the “intersection lemma” (Lemma 3.4) of [20] in order to commute the interpo-
lation and intersection operations. To this end, we must construct an operator 7' : L? — LZ such that
T|pz = Id (the identity), and T must also be bounded from D(L2) to D(£L2) N L2

First, consider the operator T : D(Ly) — D(S;) given by
T := 62_177/:2
From (4.4), 65" : L2 + D(G,) is bounded, and so we have HG;lthH < |1 fll 2. Thus, for any
f S D([,Q)

n = -1
177 6., = 177,00 = 82 P LT S UPL2AL2 < W2F i S W llpiesy

This shows that T is bounded from D(Ls) to D(S3). Now, for g € L2 and f € D(Ly), since &y, Lo
are self-adjoint and P is symmetric,
9.T5)| = |(9. 67 PLaf)] = (87" 9. PL2S)| = (87" g, L2f)]
= (L2659, /)| <1165 g/l s 1122 S Ngll e 11

S A

5 N
Ld

= [[77]

Since T is linear and D(L,) is dense in L?, we can therefore extend T to T : L? — L?2. This operator
is also the identity on L2, since f € L? can be expanded in terms of the eigenfunctions of G5, and noting
that f € D(S3), we have PLy = Gs.

Using (4.12), the map T constructed above, and Lemma 3.4 of [20], we arrive at the required result.

O
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Finally, we are ready to prove that the truncated initial velocity is also convergent.

Theorem 4.6 (The projection Py is convergent). Let r € [0,2]. If u € H} ., then PNu NH—> u, and
’ —00

HPNUHHQ’E S HUHHgl

Proof. Let uw € Hj , so that

u = Z(u, ag)ag

k=1
Then, using Proposition 4.5:

o0
o2 z
lulliey = 1(S2)ull, = > af [{wan)l® < oo
k=1

Since the sum is finite, the sequence constituting the series must tend to zero. Thus,
2

oo oo
1PV u =y, = || Y wanar| = D af [(walF ——0
k=Nt Hr  k=N+1 o
Moreover,
|PYully, = 1(82)5 PYully, < [[(S2)Fully, =l

O

Given the regularity of the initial conditions, we deduce the convergence of the truncated initial
conditions by applying Lemma 4.1 and Theorem 4.6.

5 3
Corollary 4.7 (Truncated initial conditions are convergent). If vy € H02+6 and ug € H dz”, then

H3HO H3+s
(J)V—>w0 andu(])v — ug.
N —oo N—oo

4.2.2. The Initial Density. Given the initial density field pg € L2 C LS°

>, we consider an approximating

2
sequence p)Y € C1L, such that pi¥ NL—> p, and m < pi¥ < M. (Recall that m < pg < M.) This
approximating sequence may be constructed as follows. For each N € N, define Q% =QU{z ¢ Q:
dist(xz,00) < %}, sothat Q 1+ & Q% for all N. Now, extend pg to pg over .

N+1
. Po z €
PO=m re\Q

(4.13)

Define a mollifier ¢ : R? — R*. It is a smooth, compactly supported (on the unit ball), non-negative
function with unit mass, i.e., [ 5, ¢ = 1. Here, B, is a ball of radius r (centered at the origin). We will
now scale this mollifier in a mass-invariant way: (1 () := N 3¢ (Nx). This means that the support of ¢ s
is in B%. The approximating sequence is obtained through convolution with the mollifier, and restriction
to €, i.e.,

o = (gg *ﬁo))ﬂ (4.14)

The p}) are obviously smooth since convolution upgrades regularity. They are also bounded as required,
because gy € [m, M] and the mollifier has unit mass. Since @ € Qy, we have gy € LP(Q) = L} ()
LP(Q
for p € [1,00), which implies (from Theorem 6 in Appendix C of [17]) that p}’ # po. But, by
— 00
LP(Q
construction, pg = pg in §2; therefore, pév # 00-
—00
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4.3. Approximate Equations

4.3.1. The Continuity Equation. Having described the (truncated) initial conditions and the semi-Galerkin
scheme, we will now establish the existence of solutions to the “approximate” equations, starting with
the continuity equation.

oipN 4+ ulN - VpN = 2ARe(N BN yN)

(4.15)
P (0,2) = pg (x)
where BN = —%A + % ‘uN‘Q +iuN -V 4 p WN‘Q.
Just as in (2.18), we see that the constraint that fixes the local existence time T for (4.15) is:
1
20T || BNyN <m-— 4.16
w ([ HLﬁ;TN]Lgo By HL?QTN]L;O sm=—e (4.16)

Recall that Ty is also updated based on Definition 3.2, to accommodate the Gronwall inrequality
calculation in the a priori bounds. Now, using Lemma 2.15, the a priori estimate for ¢ in (3.33) and for
B in (3.43), and Lemma 4.1, we can choose a local existence time that is independent of N.

[ P e

Nl
St v lfug | gy + 16" 12
S 1+ v uollg + Yol g2
Similarly,

1BY 6™, re SIBYY L s

[0.7x] to, 71 He
1
<SAE (Q%N T 1) e ||| y0s
< A3 (02 +1)eQry .
SA75 (@ +1) e w5
where Qr,, is defined in (3.42). Thus, substituting these estimates into (4.16) gives:
1 1
2eA>TE (1 +vlluoll g + ||1/)0||H3> (Q%N + 1) QT H,(/)O”H%*‘s <m-—¢ (4.17)

It is sufficient to choose T small enough to satisfy (4.17). Since no mention of the index N is made in
the constraint in any of the initial conditions, it is clear that Ty can be chosen independent of N. Having
arrived at the local existence time, we will now establish the analogs of Lemmas 2.2 and 2.3 from [32].
These constitute the existence of solutions to (4.15) and a convergence result for the same, respectively.

Lemma 4.8. Let u¥ € C[OO,T]CS% and YNBNyN e L%O,T]Lgo (uniformly in N ), with u™ (t,00) = 0 and

V- ulN(t,Q) fort € [0,T). Then, (4.15) has a unique solution p" € C'[lo’T]C’wl.
Proof. To avoid having to deal with problems of derivatives at the boundary, let us extend u" to vV €
Ciy 71Cx. such that:
(i) wV =ulN V (t,z) € ([0,T] x Q); in particular, w™ = 0 on the boundary
(ii) w? is supported on an open set EYV such that Q € EV
Consider the evolution equation for the characteristics of the flow.

daN
T wN (¢, 2N (1))

2N (0) =yN € Q

(4.18)

Since w? € C[%’T] C1, there exists a unique solution 2 (¢,y") € C[loj’] C} for some 0 < T < T. Because

wV = u" =0 on 09, for any yV € 99, we have 2 (t,4"V) = y¥ € Q. This implies that characteristics
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starting inside/on/outside the boundary, remain inside/on/outside the boundary. Thus, by uniqueness of

the solution, T'= T and =N (t,y) € C[107T] C} for uV € C[(E)’T] C.

N
Owing to the incompressibility of the flow u”, it follows that det (g;”N) =1, allowing us to conclude
J
that the characteristics are O diffeomorphisms and therefore, invertible:
yV =S =y N (t a")

We will now define the solution to (4.15) along characteristics:

PN (t,x) = p (N (t,2)) + QA/O Re (WBNwN) (r,yN(t—7,2))dr (4.19)

That (4.19) uniquely solves (4.15) can be easily checked using the following property of the “inverse-
characteristics” y(t,z). For any 7 € R,

0 oyt -1+ At x) —y(t —T,7)
Vo) = m, Al
— I x(t—l—At,y)—x(t,y)y(t—T+At,a:)—y(t—T,x)
a A%IBO At x(t + At,y) — x(t,y)
_ Oyt —1,2)
N u(t,x) atx(tvy)

= —u(t, $) . me(t =T, $)

The last equality is due to Euler’s chain rule (also known as the triple product rule). Furthermore, by
choosing an appropriately small existence time 7 (as before), we can ensure that for m < Py < M, we
have m < p™V(t,Q) < M for t € [0, T]. O

Now, we will consider a convergent sequence of velocities and wavefunctions that belong to the finite-
dimensional subspaces spanned by the truncated Galerkin scheme. Given such a convergent sequence,
we show that the sequence of density fields satisfying (4.15) is also convergent, and this will be used to
complete a contraction mapping argument later on.

Lemma 4.9. Forn € N, let ul) € C%’T]Cé and YN BNyN ¢ L[l0 L2 (uniformly inn), with ull (t,00) =
0 and V - ulY (t,Q) for t € [0,T]. Denote by pY € C[l(LT]C; the unique solution to the system:

Qupy +un - Vpy = 20Re( B ;)

4.20
oY (0,2) = ot (z) € C (420

Ch,1Ca Cf, 1 Cd Cho,71C3
s Q N Q o, Q

If uly ul and Y ——— N then p p", where p™V solves (4.15).
n—oo n—oo n—oo

Proof. First, let us define WY := 2ARe(N BN¢N). Since ul € CPCJ, there exists a sequence of char-

N
acteristics x]) (t,y) € C}C} corresponding to the flow, i.e., solving dzt" = ul (t,2}) with 2 (0,y) = v.

(ehier
The assumed convergence of ul) allows us to conclude that 2 —— 2V,

n—oo

Consider the map y — = (¢,y) and define its inverse %Y (¢, z); this is just the inverse of the character-

N
istic, i.e., if the flow were reversed. Due to the flow being incompressible, we know that the matrix 88;

is invertible. Also, as shown in the proof of the previous lemma, %yﬁ’ = —ul - V,yY. This implies that

the derivatives of 3 with respect to both space and time are bounded uniformly in n, ¢ and z. Thus, by

cPcy
the Arzela-Ascoli theorem, we can extract a subsequence that converges uniformly: y¥ —— yV. Just
n—oo

as before, we can show that the solution to (4.20) is

N (tx) = oY (4 (8 2)) + / O (r g (t - 7,2)) dr (4.21)
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Therefore,
t
PN (t,z) — oV () = pbY (4 () + / U (N (t - 7.2)) dr
0

¢
—pév (yN(t,x)) — /0 N (T, yN(t — T,x)) dr
which leads to

P =0 eo <100 () = 20 (W) o, + TN () = O (107) | o

t,x

< HVP(J)VHL:’ lom’ — yN|C?>m

S [ P e L A P

-0
n—oo

Given the convergence of ¥’ derived above, and because p2’ € C1, the first term on the RHS vanishes.

The second and third terms vanish on account of the following argument. Note that W2 has its highest

order term of the form ¥ AN (second derivative), and so the assumed convergence of 12 in the CYC?

norm implies that WY converges in C)C1. This also guarantees that HV\IJnN H Lo Lo is finite, uniformly in

n. (I

4.3.2. The Navier—Stokes Equation. Suppose that the existence time has been chosen so that the density
pN € Ct17 . is bounded below. We will now consider an “approximate momentum equation”, composed of
the truncated wavefunction and velocity fields defined by (4.2) and (4.6), respectively.

PN o + pNuN - vuN + VY — vAuY = —2ATm (WTNBN N ) — 2AuMRe (WBN N ) (4.22)

Recall that the incompressiblity condition is built-in, because the eigenfunction basis used to construct
the velocity fields are divergence-free. Now, taking the L? inner product of (4.22) with aj(x) for 1 < j < N,
we arrive at a system of equations for the coefficients describing the time-dependence of the truncated
velocity fields.

N d N N
ZR%(t)£cg(t) =—v> Dy (t) = > Nt () (t) — 2A8N [t, V] (4.23)
k=1 k=1 k=1

where
R (t) =/QPNaa"ak
Dy = [ (Vay): (V)
Niu(®) :/QpN (ar - V)ai - a;

SN(t,cN) = /Q a; - [1m (VEFBY()0™) + u¥ (V) Re (BB (¥ ) )|
Since we have both lower and upper bounds on the density in the chosen interval of time, we can
use Lemma 2.5 in [32] to show that the matrix R (t) is invertible. Therefore, we arrive at the desired

evolution equation (written vectorially) for the coefficients ¢ (t).

%CN =—v(RN)'D N — (RV)TH NN 1 N @ N = 20(RN) TSN (¢, ) (4.24)
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4.3.3. The Nonlinear Schrédinger Equation. As in the previous section, we will derive an evolution equa-
tion for the coefficients of the truncated wavefunction, by considering an “approximate NLS”.

N = —%A@bN — ABY YN — (A+ i[NP N (4.25)

Recall that B, = B — p |7,/1|27 i.e., the linear (in v) part of the coupling operator. Performing an L?
inner product with b;(x):

N N

d 1 1 )

SN () = AN ()~ MY INWAN ()~ (A+ i Y GormdY VAN (420)
k=1 k,l,m=1

where
1 1
Lﬁ‘vfc(t)=/ bjBivbkzg/ Vbj-ka+§/ |uN|2bjbk+i/uN-ka b;
Q Q Q Q
Gikim =/ b;brbibm,
Q

Written vectorially, the evolution equation for the coefficients d;v (t) becomes:

= 5 Bad¥ — A LN - dN — (A+i)p G=(dY @ dN @ dV) (4.27)

1
where Bij = ,Bis (5”

4.3.4. Fixed Point Argument for the Coefficients. For a fixed N, we will now show that (4.24) and (4.27)
have unique solutions that are continuous in [0,7]. For the remainder of this section, we will drop the
superscript N on the coefficients, for brevity. Furthermore, we will also use ¢ (and respectively d) to refer
to a vector in R (and respectively in CV). We will not have any reason to call upon the individual
coefficients ¢y, co, ...cy (and respectively dq,ds, ...dy). The subscripts used in this section will refer to
the iterates used in the fixed point argument to construct solutions to (4.24) and (4.27).

Let us start with initial vectors ¢y € B,, C RY and dy € B, . C CN, where we recall that B, is a ball
of radius r centered at the origin. Now, we will define the iterative mild solutions to (4.24) and (4.27) as
follows. Forn =1,2,3...,

Cnt1(t) =co+ /0 RHS[cy]dr
(4.28)

t
doir (1) = do + / RES[d,]dr
0

where RHS[c,,] is the RHS of (4.24) for the iterate c,, and similarly for RHS[d,]. For the inductive
argument of the contraction mapping, let us assume that |, (t)| < s. and |d, (t)| < s4, for some positive
real numbers s., $4.

(1) The self-map: From the polynomial structure of the nonlinearities on the RHS of (4.28), it is easy
to see that:

lent1] < 7o+ kT [sc + 82+ (1 + 5.)82 ((1 +50.)% + 53)]

4.29
|dpt1| < rg+ kaTy [sd + (sg + 8c)Sa + sz] ( )

where T, and T, are the existence times for the iterative scheme, and k., k4 are positive constants.
We will first choose s; large enough that r; < %si, for i € {¢,d}. Then, we will choose T, T,; small
enough so that the second terms on the RHS of (4.29) satisfy k;T;[...] < ry, for i € {c,d}. These
choices ensure that starting from ¢,, € B,._, we will end up at ¢,+1 € B,, (and similarly for d,,).
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(2) The contraction: Beginning from (co, do), let there be two pairs of maps (¢n, d,) — (¢nt1,dny1) and
(¢, dy,) = (Chy1,dyyq). This implies:

|ent1 — | < kT |[RHS[c,] — RHS|C]|

\dnir — dy | < kaTy|RES[d,] — RHS|d,)|

Since the “RHS” terms are polynomials, one can easily make these contractions by choosing
T., Ty sufficiently small. At this stage, these times are functions of the size of the initial data r.,r4.
Using a standard bootstrap argument, we can find a maximal time'® and call it T

(4.30)

Using the Banach fixed point theorem, we conclude that the sequences {c,(t),d,(t)} converge to
{c(t),d(t)} € C[0,T)], respectively.
Remark 4.10. Recall that we dropped the superscript on the coefficients at the beginning of Sect. 4.3.4.
Restoring this, we realize that the limits of the above iteration are actually ¢V (¢) and d™(t), and each
of them are N—dimensional vectors. In what follows, we will continue to use subbcripts to refer to the
different iterates, and not the components of the vector of coefficients. For instance, ¢ will denote the
n-th iterate of the vector ¢?.

For a pair (u?,¥Y), equivalently (c),dY), using Lemma 4.8, we can find a solution p?. Owing to

the smoothness (in space) of the eigenfunctions used in the truncated velocity and Wavefunction and
0 ~1

c;C,
the above fixed point argument, it is easy to see that u) ——% u¥ and ¢} ——% G C 2, N . Therefore,

n—oo n—oo

performing an iteration on the triplet (c,dY, p) and using Lemma 4.9, we conclude that the sequence

PN converges to p’V € C[o 7] C’O

Remark 4.11. Note that by taking pf’ € Ck, we can get a solution p € CPCF in Lemma 4.8. Similarly,
0k—1

c!
in Lemma 4.9, with p)Y € CF, we can easily show that pYY ——*— pN. The idea behind this is that

N N have C™ regularity in space, but only C° regularity in time.

4.4. Weak and Strong Convergences

4.4.1. Compactness Arguments. Let us now extract convergent subsequences from the a priori bounds
n (3.45).
(1) Density: We know that p™¥ € C°([0,T];C%) c L>=(0,T; L?). Also, from (4.15),

100" s, et ST @)y + [Re@FBY )

||L2 2

—1
0.7 >

< Hu pN||L2 L2 + H ¢NBN?/1N)’
o

Sl L PR || NWHL

The second inequality is due to the (compact) embedding Li C H; ! for bounded domains. All
the terms in the last line are (uniformly) finite by virtue of the a priori bounds in (3.45). Therefore,
using Lemma 2.16, we conclude the following strong convergence'* of a subsequence:

L[0 7] L2

(4.31)
<T3

[0, T]

CYHY
Nt L) (4.32)

N—o0

I3 This is the same as the local existence time defined earlier, due to the a priori estimates. The latter guarantee that as
long as the density is bounded below, the energy of the system is bounded above, implying that the coefficients of time
dependence are bounded.

14Refer to Sect. 1.1 for the notation used in the case of Sobolev spaces of the z-variable.
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Consider a (relabeled) subsequence p™¥ that strongly converges to p in C([0,T]; H;!). For a.e.
s,t € [0,7] and any w € Hg,

t
(O () = ™ (5), ) ey = ( / 0up™ A7, w) 1111

t
< [ o]

showing that (p™ (t),w) -1 gy is uniformly continuous in [0, 77, uniformly in N. This, along with

1
ar @l < (= s)2 HatpNHLﬁ) nHs el

Lemma 2.18, allows us to conclude that p? is relatively compact in C,, ([0, T]; L2).

Now, we will extend the strong convergence of the approximate density fields to include the
strong L? topology in space, i.e., we want to show that p™¥ (or an appropriate subsequence) converges
to p strongly in C([0, T]; L2). For this, we will adapt a classical argument (see, for instance, Theorem
2.4 in [35]). First of all, we will need to perform a mollification, so we will extend the density field
p, which is in L>([0,T] x ), to all of R? by simply defining the density outside £ to be m. Observe
that we can also extend the velocity u (and its first derivative) and the wavefunction ¢ (and its first
three derivatives) to be identically zero outside 2. Combining this with the fact that characteristics
starting inside/on/outside 02 remain inside/on/outside 9 (see proof of Lemma 4.8) tells us that
the density outside the domain remains m at all times. Now, just as in Sect. 4.2.2, we will define
a sequence of mollifiers ¢, (z) = h%g“ (%), where h will eventually be taken to 0. We are now ready
to establish the well-known “renormalized solutions” of the continuity equation. Consider a weak
solution p of (CON), and mollify the equation to obtain:

Oipn +u-Vpr =V, +13 (4.33)

where g, = g * (p, ¥ = 2ARe(@B@D), and rp = u - Vpp — (u-Vp),. We multiply this by R'(ps), for
a C! function R : R — R. This yields:

MR (pr) +u- VR(pp) = %/(ph)[\l/h + 7] (4.34)

From Lemma 2.3 in [35] and the boundedness of R’ (uniform, since p only takes values in a
compact subset of R), we can see that R’ (pp,)r, vanishes in L?([0,T]; L2) as h — 0. Similarly, using
a test function o, we can take a distributional limit of the terms on the LHS (use properties of
mollifiers—see Theorem 6, Appendix C in [17]). Lastly, as we will demonstrate shortly, ¥ and B
have enough regularity so that we may pass to the limit in (4.34). Thus, we have shown that if p is
a weak solution of the continuity equation, then JR(p) solves (in a weak sense)

R(p) +u- VR(p) = R (p)¥ (4.35)

Taking the difference of (4.33) for two different parameters hq,hy > 0, we then multiply the
resulting equation by (pn, — pr,) and integrate over €2 to obtain:

d1 2
3 lom =l = [ (= 1) (W, = W) + (0, =)

< llons = pnallze (190 = Wnallg + Irn, = rnall e

which implies, by Gronwall’s inequality:

tes[%%] th1 = Phs HL% 5 ||p(0) * Chy — p(O) * Chy HL% + T% [”\I]fh — U, HLer + ||Th1 - rhz”L%x}

All of the terms on the RHS vanish as hy,hs — 0, thus giving us a Cauchy sequence in
C([0,T]; L?). Hence, pj, converges to p in C([0,T]; L2). We have, so far, proved that our “original
approximations” of the continuity equation p"v converge in C,,([0,T]; L?) to p, and that the latter
also belong to C([0,T]; L2). To achieve what we set out to do, i.e., that p¥ converges strongly in
C([0,T]; L?) to p, it remains to show convergence of the norms. Explicitly, if there is a sequence of
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times N — ¢, then we need p™¥ (t) to converge in L2 to p(t). Returning to (4.15), we look at its
renormalized version with R(z) = 22, and integrate over 2 (and then from 0 to V) to get:

L@@ = [ o+ 20k | " [ o

Since we know that p € C([0,T]; L2), we can do the same calculation with (CON), except the
time integral goes from 0 to ¢.

L7 = [ (o + 2k | t | s

We now subtract the last two equations, and take the limit N — oo. Recall from Sect. 4.2.2

L2
that pf’ —= po, to cancel the first terms on the RHS. What remains is:

Jim | [ e? = [ 2| = 2ame i V [~ = i m ey
/ / TN ) BYN +/ /prN — BY)
+ / /Q OB

Thanks to the uniform boundedness of /N BNy in L[l0 T]H"‘ , we can use the strong con-

vergence of p to p in C([0,7]; HY ) to handle the first term on the RHS. The second and third
terms follow from simple Holder’s inequalities, once we have established the strong convergence of
the wavefunction and of B, both of which will be done later in this section. Finally, the last term
is integrable on [0, 7], so as t — ¢, it vanishes. In summary,

0752
N Gila, (4.36)

N—o0

Remark 4.12. In [35], the well-known renormalization procedure was used to show (for the continuity
equation without the source term) that p" converges to p in C([0,7]; L?) for 1 < p < co. We have not
pursued general LP norms here; only the case p = 2 is considered. In addition, the absence of a source
term in [35] meant it was sufficient to use R € C(R). In our case, we require R € H*(R) C C(R).

(2) Velocity: According to the a priori estimates, u™ € LF&T]H2+6 N L[20 7] d , and oV € L[QO’T] L? C
L[20 T]H . Thus, Lemma 2.16 implies
L?HZ
uN Ly (4.37)
comstT

with the convergence being strong (possibly of a subsequence). Moreover, since u € L[QoyT]Hi;
and dyu € Lf, T]L2 C Liy (Hg;) C Ly (Hg;) , we can use Lemma 2.17 to deduce that

ue C(0,T); H} :6). Thus, the velocity attains its initial condition in the strong sense.

(3) Momentum: Based on the above results on the strong convergence of p?¥ and v’V (and in particular,
the L L2° bound on the latter), it is easy to see that pNu® and pNuN @u” converge in C([0,T]; L2)
to pu and pu ® u, respectively.
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Remark 4.13. This is a good time to point out some interesting aspects of the calculations performed
n [32]. Since they did not have a positive lower bound on the density, there was no way to uniformly
bound d,ul, i.e., a strongly convergent subsequence of u¥ could not be identified to manipulate the
nonlinear (advectlve) term. The workaround this was to first show pNu® converged to pu in distribution
(smooth test functions), and then use the uniform boundedness of pNu¥ in L2(0,7T;L2) to extract a
subsequence that converged weakly to some g. From the uniqueness of weak limits, it was argued that
g = pu. After this, a uniform bound on u™9,p" was derived, and combining this with one on p"o,u’v
the quantity 0;(pNu’") was uniformly bounded above (in an appropriate negative-order Sobolev space).
Thus, compactness easily follows, to extract a strongly convergent subsequence p™¥uN — pu. This allowed
to show a weakly convergent subsequence for the nonlinear term p™uY ® u. The important takeaway
from this brief detour is that the lack of a uniform bound on d;u” was the main issue in [32]; the strong
convergence of the density in C([0,7]; L2) (even in the L2 norms) could have very well been established
given the framework of their proof.

(4) Wavefunction: We have oV € Lgg Hi F 1 L2 1 He M and 0N € L3 4 L2 C L2 1 HY . Thus,

Lemma 2.16 implies

e (4.38)

Just as in the case of the velocity, combining v € L[zO T}HO%:(S_ and O¢p € L[207T]Li -
L[20 7] (Hé:67>*7 we can use Lemma 2.17 to get ¢ € C([0,T]; HZ—HS) Therefore, the wavefunc-
tion also attains its 1n1t1a1 condltlon in the strong sense. Finally, using (4.37) and (4.38), we can also
conclude that BNyN —7=, Ol —225 B

(5) Initial conditions: By construction (Sect. 4.2.2), we have pi’ La, po- Also, Corollary 4.7 states that

3 5
. 5+0 5+0 .
ud) and 1} converge to ug and vy in H7 = and H; ", respectively. For the momentum, we have:

oy = povoll s < 0§ — ol s ] 3~ wolls (439

Using the embedding HI%M C L to handle the velocity norm in the first term of the RHS, it
is easy to see that the initial momentum converges in the L2 norm.

(6) Time derivatives: From (3.45) and (4.31), we know that 9,v", d,uly € [0 T]L - L[o mnHz 1 and
op™N € L[201T] H ' (all uniformly in V). In other words, all the fields are in H[ T ]Hz and a weakly
convergent subsequence can be extracted in the same Hilbert space. Thus, the final convergent fields
also belong to H [107T]H —, implying that they can be used as test functions, which is justified by

interpreting the integral over (2 as an inner product between functions from a Hilbert space and its
dual.

4.4.2. Passing to the Limit. We finally return to the weak solution of the Pitaevskii model, as defined
n (2.2)-(2.4). First, observe that (4.23) is obtained by taking the L2 inner product of (4.22) with a;
(eigenfunctions of the bi-Stokes operator), for each j € {1,2,... N}. Therefore, we can multiply (4.23)
by some % € C*°([0,T]) and sum over j from 1 to some N’ < N. Combining this with (4.15), and
integrating over [0, T:
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T N’ N’
—/ / pNulN -9, Zn;’aj + pNuN @ Vv Zn;’aj
0 Q j=1 j=1
—vVuN VY nta; | 24 Zn] a; | - Im(VNBNyN) | dx dt (4.40)

N
:/ Py up 277; — pM(T)u™(T) Zn}-‘(T)aj dx
j=1

A similar procedure with (4.25) and (4.15) yields

N/
1
/ / YN o, E 77wb + sz/}N'v E :n;!)bj
i=1

N’ N’
—A Zﬁbﬂ' BNyN —ip ZW’U WJN]QWV drx dt (4.41)
— -
N’ N’
:/ GO | Do =)y | =N @) | o nFmp | | da
Q = st
and
T N/ N/
_/ / PN o, ZU?’UJ' +pNulN v Zn?vj
o Ja = =
w20 [ S nfv; | Re (X BYeN) | do di (4.42)
j=1

N’ N’
- /Q A [ S nty; | — ¥ ) [ Sty | | do
j=1 j=1

where 7’ and 77;-1 also belong to C>°([0,T1]), except that the former takes complex values and the latter,
real values. The functions b; are the eigenfunctions of the penta-Laplacian, used earlier for setting up the
semi-Galerkin truncated wavefunction. Finally, the sequence v; € C°(€2).

The linear combinations just considered, like Zj\il n;a;, fit the criteria of test functions in Definition
2.1. Therefore, for a fixed N’, with all the weak and strong convergences in Sect. 4.4.1, we can pass to
the limit N — oo in (4.40), (4.41) and (4.42). This leads us back to (2.3), (2.2) and (2.4) respectively,
with the caveat that the test functions are still smooth in space and time. The test functions appearing
in Definition 2.1 had space-time regularities that were in Sobolev spaces, and can thus they can be
approximated by smooth functions (with the appropriate boundary conditions, which explains the choice
of the bases used in the semi-Galerkin truncation). Hence, we can now pass to the limit N’ — oo to
obtain the required regularities of the test functions and in turn, the weak solutions we seek.
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4.5. The Energy Equality

The smooth approximations to the weak solutions satisfy an energy equality, given by (3.10) and (3.11).

(Gllve

1
T kCal PR Ul P TORSA L RN TS

j0,6) 4z
L [N N
= - U
2H Po Up

From our choice of the initial conditions and their approximations (see Sect. 4.2), we can ensure that
as N — oo, the RHS converges to the initial energy Eq defined in (3.11). Indeed,

2
(I IRV AR TR
Q

< [10d = poll o s [15e + ool e

— 0
N —oc0

2

L2
. ) ) (4.43)

FoIv I + B ellL, aete o)

2
L2

2
2
- ||Vp0u0||L§
LZ
\ (4.44)

Jug” + woll g [|ug” — woll

Moreover, based on the results of Sect. 4.4.1, we can conclude that all the terms on the LHS converge
strongly to the corresponding terms with the approximate solutions replaced by the weak solution. (The
first term on the LHS can be dealt with the same way as the first term on the RHS in (4.44), by simply
including a sup, outside the absolute values.) g

This completes the proof of Theorem 2.3—local existence of weak solutions and the energy equality.
We will now give a quick proof of Proposition 2.7.

5. Proof of Proposition 2.7

Using the approximate solutions, it is easy to see that the corresponding energy equation in this case is
given by:

1 2 2 1
sV, v 9, =5 V| ae e (5.1

The bounds (uniform in N) on the approximations, and their convergence properties are as follows.

v

2
L2

2’ HuNHLng HL> ||UNHL[20,T]H§ ’ HatpNHLfg,T]H;l <C

L2, L 7]
1 1
v < pN(t,z) < M + v oe (L2) €(0.TxQ) (5.2)
LY L7
Pév pPo u(])v o

where the constant C' depends on the initial conditions, the time 7. As explained in Remark 4.13,
compactness arguments were used to extract some strongly convergent subsequences (relabeled).

(5.3)

Given these estimates, the RHS of (5.1) can be shown to converge to % H\//TOUOHig in exactly the
same way as (4.44). Due to the weak convergence of u” in L2(0,T; H 4.2), and the lower semicontinuity
of the norm, we have Hv“Hiﬁng < liminfy_ e HVUNH;O S What remains is the first term on the
LHS, and we will proceed as follows:
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[t =ond] = [ [ s [7 ] -

. (5.4)
1
< T = g [ ey + [0 = 0 g

The first term vanishes due to the strong convergence of pNu?, while the second term goes to zero due
to the weak-* convergence of u. Thus, we conclude that H v pNulV ‘

Ly L2 converges to H\/ﬁuHL[QO’T]L%.

Let us now define

ORIV BRORAIOF N P (5.5)
We have shown that HfNHL2 — | fll2- From a calculation mirroring that in (5.4), it is easy to sece

that fV 2 f,ie., forall © € C[0,T], impn_oo fOT(fN—f)Q = 0. Furthermore, since the RHS of (5.1)
converges strongly, it is bounded; therefore,

| f N H 12 is also bounded!® uniformly in N. We can extract
t

2
t

a subsequence (relabeled) that is weakly convergent in L2(0,T), i.e., f~ L, g, where g € L?(0,T).
Combining this with the convergence in distribution (D7) and the uniqueness of weak limits, one deduces
that indeed, g = f a.e. In summary, we have shown that fV converges to f weakly in L?(0,7'), while
HfNHL2 converges to ||f||L? This implies the strong convergence of fV to f in L?(0,T), which in turn
means fchat we can select a subsequence that converges a.e. Consequently, we have shown that the energy
inequality'® holds along a subsequence, for a.e. t € [0, 7. O
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