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ABSTRACT

The violent nature of storm sewer geysers has been puzzling researchers worldwide for a very
long time. This paper investigates the geyser simulation methodology using a small-scale set-
up, where important flow structures such as slugs, eruption patterns, and pressure oscillations
are compared with experimental results to test the fidelity of the numerical modelling. In this
exercise, a geyser-like process is produced using a continuous insertion of air in the horizon-
tal pipe. The established methodology is used to simulate the hypothesized scenario of a finite
trapped air pocket in the relatively longer pipe system. A geyser produced froma finitely trapped
air pocket shows a different eruption mechanism compared to those found in previous studies.
First, no slug is observed in the horizontal pipe, resulting in continuous air release. Second, the
interface continuously atomizes in the vertical pipe, creating a churn-slug flow that produces a
large number of small eruptions.
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1. Introduction

A storm sewer geyser is a highly unsteady phenomenon

where an air–water mixture violently erupts from the

sewer system.The eruptionhas enough strength to eject

the storm sewer metal lid, which weighs approximately

120 kg. Once the lid is ejected, the chain of eruptions

may reach heights exceeding 30m.However, the hydro-

static pressure just before the eruption is low and cannot

justify the violent eruptions. In the event of heavy rain,

the flow in the sewer tunnel transforms from stratified

to pressurized flow, during which the air in the tun-

nel gets trapped due to poor venting. This trapped air

moves with the flow and is released through the vertical

pipe. The release of pressurized air initiates a sequence

of events that may lead to a violent geyser. Wright

et al. (2011) have recorded a geyser event in Minnesota

where they showed pressure in the system gradually

increases, and after some time, it drops abruptly during

the eruption that lasts around 15 s. After the first erup-

tion, the pipe junction is depressurized, and pressure

again increases rapidly and causes the next eruption;

this process continues until all the trapped air in the sys-

tem is removed. Themajor challenge in geyser research

is its large scale, whichmakes it very challenging to con-

duct systematic experiments. Also, the simulation strat-

egy is not fully established and cannot confidently pre-

dict geyser phenomena. The large uncertainties in the

predictions limit engineers and designers from devel-

oping retrofits that can effectively suppress the storm

sewer geyser.

Numerical modelling of storm sewer geysers is

required to accurately predict geyser characteristics

such as maximum eruption velocity, maximum erup-

tion height, and the number of eruptions. This will

aid engineers in designing a retrofit that can effectively

reduce geyser intensity. The large-scale system poses a

major challenge for conducting experimental measure-

ments of flow structures to compare with numerical

studies for validation. Therefore, this paper focuses on

a small-scale set-up to generate the experimental data

required for computational fluid dynamics (CFD) val-

idations using a state-of-the-art large eddy simulation

(LES) model. Another challenge in the simulations is

determining the boundary conditions and air insertion

methodology. The second part of this paper studies gey-

sers that are spontaneously produced using a trapped

air pocket. This approach will allow researchers to sim-

ulate geysers under various operating conditions and

identify violent geysers within a given system.

2. Current state-of-art

In this section, some of the major contributions to

storm sewer geyser research are discussed. A few fun-

damental benchmark cases for the simulation of the

gas–liquidmultiphase flow problem are then discussed.

The research on storm sewer geysers has been

challenging due to their extremely large scales. Guo

and Song (1990) modelled the surging phenomenon

in the TARP (Tunnel and Reservoir Plan) Phase-1

Mainstream System, and the result showed how the

surging in the system could lead to spillage at some

stations. However, the model could not show the

actual geyser, which is violent and more than just
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water spillage. Muller et al. (2017) investigated geyser

eruptions in a large-diameter pipe system using exper-

iments and simulations. The simulations are carried

out using the OpenFOAM solver with k–ε turbu-

lence mode. The results are validated against the nor-

malized pressure fluctuations and normalized inter-

face location. The simulated pressure fluctuations are

found to be overpredicted in magnitude and fre-

quency. This is probably due to the poor modelling

of the influence of turbulence on interface localiza-

tion. Leon (2019) has conducted several experiments

and identified the generation of slugs, which act as a

precursor to geysers and result in multiple eruptions.

Vasconcelos and Wright (2011) studied geysers experi-

mentally using pressurized air pockets which results in

spillage and harmonic oscillation of water in the ver-

tical pipe. Qian et al. (2020) investigated geyser and

mitigation strategies using experiments and numeri-

cal approaches. The study showed the inflow control

method is superior to the orifice plate method to miti-

gate the geyser. Zanje et al. (2022) showed numerically

the geyser eruptions generatedwith a non-zero pressure

gradient and appropriate boundary conditions. How-

ever, the flow structures observed in the simulations are

not compared with experimental results, which limits

the application of the methodology in quantifying the

geyser severity.

The occurrence of violent geysers in the storm sewer

system is attributed to various factors, including the

exsolution of gases, the arrival of trapped air pockets

from upstream (Leon, 2019), and the arrival of trapped

air pockets from the downstream (Wright et al., 2011).

Among these factors, upstream trapped air pockets are

widely studied to explore the violent geysers in storm

sewers. Vasconcelos andWright (2006) investigated the

role of inflow rate and geometry on the production of

air pockets during the transition of gravity flow to pres-

surized flow. The study speculates on the possibility of

large air pockets forming in the storm sewer tunnel

due to the rapid filling. Numerous experimental stud-

ies have been conducted, but detailed flow measure-

ments and visualizations, such as slug velocity, have not

been reported. This is primarily because these exper-

iments are generally conducted outdoors and are not

conducive to the use of flow diagnostic instruments,

owing to the large size of the system. Therefore, numer-

ical modelling is important for geyser studies. However,

this modelling methodology requires thorough valida-

tion. Small-scale indoor experiments enable detailed

flow measurements using PIV and high-speed flow

visualization.While the small-scale experimental study

may not fully replicate real-world scenarios, it does

share similarities with geyser physics, including slug

flow, eruption patterns, and interface dynamics near

the junction. Consequently, these experimental cases

can be used to evaluate the accuracy of the numerical

methodology and quantify prediction errors.

Modelling the impact of turbulence on interface

localization and deformation is a major challenge

in gas–liquid multiphase flow simulation. Lakehal

et al. (2003) conducted a DNS (direct numerical sim-

ulation) study of turbulence in a stratified flow of air

and water for a low Reynolds number of 171. The

study found the turbulence intensity at the interface is

similar to that of the near-wall boundary. Most impor-

tantly, the study shows that the presence of an inter-

face does not significantly impact the quasi-streamwise

vortices. Mortazavi et al. (2016) carried out a DNS

study of the hydraulic jump phenomenon where the

interface is tracked using a hybrid Lagrangian–Eulerian

scheme (HyLEM). The tracking scheme is coupled

with level-set equations to represent the interface accu-

rately. Pavlidis et al. (2014) studied slug flow in a hori-

zontal pipe using a higher-order accurate compressive

advection method with LES. The grid refinement of

18 cells across the pipe diameters is found to be suf-

ficient for capturing slugging for the structured grid.

The methodology also promises to eliminate spuri-

ous velocities in the case of unstructured grids, which

are not generally used for multiphase flow simulation.

The methodology of LES for multiphase flow has been

explored by many workers, with various mechanisms

to track the interface. Lakehal (2018) reviewed some

of the important modelling strategies and developed a

unified approach called ARM (All-Regime Multiphase

flow model) which can deal with both the resolved

large interface scale and unresolved dispersed phases.

Hirt and Nichols (1981) proposed the VOF (volume-

of-fluid) method to track the interface in an Eulerian

mesh. So et al. (2012) proposed sharpening the VOF

interface for a compressible flow. The scheme estimates

the diffusion of the interface and applies a correc-

tion to the interface by solving additional corrector

equations after each flow time step. In a large-scale

study, Gupta et al. (2015) studied the performance of

VOF with anti-diffusion in Ansys-Fluent for various

multiphase problems with the structured and unstruc-

tured grid. The performance of the anti-diffusion

scheme shows promising results in interface diffusion

reductions.

Previous numerical studies qualitatively compare

pressure plots; however, one-on-one comparisons are

not widely reported. Additionally, detailed compar-

isons of important flow structures, such as slugs and

eruption patterns, are lacking. The rest of the paper is

organized as follows: first, the development of a simu-

lation methodology using the LES model with an anti-

diffusion VOF scheme, which has been proven effec-

tive by previous researchers in dealing with unsteady

multiphase flow problems. Second, inspired by Qian

et al. (2020), the paper proposes to investigate gey-

sers produced by a finite air pocket rather than air

injection in the system, but with pressure boundary

conditions at all the inlets and outlets. The trapped



JOURNAL OF HYDRAULIC RESEARCH 27

Figure 1. Experimental set-up for small-scale geyser with main line pipe diameter of 0.0254m. Number 1 is a submersible pump;
number 2 is a ball valve separating the air tank from themain line; number 3 is a ball valve partially open to prevent air frommoving
upstream, and number 4 is a rotameter.

air pocket situation is a momentary occurrence dur-

ing the rapid filling process, as shown by Vasconcelos

and Wright (2006) in a small-scale set-up. In the cur-

rent numerical study, this air pocket is patched into a

steady flow field to replicate the momentary air pocket.

3. Experimental set-up

A flow circuit is constructed using a PVC pipe of nomi-

nal diameter 0.0254 m, as shown in Figure 1. A vertical

pipe is placed at a location that ensures the flow is fully

developed. The flow is recirculated using a submersible

pump through a rigid PVC pipe of diameter 0.0127mA

rotameter is connected to the re-circulation line tomea-

sure the flow rate. As water is pumped to the left tank,

the water flows from left to right in the main flow line

due to the difference in head. Depending on the flow

rate, the systemwill take a fewminutes to reach a steady

state, i.e. the water head difference in the tank is fixed.

An air tank, connected to the main line, supplies air at

elevated pressure to the system. A ball valve is placed

between the air tank and themain line to isolate the two

systems. A reciprocating compressor is used to pres-

surize the tank to a pressure equal to the hydrostatic

pressure, just enough to allow smooth injection of air

in the system.

Once the flow in the mainline reaches steady state,

the ball valve is opened, and air enters the horizon-

tal pipe. The pressure in the tank is maintained just

enough to allow the smooth insertion of air. As the air

pocket moves in both directions, a second ball valve

in the horizontal pipe is kept partially open to pre-

vent upstream air movement. The position of the ball

valve’s handle is determined through trial and error

and remains fixed for the entire experiment. In the

downstream, the air pocket moves slowly with a larger

volume at the leading end. The interaction of this air

pocket with the vertical pipe may ultimately lead to

the formation of a geyser. The entire event is unsteady

and consists of some important rapid stages such as

eruptions, production of slugs in the horizontal pipe,

and re-accumulation of water at the junction. This

event is recorded using a high-speed camera, with the

flow seeded with 50-μm-sized polyamide glass spheres

and illuminated using a continuous wave laser sheet.

The PIV (particle image velocimetry) calculation for

each event is performed using the MATLAB PIV tool-

box by Thielicke and Sonntag (2021). As this involves

multiphase flow, the PIV calculations are reliable only

for unmixed (stratified flow), as mixed flow can lead

to light refraction and increased uncertainty. The PIV

methodology has been successfully tested on the same

set-up for a single-phase flow by Mahyawansi, Zange,

et al. (2022).

4. CFDmethodology

A three-dimensional CFDdomain is designed using the

dimensions of the experimental set-up to simulate a

geyser. The CFD set-up is shown in Figure 2. The water

tanks are not modelled in the simulation due to com-

putational limitations, and the tanks’ role in absorb-

ing high-frequency pressure fluctuations is ignored in

the present study. Two types of mesh are considered:

(1) a polyhedra mesh generated using Ansys-Fluent

mesher (Ansys, 2022) with two different sizes, 1.4 and

2.7million, and (2) a cut cell mesh generated using an

Ansys mesher with three different sizes, 0.3, 0.5 and 1.2

million cells, as shown in Figure 3. Three refinement

levels are considered in the case of the cut cell mesh:

coarse mesh, medium-refine mesh and refined mesh.

In the medium-refine, a body of influence is added in

the eruption region, and in the refined mesh, in addi-

tion to the body of influence, cells in the pipe are further

refined. In the polyhedral mesh, the refinement is sim-

ply adjusted by increasing cells per gap. In all cases,

inflation layers with five layers are placed on the pipe

wall for near-wall treatment.

In the solver set-up, an unsteady pressure-based

solver with gravity is employed, and a VOF multiphase
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Figure 2. CFDdomain for a 0.0254mdiameter pipewith boundary numbering. The locations of the probes on the central lines are as
follows: P1 is at the origin, and P2 and P3 are at y = 0.3m and y = 0.45m, respectively. P4, P5 and P6 are positioned at x = −0.8m,
x = −0.1m and x = 0.1m, respectively.

Figure 3. Cutcell mesh on the eruption region and pipe junction for coarse (0.3M), medium-refine (0.5M), and refine grid (1.2M).

flow option is selected to track the air–water interface.

The interface is tracked using a sharp implicit scheme.

The VOF model is coupled with an anti-diffusion

model to restrict interface diffusion. Since the pipe

diameter is small, surface tension is also considered.

The air is treated as a compressible ideal gas, and water

as a compressible liquid. All other properties of air and

water are kept constant at standard values. The LES

model is used for resolving large turbulent structures

of the flow with the Smagorinsky subgrid model, which

models the filtered stresses. Inlet and outlet boundaries

are treated as total pressure boundaries, as the pres-

sure in the tank remains constant during the geyser. The

pressure head difference across the pipe is maintained

to match the flow rate measured by the rotameter.

Detailed boundary conditions are shown in Table 1.

Table 1. Boundary conditions used for all the simulations with the air inlet.

Boundary Purpose Boundary type Value (Pa) Water volume fraction

1 Water inlet Pressure inlet ρ2g(0.586 − y) 1
2 Water outlet Pressure outlet ρ2g(0.584 − y) 1
3 Air supply Pressure inlet 5700 0
4 Ambient Pressure outlet 0 0
5 Ambient Pressure outlet ρ1g(1.02 − y) 0
6 Ambient Pressure outlet ρ1g(1.02 − y) 0

Note: Here ρ2 , ρ1 , g and y are the water density, air density, acceleration due to gravity, and y-coordinate,
respectively.
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All simulations are carried out in two stages. In

the first stage, simple water flow is allowed to reach

a steady state where all pressure–velocity fluctuation

reaches zero. In this stage air-inlet boundary is treated

as a wall, similar to the experimental set-up. SST (shear

stress transport) k–ω is used for this stage with auto

time-stepping. In the second stage, the air-inlet bound-

ary is now treated as a pressure inlet with air, and

the LES model is switched ON. The coupled solver

is employed with second-order discretization for den-

sity, energy and pressure. Momentum is discretized

using a bounded central difference scheme. The vol-

ume fraction equation is discretized using a modified

HRIC (high-resolution interface capturing) scheme.An

implicit bounded second-order scheme is used for tem-

poral discretization as recommended for LES. Adaptive

time stepping is set tomaintain Courant number 5 with

a time-stepping range of 1e−3 to 1e−5 s. The time step

fluctuates around 1e−4 s. The second stage is simulated

for at least 25 s to realize the repetitive nature of the

eruptions.

The pressure and velocity are monitored at all the

probe locations mentioned in Figure 2 at each time

step. Water volume fraction and velocity contours

are recorded at a rate of 100Hz to capture all the

unsteady details. Additionally, iso-surfaces of water

volume fraction at 0.5 are recorded at the same rate

to visualize the eruptions. These iso-surfaces are ren-

dered in Blender-Online-Community (2020) for better

visualization.

4.1. Governing equations

In two-phase flow, the continuity equation (Equation

(1)) is expressed in terms of the volume fraction of the

secondary phase:

∂(α2ρ2)

∂t
+ ∇ .(α2ρ2V) = 0 (1)

Here, α2 is the secondary phase (water) volume frac-

tion, and its value ranges from 0 to 1. The primary

phase (air) volume fraction will be α1 = 1 − α2. The

mixture material properties such as density (ρ) and

dynamic viscosity (µ) are calculated using weighted

phase volume fractions as shown in Equation (2). Sub-

scripts 1 and 2 represent air and water, respectively.

Equations (3) and (4) show the momentum and energy

equations shared among phases with the combined

material properties. Here V , g, F and I are flow veloc-

ity, acceleration due to gravity, surface tension force and

identity tensor, respectively. Also, E and T are themass-

weighted average energy and temperature, respectively.

Similarly, turbulent kinetic energy and dissipations are

also shared among phases. keff is the effective ther-

mal conductivity shared among phases similar to other

properties. In the case of LES, all the equations will be

Favre-filtered for compressible flow:

ρ = α2ρ2 + (1 − α2)ρ1, µ = α2µ2 + (1 − α2)µ1

(2)

∂(ρV)

∂t
+ ∇ · (ρVV)

= −∇p + ∇ · (µ(∇V + (∇V)�)

−
2

3
µ(∇ · V)I) + ρg + F (3)

∂(ρE)

∂t
+ ∇ · (V(ρE + p)) = ∇ · (keff∇T) (4)

In the case of LES, the residue stress term addi-

tionally appears in the momentum equation, which

requires separate modelling known as subgrid-scale

models. The residue stress (τ ij) can be presented in

Equation (5). Hereµt and S̄ij are the eddy-viscosity and

rate-of-strain tensor for the resolved scale, respectively:

τ ij = −2µtS̄ij (5)

In the Smagorinsky model,µt is predicted by Equation

(6). Here Ls is the mixing length estimated using

Equation (7) where k, d, Cs and � are the von Kármán

constant, closest wall distance, Smagorinsky constant

and local grid scale, respectively:

µt = ρL2s

√

2S̄ijS̄ij (6)

Ls = min(kd,Cs�) (7)

4.2. Grid independent study

The simulation with the polyhedral mesh produced

initial spillage but failed to develop subsequent erup-

tions. After the spillage, the flow in the horizontal pipe

seems to be frozen, with the interface locked in one

position and the mixture in the vertical pipe reaching

equilibrium. The results are far from the experimental

observations; hence, the polyhedral results are not dis-

cussed further in this article. In contrast, the cut cell

meshes successfully replicated experimental observa-

tions in terms of slug production, eruption height, and

the nature of pressure fluctuations. However, detailed

images of the slugmovement show that themost refined

cut cell mesh closely matches the experimental images.

The continuous air supply produces a repeating

geyser-like process. This process comprises Taylor bub-

ble rise, spillage and eruptions, formation of slugs, and

harmonic oscillation of the system. The entire process

takes approximately 9.5 s. Experimental images were

captured after 500 s to eliminate any potential human

error resulting frommanually opening the ball valve for

air insertion. These images were then compared with

numerical simulations that ran for 50 s. The simulations

were halted once the repeating pattern of the process

was confirmed.
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Figure 4. Transition of stratified flow to the slug flow during the geyser in the window of x = −0.75m to x = −0.85m. Progress of
the slug in the horizontal pipe is shown in the sequence of images chronologically.

Figure 5. Prediction of slug in the window of x = −0.75m to x = −0.85m using coarse cutcell mesh.

Figure 6. Prediction of slug in the window of x = −0.75m to x = −0.85m using medium refined cutcell mesh.

Figure 4 shows the slug progression captured by

a high-speed camera in the geyser experiment. Each

section of the slug is depicted in the sequence of images.

Initially, stratified flow transforms into slug flow due

to rapid air movement during the geyser eruption. A

comparison of Figure 4a, b with Figure 4e, f demon-

strates that the leading edge of the slug moves much

faster than its trailing edge. This indicates that the slugs

keep growing longer as they progress downstream. All

stages of the slug and its characteristics are compared

with those produced through numerical simulations.

Figures 5–7 exhibit excellent predictions of slug gen-

eration, with all characteristics matching the experi-

ments. The interfaces are thicker in the coarse mesh

and get thinner with refinement; however, this does not

significantly impact the high-level unsteady fluid

dynamics. The coarser and medium-refined mesh

loosely captures the slug’s leading edge, whereas the

refined mesh successfully captures each stage of the

slug movement. Therefore, the simulation result from a

refinedmesh is considered for detailed analysis and fur-

ther comparison against experiments. The animation

of the water volume fraction contour and experimental

videos are available in Movie-1 (Video link).

The refined mesh is approximately ten times more

computationally expensive than the coarser mesh.

Additionally, the time step fluctuates around 5e−5 s

and 5e−4 s for the refined and coarsermesh, respectively.
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Figure 7. Prediction of slug in the window of x = −0.75m to x = −0.85m using refined cutcell mesh.

Figure 8. Comparison of slug’s velocity predicted with CFD with refined cutcell mesh against the PIV measurement. The velocity
magnitude is similar in both cases.

In the case of the coarser mesh, the diffused interface

predicts a dilute mixture of air–water, which is uni-

formly distributed in the vertical pipe. Following this,

the sharp interface cannot be recovered in the verti-

cal pipe. Also, the coarser grid in the eruption region

leads to significant errors in the prediction of eruption

patterns.

5. Results and discussion

In this section, first, the geyser simulation with the

refined cutcell mesh is discussed and compared with

the experimental result. Second, using the established

methodology, a geyser simulation with a trapped air

pocket is presented.

The geyser simulation with the refined cutcell mesh

exhibits similar dynamics as observed in the exper-

iments. The air pocket arrives at the junction, rises

in the vertical pipe, and produces an eruption of the

air–water mixture. After one or two eruptions, the

water fills the vertical pipe, pushing back the air pocket

in the upstream direction in a horizontal pipe. This

entire process is called one geyser cycle, which can

have one ormore eruptions depending on the operating

conditions. Just before the first eruption or spillage,

the drop in hydrostatic pressure in the vertical pipe

results in the rapid suction of the air pocket. The fast-

moving air pocket produces slugs in the horizontal

pipe, as observed in both experiments and numerical

simulations.

Figure 8 compares the numerically predicted slug’s

velocity against the PIV measurements. The corre-

sponding slug images are shown in Figures 4d and 7d.

The magnitudes of the velocities are almost uniform

in both cases, approximately 0.8 to 0.9 (m s−1). This

further validates the numerical capabilities to predict

geyser dynamics. Since the air was not seeded, only the

water velocity was measured using PIV.

Figure 9 compares the static pressure numerically

predicted at station P1 (y = 0m) and P2 (y = 0.3m)

against the experimental measurement. The pressure

fluctuations at station P1 are accurately predicted in

magnitude and frequency, except at a few locations

where discrepancies occur due to experimental uncer-

tainties such as instrument errors, boundary condi-

tions, pipe roughness and ambient conditions. These

discrepancies also arise because of the finite size of the

air tank, leading to minor pressure drops (<2%) at the
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Figure 9. Numerically predicted static pressure compared against experiments.

air inlet during geyser eruptions. For station P2, numer-

ical simulations overpredict the formation of residual

bubbles and show a smooth pressure increment, which

is not observed in the experiments. In other words, in

experiments, air dominates the vertical pipe as soon

as it arrives. The trapped air bubble can experience

acceleration larger than gravity in the vertical pipe

(Baumbach et al., 2005). In contrast, complex air–water

mixing is first observed in the CFD, gradually push-

ing liquid upwards and forming a geyser. However, the

CFD accurately predicted the eruption magnitude and

post-eruption oscillations of water. Figure 9 describes

the geyser process as follows:

(1) At time 508 s, the air pocket enters the vertical

pipe and lifts the water column which results in

a pressure rise at station P2 while the pressure at

station P1 remains constant.

(2) In the experiment the air enters at time 512 s

and takes approximately 1 s to produce spillage,

whereas in the CFD simulation, it takes more than

3 s.

(3) The sharp drop in pressure at stations P1 and P2 at

time 511 s is due to spillage which removes a large

part of the water from the vertical pipe and exposes

the pressurized air pocket to the near ambient pres-

sure. In the experiment, station P2 showed a larger

drop compared to P1 at time 513 s. This shows the

rate of change of pressure (dp/dt) increases with

height.

(4) The pressure drop propels the air–watermixture in

the vertical pipe to produce one or two eruptions

which further reduces the pressure at stations P1

and P2.

(5) Meanwhile the accelerated air produces one or two

slugs in the horizontal pipe as shown in Figures 4

and 7.

(6) These slugs propagate towards the junction collect-

ingmore andmorewater until they climb the verti-

cal pipe recovering hydrostatic pressure at stations

P1 and P2.

(7) The recovery process overshoots the equilibrium

position and produces an underdamped harmonic

oscillation of a period of approximately 2 s.

(8) The overshoot in the hydrostatic pressure cuts

air supply to the vertical pipe, pushing air in the

upstream direction, and the system tends to move

towards the original equilibrium state.

(9) Once the equilibrium is reached, the air pocket

moves towards the vertical pipe and repeats the

same process. The total time taken in the entire

process is approximately 9.5 s.

Figure 10f–j show the eruption structure simulated

using the refined cut cell mesh and visualized using

an iso-surface of volume fraction at 0.5. The erup-

tion height and width are similar to those observed

in the experiments, as shown in Figure 10. The erup-

tion begins with the initial water spillage, which rises

higher as the water column keeps moving upward.
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Figure 10. Numerically predicted eruption pattern compared against experiments. te and tn are the experimental and numerical
reference time at the beginning of the eruption.

The water column is followed by an air pocket and

then a slug, which breaks the interface and pushes the

air–water mixture further upward and in lateral direc-

tions. Depending on the number of slugs generated in

the vertical pipe, a series of eruptions can be observed

for one geyser cycle. Since this is a small-scale set-up,

only one or two slugs are observed in a given geyser

cycle. The slugs originate in the horizontal pipe and

enter the vertical pipe at high velocity. However, these

slugs are richer in water due to small-scale effects, and

hence, if the slugs are large, they quickly lose momen-

tum in the vertical pipe, preventing further eruptions.

The slug sizes and frequency depend on the ratio of

total to dynamic pressure; the higher the ratio, the

greater the possibilities of slug production, as shown by

Mahyawansi, Lin, et al. (2022).

Figure 11 compares the temporal history of geyser

height in experiments and simulations. The numeri-

cal methodology accurately predicted various eruption

features such as geyser duration, maximum eruption

Figure 11. Temporal history of geyser height in one geyser
cycle in experiment and simulation.

height, and eruption sequences. However, the numer-

ical results are more continuous than the experimental

results, probably because the simulation overestimates

air–water mixing prior to eruptions, which results in a

smoother eruption profile.

5.1. Application of CFDmethodology for

simulating geyser with large trapped air pocket

The established CFD methodology is tested on the

longer set-up with a given amount of trapped air

(0.002774m3). Figure 12 shows the extended set-up

without an air-inlet boundary; the upstream and down-

stream ends of the pipe are extended by 10m and 5m,

respectively. The boundary conditions are intact except

at the inlet and outlet, where a slight adjustment in the

pressure head was required due to added pipe loss. Ini-

tially, the flow is allowed to reach a steady state, i.e. an

average velocity of 0.06m s−1, and the water level in the

vertical pipe is 0.5842m from the pipe centre. Once the

flow reaches a steady state, trapped air is introduced by

patching the volume fraction variable in the upstream

pipe. The total length of the air volume is 10.95m,

which spans from x = −11m to x = −0.05m, where

the origin is at the pipe junction. The Courant num-

ber was initially kept at 2 for the first two seconds,

then increased to 5. The simulation time-step fluc-

tuates around 5e−5 s. This set-up allows flow-driven

insertion of air into the vertical pipe, which closely

resembles the hypothesized scenario in the storm sewer

geyser. The local hydrostatic pressure in the horizon-

tal pipe governs the air pocket pressure. This is a

major difference from the previous simulation, where

air pressure was controlled by the air tank or air-inlet

boundary.

Figure 13 shows the variation in static pressure at all

six stations during the interaction of the air pocket with

the vertical pipe. Initially, steady pressure at all stations
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Figure 12. Set-up for geyser simulationwith trapped air of volume0.002774m3. The bottom image is zoomed viewof the top image
in the region enclosed by a black rectangular box.

Figure 13. Numerically predicted static pressure during geyser by a fixed quantity of trapped air.

experiences significant changes in magnitude. The per-

centage change in pressure is inversely proportional

to the initial hydrostatic pressure. Most importantly,

the pressure variation at all stations in the horizon-

tal pipe varies uniformly for low-frequency (<1Hz)

perturbations. This indicates that the static pressure

primarily varies in time and the y-direction , i.e. the

gradient ∂p/∂x is relatively small for the entire geyser

process.

Figure 14 shows the velocity magnitude recorded at

all six stations. For stations P2 and P3, the velocitymag-

nitude increases linearly and then transforms into vio-

lently fluctuating signals. The maximum velocities are

observed between 42 to 44 s, where the pressure oscil-

lations turn aggressive at higher frequencies (>1Hz).

Figure 15 shows the stages of air–water interactions

for the entire geyser process, visualized using the con-

tour of water volume fraction. The observations from

plots and contours of a simulated geyser process are

summarized as follows:

(1) At 39.642 s, the air pocket starts entering the ver-

tical pipe lifting the water in its path.

(2) The pressure at stations P2 and P3 gradually

increases in a synchronized manner due to the

rise of thewater level. A small fraction of the lifted

water keeps falling back through a thin liquid film

between air and pipe wall.

(3) At approximately 40 s, the pressure at P2 drops

due to the arrival of an air pocket, which is also

seen at P3 after the delay of 0.3 s.

(4) At this point, the mixing of falling water and air

produces slugs in the vertical pipe and moves

upwards.

(5) At 41.2 s, the lifted water spills from the top of the

pipe and results in dramatic pressure drops at all

stations.

(6) This results in acceleration of the slug, enabling it

to rush out from the pipe and continue to move

upwards in the atmosphere till it loses momen-

tum.
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Figure 14. Numerically predicted velocity magnitude during a geyser produced by a fixed quantity of trapped air.

Figure 15. Numerically predicted volume fraction of water (designated by red colour) in an extended pipe system with the initial
water level at 0.584m from the junction centre, tn = 39.04 s

(7) The drop in static pressure in the entire verti-

cal pipe results in the suction of water from the

horizontal pipe.

(8) The air and water both struggle to claim the ver-

tical pipe, due to which the air dominates the left

side bottom of the vertical pipe and the water on

the right side.

(9) This produces large shear at the interface, result-

ing in an air–water mixture in the form of small

slugs.
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Figure 16. Numerically predicted eruption pattern visualized by the iso-surface of 0.5 water volume fraction where tn = 41.642 s.

(10) These small slugs keep moving upwards at

high velocity and produce subsequent eruptions,

which can be seen in the pressure and velocity

plot as large amplitude fluctuations.

Figure 16 shows the eruption pattern observed in

the simulation. The ejected water is tracked by the iso-

surface of thewater volume fraction at 0.5. The eruption

height is lower than in the previous simulation, where

air-inlet pressure was fixed. In this case, the eruption is

primarily driven by the dynamics of the vertical pipe.

The observation is summarized below.

(1) The air–water mixture accelerates upwards and

achieves a height of 0.05 to 0.07m above the

ground.

(2) The geyser process lasts longer than the previ-

ous set-up and it consists of a large number of

eruptions.

(3) The eruptions are driven by the formation of slugs

or the breaking of the water columns by the rapidly

rising air.

(4) The volume fraction of water in the erupted mix-

ture decreases as the geyser progresses.

The summary of the geyser process is shown in the

animation video in Movie-2 (video link). A geyser is a

chain of eruptions of a mixture with high concentra-

tions of air; however, in the presented small-scale study,

the experiments and numerical simulations have rela-

tively low concentrations of air which limits the geyser

severity. Major findings of the geyser process from its

simulation due to a trapped air pocket are as follows:

(1) The trapped air pocket allows smooth injection of

air in the vertical pipe.

(2) The air pocket maintains pressure equilibrium

with the water and does not propel it in the hor-

izontal pipe.

(3) There is no slug generation in the horizontal pipe

which results in a continuous air supply to the

vertical pipe.

(4) The air–water mixing takes place in a vertical pipe

which produces a churn-slug flow.

Figure 17. Temporal history of geyser height due to finite
trapped air pocket.

(5) These churn-slug mixtures in the vertical pipe

erupt in a sequence, creating a long-lasting

geyser as shown in Figure 17, with the eruption

height reaching approximately 2.7 times the pipe

diameter.

(6) The temporal history of geyser height shows the

eruption progression which gradually increases

with time and fluctuates between 0.02 to 0.07m.

(7) Small-scale geysers have dominant surface ten-

sion effects on the atomization of the air–water

interface that limit mixing in the vertical pipe and

hence, produce lower momentum eruptions.

Small-scale geysers have dominant surface tension

effects on the atomization of the air–water interface

that limit mixing in the vertical pipe and hence, pro-

duce lower momentum eruptions. A similar study with

a larger pipe diametermay give a relatively higher erup-

tion height. This will be investigated in the future.

6. Conclusion

A numerical methodology was explored to simulate

storm sewer geysers using a VOF multiphase model

with anti-diffusion and LES turbulence model. A



JOURNAL OF HYDRAULIC RESEARCH 37

lab-scale set-up is utilized to study a geyser-like process

by supplying air at a constant pressure. Smaller set-ups

are easier to simulate; therefore, few parameters are var-

ied including grid types (polyhedral and cutcell) and

refinement levels. The modelling technique is validated

against experimental results, which encompass inter-

face locations, slug velocity, pressure fluctuations, and

eruption patterns.

The expensive polyhedral mesh is found to be

incapable of accurately predicting the geyser process,

whereas simulations using a fairly affordable cutcell

mesh successfully capture all the essential geyser fea-

tures. The slug characteristics, such as shape and length

in the horizontal pipe, are accurately predicted. Addi-

tionally, the predictions of pressure oscillations at the

junction and in the vertical pipe agree with experimen-

tal data. However, the simulations tend to over-predict

the mixing of air and water, leading to slower rise of

the liquid column. The PIV technique is used to mea-

sure slug velocity in the horizontal pipe; however, the

study is limited to the middle part of the slug where

the flow is unmixed to avoid refractions due to bubbles.

PIV measurements validate the slug velocity predicted

by the simulations.

The geyser process, from spillage to fully developed

eruption, is found to closely match the experimental

high-speed videography. The over-prediction of mix-

ture in the vertical pipe likely leads to a continuous

eruption process in the simulation, while the experi-

ment demonstrates a discontinuous eruption progres-

sion. Nevertheless, the simulation yielded promising

results in predicting all the important geyser features

listed above.

The established methodology is applied to simulate

a geyser with a trapped air pocket in the extended CFD

domain. The eruption structures are found to be sim-

ilar to those of an actual storm sewer geyser in terms

of the progression of velocity and pressure oscillations.

In the geyser with the trapped air pocket, slugs are not

produced in the horizontal pipe; instead, a combination

of churn and slug flow is observed in a vertical pipe,

contributing to the eruptions. However, the current

operating conditions are not sufficient to generate vio-

lent geysers. Therefore, additional studies are required

under different operating conditions with a set-up that

allows pressure oscillations to grow further, potentially

resulting in violent eruptions.

Notation

α1 air volume fraction (–)

α2 water volume fraction (–)

� grid scale (m)

∇ gradient function (m−1)

ρ1 air density (kgm−3)

ρ2 water density (kgm−3)

ρ phase averaged density (kgm−3)

µ1 molecular viscosity of air (Pa s)

µ2 molecular viscosity of water (Pa s)

μ phase averaged molecular viscosity (Pa s)

µt eddy viscosity (Pa s)

τ ij Subgrid stress tensor (Pa)

Cs Smagorinsky constant

d distance from the nearest wall (m)

E total energy of the mixture per unit mass

(J kg−1)

F surface tension force (Nm−3)

g acceleration due to gravity (m s−2)

k von Kármán constant

keff effective thermal conductivity (Wm−1 K−1)

Ls mixing length (m)

p pressure (Pa)

S̄ij rate-of-strain tensor of resolved scales (s−1)

T temperature (K)

t time (s)

V velocity (m s−1)

x x-coordinate (m)

y y-coordinate (m)
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