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Abstract

Sparse additive models are an attractive choice in circumstances calling for modelling flexibility
in the face of high dimensionality. We study the signal detection problem and establish the minimax
separation rate for the detection of a sparse additive signal. Our result is nonasymptotic and appli-
cable to the general case where the univariate component functions belong to a generic reproducing
kernel Hilbert space. Unlike the estimation theory, the minimax separation rate reveals a nontrivial
interaction between sparsity and the choice of function space. We also investigate adaptation to
sparsity and establish an adaptive testing rate for a generic function space; adaptation is possible
in some spaces while others impose an unavoidable cost. Finally, adaptation to both sparsity and
smoothness is studied in the setting of Sobolev space, and we correct some existing claims in the

literature.

1 Introduction

In the interest of interpretability, computation, and circumventing the statistical curse of dimension-
ality plaguing high dimensional regression, structure is often assumed on the true regression function.
Indeed, it might plausibly be argued that sparse linear regression is the distinguishing export of mod-
ern statistics. Despite its popularity, circumstances may call for more flexibility to capture nonlinear
effects of the covariates. Striking a balance between flexibility and structure, Hastie and Tibshirani
[20] proposed generalized additive models (GAMS) as a natural extension to the vaunted linear model.
In a GAM, the regression function admits an additive decomposition of univariate (nonlinear) com-
ponent functions. However, as in the linear model, the sample size must outpace the dimension for
consistent estimation. Following modern statistical instinct, a sparse additive model is compelling [29,
33, 35, 38, 39, 50]. The regression function admits an additive decomposition of univariate functions
for which only a small subset are nonzero; it is the combination of a GAM and sparsity.

To fix notation, consider the p-dimensional Gaussian white noise model

4y, = f(z) dx + %de (1)
for z € [0, 1]°. Though it may be more faithful to practical data analysis to consider the nonparametric
regression model Y; = f(X;) + € (e.g. as in [38]), the Gaussian white noise model is convenient
as it avoids distracting technicalities while maintaining focus on the statistical essence. Indeed, the
nonparametric statistics literature has a long history of studying the white noise model to understand
theoretical limits, relying on well-known asymptotic equivalences [5, 40] which imply, under various
conditions, that mathematical results obtained in one model can be ported over to the other model.
As our focus is theoretical rather than practical, we follow in this tradition. The generalized additive
model asserts the regression function is of the form f(z) = >>7_, f;(x;) with f1, ..., f, being univariate

functions belonging to some function space H. Likewise, the sparse additive model asserts

F@)=>"fi(z))
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for some unknown support set S of size s denoting the active covariates.

Most of the existing literature has addressed estimation of sparse additive models, primarily in the
nonparametric regression setting and with H being a reproducing kernel Hilbert space. After a series
of works [29, 33, 35, 39], Raskutti et al. [38] (see also [29]) established that a penalized M-estimator
achieves the minimax estimation rate under various choices of the reproducing kernel Hilbert space
H. Yuan and Zhou [50] establish minimax estimation rates under a notion of approximate sparsity.
As is now seen as typical of estimation theory, the powerful framework of empirical processes is
brought down to bear on their proofs. Some articles have also addressed generalizations of the sparse
additive model. For example, the authors of [49] consider, among other structures, an additive signal
flx) = 25:1 fj(x) where each component function f; is actually a multivariate function depending
on at most s; many coordinates and is a;-Holder. The authors go on to derive minimax rates that
handle heterogeneity in the smoothness indices and the sparsities of the coordinate functions; as a
taste of their results, they show, in a particular regime and under some conditions, the rate kn~ zats +
kslog (f) /m in the special, homogeneous case where s; = s and a;; = « for all j. Recently, the results
of [3] show certain deep neural networks can achieve the minimax estimation rate for sparse k-way
interaction models. The k-way interaction model is also known as nonparametric ANOVA. To give
an example, the sparse 2-way interaction model assumes f(z) = Zjesl fi(zs)+ Z(M)Esz Jri(wr, 1)
where the sets of active variables S1 and interactions S2 have small cardinalities. When the f; are (-
Holder and the fi; are S2-Holder, [3] establishes, under some conditions and up to factors logarithmic
in n, the rate s1 (11725zfﬁ + (logp)/n) + @(niﬁ + (logp)/n).

The literature has much less to say on the problem of signal detection

Ho: f=0, (2)
Hi :||f]]2 > € and f € F; 3)

where F; is the class of sparse additive signals given by (4). Adopting a minimax perspective [6,
21-24], the goal is to determine the smallest rate ¢ as a function of the sparsity level s, the dimension
p, the sample size n, and the function space H such that consistent detection of the alternative against
the null is possible.

Though to a much lesser extent than the corresponding estimation theory, optimal testing rates
have been established in various high dimensional settings other than sparse additive models. The
most canonical setup, the Gaussian sequence model, is perhaps the most studied [2, 7, 8, 10, 12, 14,
18, 24, 30, 34, 41]. Optimal rates have also been established in linear regression [1, 26, 37] and other
models [13, 36]. A common motif is that optimal testing rates exhibit different phenomena from
optimal estimation rates.

Returning to (2)-(3), the only directly relevant works in the literature are Ingster and Lepski’s
article [25] and a later article by Gayraud and Ingster [17]. Ingster and Lepski [25] consider a sparse
multichannel model which, after a transformation to sequence space, is closely related to (2)-(3).
Adopting an asymptotic setting and exclusively choosing H to be a Sobolev space, they establish
asymptotic minimax separation rates. However, their results only address the regimes p = 0(32) and
s = O(p*/?7°) for a constant § € (0,1/2). Their result does not precisely pin down the rate near
the phase transition s < /p. In essence, their testing procedure in the sparse regime is to apply a
Bonferroni correction to a collection of x2-type tests, one test per each of the p coordinates. Thus,
a gap in their rate near ,/p is unsurprising. In the dense regime, a single x2-type test is used, as
is typical in minimax testing literature. Ingster and Lepski [25] also address adaptation to sparsity
as well as adaptation both the sparsity and the smoothness. Ingster and Gayraud [17] consider
sparse additive models rather than a sparse multichannel model but make the same choice of H and
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work in an asymptotic setup. They establish sharp constants for the sparse case s = p
Higher Criticism type testing statistic. Throughout the paper, we make comparisons of our results
to primarily [25] as it was the first article to establish rates. Our results do not address the question

of sharp constants.



Our paper’s main contributions are the following. First, adopting a nonasymptotic minimax
testing framework as initiated in [2], we establish the nonasymptotic minimax separation rate for
(2)-(3) for any configuration of the sparsity s, dimension p, sample size n, and a generic function
space H. Notably, we do not restrict ourselves to Sobolev (or Besov) space as in [17, 25]. The test
procedure we analyze involves thresholded x? statistics, following a strategy employed in other sparse
signal detection problems [8-10, 30, 34].

Our second contribution is to establish an adaptive testing rate for a generic function space.
Typically, the sparsity level is unknown, and it is of practical interest to have a methodology which can
accommodate a generic H. Interestingly, some choices of H do not involve any cost of adaptation, that
is, the minimax rate can be achieved without knowing the sparsity. Our rate’s incurred adaptation
cost turns out to be a delicate function of H, thus extending Ingster and Lepski’s focus on Sobolev
spaces [25]. Even in the Sobolev case, our result extends upon their article; near the regime s < /p,
our test provides finer detail by incurring a cost involving only logloglogp instead of loglogp as
incurred by their test. In principle, our result can be used to reverse the process and find a space H
for which this adaptive rate incurs a given adaptation cost.

Finally, adaptation to both sparsity and smoothness is studied in the context of Sobolev space.

We identify an issue with and correct a claim made by [25].

1.1 Notation

The following notation will be used throughout the paper. For p € N, let [p] := {1, ..., p}. For a,b € R,
denote a V b := max{a,b} and a A b = min{a,b}. Denote a < b to mean there exists a universal
constant C' > 0 such that a < Cb. The expression a 2 b means b < a. Further, a < b means a < b
and b < a. The symbol (-, -) denotes the usual inner product in Euclidean space and (-, -)r denotes
the Frobenius inner product. The total variation distance between two probability measures P and
Q on a measurable space (X, A) is defined as drv (P, Q) :=sup ¢ 4 |P(A) — Q(A)|. If Q is absolutely
continuous with respect to P, the x-divergence is defined as x*(Q || P) := [, (% — )2 dP. For a
finite set S, the notation |S| denotes the cardinality of S. Throughout, iterated logarithms will be
used (e.g. expressions like logloglogp and loglog(np)). Without explicitly stating so, we will take
such an expression to be equal to some universal constant if otherwise it would be less than one. For

example, log log log p should be understood to be equal to a universal constant when p < e’

1.2 Setup
1.2.1 Reproducing Kernel Hilbert Space (RKHS)

Following the literature (e.g. [47]), H will denote a reproducing kernel Hilbert space (RKHS). Before
discussing main results, basic properties of RKHSs are reviewed [47]. Suppose H C L*([0,1]) is
a reproducing kernel Hilbert space (RKHS) with associated inner product (-,-)». There exists a
symmetric function K : [0,1] x [0, 1] — Ry called a kernel such that for any = € [0, 1] we have (1) the
function K (-,z) € H and (2) for all f € H we have f(z) = (f, K(-,z))». Mercer’s theorem (Theorem
12.20 in [47]) guarantees that the kernel K admits an expansion in terms of eigenfunctions {¢x}~ ,
namely K(z,z') = > 1o, putr(z)¥r(z’). To give examples, the kernel K(z,z') = 1 + min{z,z'}
defines the first-order Sobolev space with eigenvalue decay ux < k™2, and the kernel K(z,z') =
exp (—%) exhibits eigenvalue decay py, < e~ *1°8¥ (see [47] for a more detailed review).
Without loss of generality, we order the eigenvalues pu1 > pu2 > ... > 0. The eigenfunctions

{¥x}32, are orthonormal in L*([0, 1]) under the usual L? inner product (-, ) > and the inner product
<'7 >'H satisfies <f7 g>7'l = ZZ.;1 H?(fv wk>L2 <g7 wk>L2 for f7 gec H.

1.2.2 Parameter space

The parameter space which will be used throughout the paper is defined in this section. Suppose

#H is an RKHS. Recall we are interested in sparse additive signals f(z) = >, fi(z;) for some



sparsity pattern S C [p]. Following [17, 38], for convenience we assume fol fi(t)dt = 0 for all j.
This assumption is mild and can be relaxed; further discussion can be found in Section 5.1. Letting
1 € L?([0,1]) denote the constant function equal to one, consider that Ho := HNspan {1} is a closed
subspace of H. Hence, Hg is also an RKHS. We will put aside H (along with its eigenfunctions and
eigenvalues) and only work with Ho. Let {¢x}32; and {ur},o, denote its associated eigenfunctions
and eigenvalues respectively. Following [2], we assume p1 = 1 also for convenience; this can easily be
relaxed.
For each subset S C [p], define

Hs = {f(:c) = ij(xj) : f; € Ho and ||f]||’H0 <1forallje S} .

jes

The condition on the RKHS norm enforces regularity. Define the parameter space

Fs = U Hs (4)

SClpl,
[SI<s

for each 1 < s < p.

Following [17, 25], it is convenient to transform (1) from function space to sequence space. The
tensor product L*([0,1])®” admits the orthonormal basis {®}, y, with ®,(t) = [I5—, e, (t;) for
t € [0,1]7. For ease of notation, denote ¢, r(t) = ¢r(t;) for k € N and j € [p]. Define the random

variables
Xy = / $ix(2) Y ~ N(Op 50" (5)
(0,1

where 65; = fol Yr(x) fij(x)dx. The assumption fol fi(t)dt = 0 for all j is used here. Note by
orthogonality that {X& ;}ren,jepp is a collection of independent random variables. The notation
© € RY¥*? will frequently be used to denote the full matrix of coefficients. The notation ©; € RY will

also be used to denote the jth column of ©. For f € Fj, the corresponding set of coefficients is
9'—{9€RNXp'il < s and i%<1forall } (6)

T .j:I {0570 = Pl I

Note the parameter spaces Fs and 7, are in correspondence, and we will frequently write f and
© freely in the same context without comment. The understanding is f is a function and O is its
corresponding basis coefficients. The notation Ey, Py, Ee, and Pe will be used to denote expectations

and probability measures with respect to the denoted parameters.

1.2.3 Problem

As described earlier, given an observation from (1) the signal detection problem (2)-(3) is of interest.
The goal is to characterize the nonasymptotic minimax separation rate 3, = e3(p, s, n).
Definition 1. We say €3, = €5,(p, s,n) is the nonasymptotic minimaz separation rate for the problem
(2)-(3) if

(i) for allm € (0,1), there exists Cy, > 0 depending only on n such that for all C' > Cy,

inf{ Py {p # 0} + sup Pr{p#1} p <,
» fEF.

s
[Ifll2=Ce% (p,sn)



(i) for allm € (0,1), there exists ¢, > 0 depending only on n such that for all 0 < ¢ < ¢,

inf § Po {p # 0} + sup Prlo#1}p >21—n.
_F

E Sy
[1fll2=ce3y (prs,n)
The nonasymptotic minimax testing framework was initiated by Baraud [2] and characterizes
(up to universal factors) the fundamental statistical limit of the detection problem. The framework
is nonasymptotic in the sense that the conditions for the minimax separation rate hold for any

configuration of the problem parameters.

Since ||f|13 = PRl Hﬁm the problem can be equivalently formulated in sequence space as
Hy:0©=0, (7)
Hy:||®]|lr > ¢ and © € 7. (8)

This testing problem, with the parameter space (6), is interesting its own right outside the sparse
additive model and RKHS context. Indeed, the testing problem (7)-(8) is essentially a group-sparse
extension of the detection problem in ellipses considered in Baraud’s seminal article [2]. In fact, this
interpretation was actually our initial motivation to study the detection problem. The connection
to sparse additive models was a later consideration; similar to the way in which the later article
[17] considers sparse additive models when building upon the earlier, fundamental work [25] dealing
with a sparse multichannel (essentially group-sparse) model. Taking the perspective of a sequence
problem has a long history in nonparametric regression [2, 5, 15, 24, 25, 27, 40, 48] due to not only its
fundamental connections but also its advantage in distilling the problem to its essence and dispelling
technical distractions. Our results can be exclusively read (and readers are encouraged to do so) in

the context of the sequence problem (7)-(8).

2 Minimax rates

We begin by describing some high-level and natural intuition before informally stating our main result
in Section 2.1. Section 2.2 contains the development of some key quantities. In Sections 2.3 and 2.4,
we formally state minimax lower and upper bounds respectively. In Section 2.5, some special cases

illustrating the general result are discussed.

2.1 A naive ansatz

A first instinct is to look to previous results for context in an attempt to make a conjecture regarding
the optimal testing rate. To illustrate how this line of thinking might proceed, consider the classical

Gaussian white noise model on the unit interval in one dimension,

1
dYy = f(z)dz + %de
for x € [0,1]. Assume f lives inside the unit ball of a reproducing kernel Hilbert space H and
thus admits a decomposition in the associated orthonormal basis with a coefficient vector 6 € £*(N)
living in an ellipsoid determined by the kernel’s eigenvalues g1 > p2 > ... > 0. The optimal rate of

estimation is given by Birgé and Massart [4]

€ost X MAax < fiy A — ¢ .
s veN ® n



Baraud [2] established that the minimax separation rate for the signal detection problem

HO : f 507
Hi:|fll2 2 e and [|flls <1

is given by

v
efest = max {uy A %} .

vEN
In both estimation and testing, the maximizer v* can be conceptualized as the correct truncation
order. Specifically for testing, Baraud’s procedure [2], working in sequence space, rejects Ho when
ZZ; X? - % pe @ The data for k > v* are not used, and it is in this sense v* is understood
as a truncation level. To illustrate these results, the rates for Sobolev spaces with smoothness o are

2 _ _2a 2 __4da —2a
€ost < N 2041 and €y X N To+T since p, X v

. By now, these nonasymptotic results of [2, 4]
are well known and canonical.
Moving to the setting of sparse additive signals in the model (1), Raskutti et al. [38] derive the

nonasymptotic minimax rate of estimation

2

slo
s08p + S€ggt -
n

While their upper bound holds for any choice of H (satisfying some mild conditions) and sparsity level
s, they only obtain a matching lower bound when s = o(p) and when the unit ball of H has logarithmic
or polynomial scaling metric entropy. This rate obtained by Raskutti et al. [38] is pleasing. It is
quite intuitive to see the term %g—p due to the sparsity in the parameter space. The term seZ; is
the natural rate for estimating s many univariate functions in H as if sparsity pattern were known.
Notably, there is no interaction between the choice of H and the sparsity structure. The sparsity
term Slo% is independent of H and the estimation term seZ is dimension free.

One might intuit that this lack of interaction is a general phenomenon. Instinct may suggest that
signal detection in sparse additive models is also just s many instances of a univariate nonparametric
detection problem plus the problem of a detecting a signal which is nonzero on an unknown sparsity
pattern. Framing it as two distinct problems, one might conjecture the optimal testing rate should be

seZ.s; plus the s-sparse detection rate. Collier et al. [10] provide a natural candidate for the s-sparse

testing rate, namely the rate % for s < ,/p and */Tﬁ for s > |/p.

However, this is not the case as a quick glance at [25] falsifies the conjecture for the case of
Sobolev H. Though quick to dispel hopeful thinking, [25] expresses little about the interaction
between sparsity and H. Our result explicitly captures this nontrivial interaction for a generic H.

We show the minimax separation rate is given by

slog( & v log 1+SL .
#—&—s-maxl,@u uy/\# if s < /D,
* 2
ex(p,s,m)” < sA (9)
e Vlog(1+s%) .
§-maxyen § py N ————— if s > \/1_)

The rate bears some resemblance to the sparse testing rate of Collier et al. [10] and the nonpara-
metric testing rate of Baraud [2], but the combination of the two is not a priori straightforward. At
this point in discussion, not enough has been developed to explain how the form of the rate arises.

Various features of the rate will be commented on later on in the paper.

2.2 Preliminaries

In this section, some key pieces are defined.



Definition 2. Define I'y = I'y(p, s,n) to be the quantity

vlog (1 + s%)

'y :=max { pw A
veN n

Note, since p1 = 1, it follows I'yy 2 % It is readily seen from (9) there are two broad regimes

to consider. When n < log(1 + p/s?), we have &} (p, s,n)?> < s. In the regime n > log(1 + p/s?),
the rate is more complicated. The first regime is really a trivial regime since any signal f € F;
must satisfy ||f||3 < s by virtue of g1 = 1. Therefore, the degenerate test which always accepts Hy
vacuously detects sparse additive signals with ||f||3 > 2s. Hence, the upper bound €3,(p,s,n)* < s
is trivially achieved. It turns out a matching lower bound can be proved which establishes that the
regime n < log(1 + p/s?) is fundamentally trivial; see Section 2.3 for a formal statement.

More generally, the form (9) is useful when discussing lower bounds. A different form is more

convenient when discussing upper bounds, and it is a form which is familiar in the context of [10, 11].

Definition 3. Define vy to be the smallest positive integer v such that

vlog (1 + S%)

v <
" n

As the next lemma shows, vy is essentially the solution to the maximization problem in the
definition of I'y;. Drawing an analogy to the result of Baraud [2] described in Section 2.1, v3 can be

conceptualized as the correct order of truncation accounting for the dimension and sparsity.
\/ vy log 1+
Lemma 1. Iflog (1 + S%) < %, then I'y < # < V2T'y.
With Lemma 1, the testing rate can be expressed as

2log (1+ &)+ £y /vnlog (1+ &) if s < /P,
vEM if s > \/p.

n

eu(p,s,n)” < (10)

The condition log (1 + s%) < n in Lemma 1 is natural in light of the triviality which occurs when
n < log (1 + S%)

2.3 Lower bound

In this section, a formal statement of a lower bound on the minimax separation rate is given. Define

slog(1+s%) v sT's,

bpsm)?ti={ Te <V, (1)
sy if s > \/D.

First, it is shown that the testing problem is trivial if log (S%) Zn.

Proposition 1 (Triviality). Suppose 1 < s < p. Suppose k > 0 and log (1 + S%) > kn. Ifn € (0,1),

then for any 0 < ¢ < 1 Av/k A y/klog (1 + 4n2) we have

inf§ Pofe #0}+  sup  Pri{p#1} o >1—1.
6F57
l11l2>evs

Proposition 1 asserts that in order to achieve small testing error, a necessary condition is that
[Ifll2 > C+/s for a sufficiently large C' > 0. To see why Proposition 1 is a statement about triviality,
observe that F, C {f € L*([0,1]7) : ||f|l2 < v/s}. To reiterate plainly, all potential f € F, in the
model (1) live inside the ball of radius /s. There are essentially no functions f € Fs that have

detectable norm when log (S%) 2 n, and so the problem is essentially trivial.



The lower bound construction is straightforward. Working in sequence space, consider an alterna-
tive hypothesis with a prior 7 in which a draw © ~ 7 is obtained by drawing a size s subset S C [p]
uniformly at random and setting 0r; = pif K = 1 and j € S or setting 0x,; = 0 otherwise. The
value of p determines the separation between the null and alternative hypotheses since ||©]|% = sp°.
However, p must respect some constraints to ensure 7 is supported on the parameter space and that
it is impossible to distinguish the null and alternative hypotheses with vanishing error. Observe this
construction places us in a one-dimensional sparse sequence model (since 0 ; = 0 for k > 2), which
is precisely the setting of [10]. From their results, it is seen we must have p? < log (1+ S%) /n. To
ensure 7 is supported on the parameter space, we must have Y .7 Qﬁ’j/uk <1 for all j € [p]. Since
p1 =1, it follows >°77 Qﬁ’j/,uk = ‘9%71' < p?, and so the constraint p < 1 must be enforced. When
log (1 + p/32) 2 n, only the second condition p < 1 is binding, and so the largest separation we can
achieve is ||©]|3 < s. Hence, the problem is trivial in this regime.

To ensure non-triviality, it will be assumed log (1 + S%) < Z. The choice of the factor 1/2 is only
for convenience and is not essential. In fact, the condition log (1 + S%) < n would always suffice for
our purposes, and the condition log (1 + S%) < n would also suffice for n > 1. The following theorem

establishes €3, (p, s,n)* = ¥(p,s,n)>.

Theorem 1. Suppose 1 < s < p and log (1+ S%) < %. Ifn € (0,1), then there exists c; > 0

depending only on n such that for any 0 < ¢ < ¢, we have

inf 4 Po {7 0} + sup  Pr{p#1}p>1-n
F

€Fs,
[[fll2=c(p,s,m)

where ¢ is given by (11).

The lower bound is proved via Le Cam’s two point method (also known as the method of “fuzzy”
hypotheses [45]) which is standard in the minimax hypothesis testing literature [24]. The prior
distribution employed in the argument is a natural construction. Namely, the active set (i.e. the
size s set of nonzero coordinate functions) is selected uniformly at random and the corresponding
nonzero coordinate functions are drawn from the usual univariate nonparametric prior employed in
the literature [2, 24].

2.4 Upper bound

In this section, testing procedures are constructed and formal statements establishing rate-optimality
are made. The form of the rate in (10) is a more convenient target, and should be kept in mind when

reading the statements of our upper bounds.

2.4.1 Hard thresholding in the sparse regime

In this section, the sparse regime s < /p is discussed. For any d € N and j € [p], define E;(d) =
nYy p<a X,f’j where the data {Xp j}ren,je(p) is defined via transformation to sequence space (5). For

any 7 > 0, define
P

T, (d) :== Z(Ej(d) — ar(d) L, ()2 a4r2) (12)
where )
o (d) = E (911”1 qg12> a+r23) (13)

P{llgll?> = d +r?}
where g ~ N(0, I3). Note ar(d) is a conditional expectation under the null hypothesis. The random
variable T’.(d) will be used as a test statistic. Such a statistic was first defined by Collier et al. [10],
and similar statistics have been successfully employed in other signal detection problems [8, 9, 30,
34]. However, all previous works in the literature have only used this statistic with d = 1. For our
problem, it is necessary to take growing d. Consequently, a more refined analysis is necessary, and

essentially new phenomena appear in the upper bound as we discuss later. As noted in Section 2.2,



the quantity vy can be conceptualized of as the correct truncation order, that is, it turns out the
correct choice is d < vy. The choice of r is more complicated, and in fact there are two separate
regimes depending on the size of d. The regime in which d > log (1 + %) is referred to as the “bulk”

regime. The complementary regime d < log (1 + S%) is referred to as the “tail” regime.

Proposition 2 (Bulk). Set d = vy V [D] where D is the universal constant from Lemma 15. There
exist universal positive constants K1, Kz, and K3 such that the following holds. Suppose 1 <5 < \/p

and log (1+ %) < K3d. Set
s4/v log (1+S%)

n
If n € (0,1), then there exists Cy, > 0 depending only on n such that for all C > C,, we have

T(p7s7n)2 =

P {T,n(d) > C’Klnr(p7s7n)2} + sup Py {Tr(d) < C’Klnr(p7s7n)2} <n

fEFs,
[Ifll2=C7(p,s,n)

where r = K (dlog (1 + %))1/4. Here, T:(d) is given by (12).

Proposition 3 (Tail). Set d = vy V [D] where D is the universal constant from Lemma 11. Let K3
denote the universal positive constant from Proposition 2. There exist universal positive constants K
and Kz such that the following holds. Suppose 1 < s < ,/p and log (1 + S%) > K2d. Set

slog (1 + S%)

7(p,s,n)? = -

If n € (0,1), then there exists Cy, > 0 depending only on n such that for all C > C,, we have

P {Tr(d) > CKint(p, s,n)2} + sup Py {Tr(d) < CKint(p, s,n)2} <n

fEFs,
[1fll22C7(p,s,n)

where 7 = Kzy/log (14 %). Here, T(d) is given by (12).
Propositions 3 and 2 thus imply that, for s < /p, the minimax separation rate is upper bounded
by slog (14 %) /n+ sy/vulog (1 + %) /n. By Lemma 1, it follows that

< slog (1+ &)

E;{(p737n ~ +3F’H

under the condition that log (1 + S%) < 5. As established by Proposition 1 in Section 2.3, a condition
like this is essential to avoid triviality.
Propositions 3 and 2 reveal an interesting phase transition in the minimax separation rate at the
point
- p
vy <log (1+ = ).
s

This phase transition phenomena is driven by the tail behavior of x2. Consider that under the
null distribution E;(d) ~ x3 for all j, and so the statistic 7,-(d) is the sum of p independent and
thresholded x3 random variables. By a well-known lemma of Laurent and Massart [31] (also from

Bernstein’s inequality up to constants), for any u > 0 we have
P{Xﬁfdz 2\/du+2u} <e . (14)

Roughly speaking, x2—d exhibits subgaussian-type deviation in the “bulk” u < v/d and subexponential-
type deviation in the “tail” u > v/d. Consequently, T, (d) should be intuited as a sum of thresholded
subgaussian random variables when r < v/d, and as a sum of thresholded subexponential random
variables when r 2 V.

Examining (14), in the “tail” w > v/d it follows 2v/du + 2u = u, which no longer exhibits de-
pendence on d. Analogously, in Proposition 3 the threshold is taken as r > v/d and so the resulting

rate exhibits no dependence on d and consequently no dependence on H. On the other hand, in the



“bulk” u < V/d it follows 2v/du + 2u =< v/du. Analogously, in Proposition 2 the threshold is taken as
rs V/d and so the resulting rate indeed depends on d and thus on .

2.4.2 2 tests in the dense regime

The situation is less complicated in the dense regime s > /p as it suffices to use the x? testing
statistic T :=n3°7_; >, XZ
Proposition 4. Suppose s > \/p. Set

VPVH

7(p,s,n)? = et

Ifn € (0,1), then there exists Cy, > 0 depending only on n such that for all C > C,, we have

2 2
Py {T>py;.[+—\/py7.¢}+ sup Py {Tgpm.[—f—ﬁ‘/pm{} <.

V1 fEFs,
[1£112>C7(p,s,m)

As in the sparse case, (10) Lemma 1 asserts 7(p,s,n)? =< sI'yq provided that the condition
log (1+ %) < n/2 is satisfied.

2.5 Special cases

Having formally stated lower and upper bounds for the minimax separation rate, it is informative to
explore a number of special cases and witness a variety of phenomena. Throughout the illustrations

it will be assumed log (1 + %) < n/2 as discussed earlier.

2.5.1 Sobolev

Taking the case ur =< k~2% as emblematic of Sobolev space with smoothness o > 0, we obtain the

minimax separation rate

da
T Za+1
slog( &
* 2 gr(LSZ) + S Zfs < \/57
5’)-[(27757”) -~ log Lz)
_ 4o
s (\’}—SI_)) ot if s > \/p.

It is useful to compare to the rates obtained by Ingster and Lepski (Theorem 2 in [25]) (see also [17])
although their choice of parameter is space is slightly different from that considered in this paper. In
the sparse case s = O (p1/2_5) for a constant 6 € (0,1/2], their rate is

N == .
s Viozp if logp < n2a+T

sl—"ygl—p if logp>n2a1+1.
_ 4o
In the dense regime p = O(s?), their rate (Theorem 1 in [25]) is s 22 1271 Quick algebra verifies
g /7 g

that our rate indeed matches Ingster and Lepski’s rate in these sparsity regimes.

In the sparse regime, the strange looking phase transition at logp = nTFT in their rate now
has a coherent explanation in view of our result. The situation logp < nTlﬂ corresponds to the
“bulk” regime in which case Tr(d) from (12) behaves like a sum of thresholded subgaussian random
variables. On the other side where logp 2 nTlﬂ, subexponential behavior is exhibited by T5(d). In
fact, our result gives more detail beyond s < p'/?27%. Assume only s < /P (for example, s = ﬁ% is

allowed now). Then the phase transition between the “bulk” and “tail” regimes actually occurs at
log (1+ %) = nzatl,

10



2.5.2 Finite dimension

Consider a finite dimensional situation, that is 1 = p1 = g2 = ... = fhm > fm+1 = pm+2 = ... = 0 for
some positive integer m. Function spaces exhibiting this kind of structure include linear functions,

finite polynomials, and generally RKHSs based on kernels with finite rank. If m < , the

log (1+ S% )
minimax separation rate is

slog(s%) n B mlog(s%)

5;(p787n)2 - > - if s < /D,
o if s> /.

In the sparse regime, the phase transition between the bulk and tail regimes occurs at log (1 + S%) =

m.

2.5.3 Exponential decay

As another example, consider exponential decay of the eigenvalues pur = c1 e~2*" where c1, ¢y are
universal constants and v > 0. Such decay is a feature of RKHSs based on Gaussian kernels. The

minimax separation rate is

slog( L log ( 15
9 $+slog% o . 552) if s <\/p
5,5, = os(%)
@ log% (\’}—SI_)) if s > /p.

In the sparse regime, the phase transition between the bulk and tail regimes occurs at log” (1 + S%) =
logn. The minimax separation rate is quite close to the finite dimensional rate, which is sensible as

RKHSs based on Gaussian kernels are known to be fairly “small” nonparametric function spaces [47].

3 Adaptation

Thus far the sparsity parameter s has been assumed known, and the tests constructed make use of
this information. In practice, the statistician is typically ignorant of the sparsity level and so it is
of interest to understand whether adaptive tests can be furnished. In this section, we will establish
an adaptive testing rate which accommodates a generic H, and it turns out to exhibit a cost for
adaptation which depends delicately on the function space.

To the best of our knowledge, Spokoiny’s article was the first to demonstrate an unavoidable
cost for adaptation in a signal detection problem [41]. Later work established unavoidable costs for
adaptive testing across a variety of situations (see [24] and references therein). This early work largely
focused on adapting to an unknown smoothness parameter in a univariate nonparametric regression
setting. More recently adaptation to sparsity in high dimensional models has been studied. In many
problems, one can adapt to sparsity without cost in the rate (nor in the constant for some problems)
[1, 14, 18, 26, 30, 34]. In the context of sparse additive models in Sobolev space, Ingster and Lepski

[25] (see also [17]) consider adaptation, and we discuss their results in Section 3.4.

3.1 Preliminaries

To formally state our result, some slight generalizations of the concepts found in Section 2.2 are

needed.

Definition 4. For a > 0, define vy (s,a) to be the smallest positive integer v satisfying

vlog (1 + ’;—‘21)

n

o <

11



Definition 5. For a > 0, define I'y(s,a) to be

vlog (1 + ’;—‘;)
Iu(s,a) :==max py N ——m—
veN n

Note v3(s,a) is decreasing in a and I'y(s,a) is increasing in a. As discussed in Section 2.2,
two different forms are useful when discussing the separation rate, and Lemma 1 facilitated that

discussion. The following lemma is a slight generalization and has the same purpose.

Lemma 2. Suppose a > 0. If log (1 + ’S’—g) < %, then

\/VH(S,G) log (1 + %)

- < V20n (s, a).

FH(87 CL) S

At a high level, the central issue with adaptation lies in the selection of an estimator’s or a test’s
hyperparameter (such as the bandwidth or penalty). Typically, there is some optimal choice but it
requires knowledge of an unknown parameter (e.g. smoothness or sparsity) in order to pick it. In the
current problem, the optimal choice of v is unknown since the sparsity level s is unknown.

In adaptive testing, the typical strategy is to fix a grid of different values, construct a test for
each potential value of the hyperparameter, and for detection use the test which takes the maximum
over this collection of tests. Typically, a geometric grid is chosen, and the logarithm of the grid’s
cardinality reflects a cost paid by the testing procedure [25, 34, 41]. It turns out this high level
intuition holds for signal detection in sparse additive models, but the details of how to select the grid

are not direct since a generic H must be accommodated. For a > 0, define
Vo = {2k ck e NU{0} and 27" < wy(s,a) < 2" for some s € [p]}

Define
o :=sup{a > 1:log(e|¥|) > a} (15)

and define
Vo o= Vety, - (16)

The grid ¥3; will be used. It is readily seen that #y is finite as the crude bound 7% < log(ep) is

immediate. The following lemma shows that .o is, in essence, a fixed point.
Lemma 3. Iflog (1 + pefy) < %, then ofy < log(e| V) < 2.4.

It turns out an adaptive testing procedure can be constructed which pays a price determined by
oy (equivalently log(e|#4|) up to constant factors). To elaborate, assume log (1 4+ pofy) < n/2. We

will construct an adaptive test which achieves

2 log (1 + P—f}’—) + sTu(s, o) if s < /Do,
s (s, ) if s > \/paly.

The form of this separation rate is very similar to the minimax rate, except that the phase transition
has shifted to s < /po% and a cost involving % is incurred. The value of %, can vary quite a bit
with the choice of H, and a few examples are illustrated in Section 3.4.

Our choice of the geometric grid yielding the fixed point characterization of Lemma 3 may not
be immediately intuitive. It can be understood at a high level by noticing there are two competing
factors at play. First, fix ¢ > 1 and note it can be conceptualized to represent a target cost from
scanning over some grid. To achieve that target cost, we should use the truncation levels vy(s,a)
for each sparsity s. Now, consider that we will scan over the geometric grid 7, obtained from the
truncation levels. If that geometric grid has cardinality which would incur a cost less than a, then it
would appear strange that we are scanning over a smaller grid to achieve a target cost associated to

a larger grid. It is intuitive that we might try to aim for a lower target cost a’ < a instead. But this

12



changes our grid to ¥, which now has a different cardinality, and so the same logic applies to a’. A
similar line of reasoning applies if the grid had happened to be too large. Therefore, we intuitively
want to select a such that 7, has the proper cardinality to push the cost a upon us. Hence, we are

seeking a kind of fixed point in this sense.

3.2 Lower bound

The formulation of a lower bound is more delicate than one might initially anticipate. To illustrate the
subtlety, suppose we have a candidate adaptive rate s — €(s). It is tempting to consider the following

lower bound formulation; for any n € (0, 1), there exists ¢;, > 0 such that for any 0 < ¢ < ¢,

inf ¢ Po{p #0}+ max sup Pr{pe#1l}p,>1—n.
® 1<s<p ferF

l1£112>cé(s)

While extremely natural, this criterion has an issue. In particular, if there exists § such that €(5) <
€*(5) where s — £*(s) denotes the minimax rate, then the above criterion is trivially satisfied. One
simply lower bounds the maximum over all s with the choice s = § and then invokes the minimax
lower bound. To exaggerate, the candidate rate €(1) = ¢*(1) and €(s) = oo for s > 2 satisfies the
above criterion. Furthermore, from an upper bound perspective there is a trivial test which achieves
this candidate rate. The absurdity from this lower bound criterion would then force us to conclude
this candidate rate gives an adaptive testing rate.

To avoid such absurdities, we use a different lower bound criterion. The key issue in the formu-
lation is that, in the domain of maximization for the Type II error, one must not include any s for

which the candidate rate is of the same order as the minimax rate.

Definition 6. Suppose s — €adapt(p, 5,1) is a candidate adaptive rate and {Spn}, , oy are a collection

p.n€
of sets satisfying Sp,n C [p] for all p and n. We say s — €qdapt(p, s,n) satisfies the adaptive lower

bound criterion with respect to {Spn} if the following two conditions hold.

p,nEN

(i) For any n € (0,1), there exists ¢, > 0 depending only on n such that for all 0 < ¢ < ¢y,

inf ¢ Po{¢ # 0} + max sup Pi{o#1}p>1—n
@ SESp n F

€Fs,
[1f1122c€adapt(s)

for all p and n.

(i) Either
. Eadapt(pvsvn)
max mm —— ——

= 17
p,nENSESp n 8*(}?78771) o ( )

or

max max Eadopt(P, 8,7) < 00 (18)
p,neN s€(p] 5*(27787”)

where s — €*(p, s,n) denotes the minimaz separation rate.

Intuitively, this criterion is nontrivial only when there are no sparsity levels in the chosen reference
sets for which the candidate rate is the same order as the minimax rate. More explicitly, there is
no sequence {Sp.n}pnen With s, € Sp n along which the candidate and minimax rates match (up
to constants). This criterion avoids trivialities such as the one described earlier. In Definition 6,
formalizing the notion of “order” requires speaking in terms of sequences, though it may appear
unfamiliar and clunky at first glance. Definition 6 is not new, but rather a direct port to the testing
context of the notion of an adaptive rate of convergence on the scale of classes from [44] in the
estimation setting (see also [11] for an application of this notion to linear functional estimation in the
sparse Gaussian sequence model).

The condition (18) simply requires the candidate rate to match the minimax rate if (17) does not

13



hold. In this way, the definition allows for the possibility of the minimax rate to be an adaptive rate
(in those cases where no cost for adaptation needs to be paid).

We now state a lower bound with respect to this criterion. Define the candidate rate

S log (14 22 ) v s s, o ifs < 7,
wadapt(p,87n)2 = n g( 52 ) H( 7'L) f VDI (19)
sTu (s, o) if s > /P

Here, o is defined in (15). Examining this candidate, it is possible one may run into absurdities for
s < (pu@m)l/%‘S since log (1 + p—izﬁ) = log p, meaning the candidate rate can match the minimax
rate. Note here we have used that @7 grows at most logarithmically in p. Therefore, we will take
S = {s €lpl:s> \/M} (dropping the subscripts and writing S = S, » for notational ease).

It follows from the fact that ' (s, a) is increasing in a that either (17) or (18) should typically
hold. To see that I'y (s, a) is indeed increasing in a, let us fix a < a’. Consider that for every v € N
we have

vlog (1+ %) viog (1+25)
po N H——— e Sy N

n
Taking maximum over v on both sides yields I'y(s,a) < I'y(s,a’), i.e. T'y is increasing in a. Now,
consider a = 1 and @’ = %, in order to compare the candidate rate Yadapt to the minimax rate e*.
Since s > /po4, we have log (1 + S%) < 1 and log (1 + p—f{zﬁ) = p—f;ﬂ. With the above display, it
is intuitive that either (17) or (18) should hold in typical nonpathological cases; these conditions can
be easily checked on a problem by problem basis (such as those in Section 3.4).

In preparation for the statement of the lower bound, the following set is needed
Vi = {2k ck e NU{0} and 257" < vy (s, o) < 2" for some s € S}. (20)

With 777-( defined, we are ready to state the lower bound. The following result establishes condition
(i) of Definition 6 for thaqapt given by (19) with respect to our choice S = {s € [p] : s > \/p }.

Theorem 2. Suppose /3 =< log (e|“/77.¢|) Assume further log (14 paty) < &. Ifn € (0,1), then
there exists ¢, > 0 depending only on n such that for all 0 < ¢ < ¢, we have

inf ¢ Po{¢ # 0} + max sup Pr{p#1}p >1—n
@ s€eS fEFs,
[1fll2= e adapt

where Yadapt s given by (19) and S = {s € [p] : s >/ }.

The condition o/ < log <e|%¢ |) is somewhat mild; for example it is satisfied when the eigenvalues
satisfy a polynomial decay such as jp = cok ™ 2* for some a > 0 and positive universal constant cq.
It is also satisfied when there is exponential decay such as pr = c1 e=29" for some ~v > 0 and positive
universal constants ¢1 and cz. Sections 3.4 contains further discussion of these two cases.

The proof strategy is, at a high level, the same as that in Section 2.3 with the added complication
that the prior should also randomize over the sparsity level in order to capture the added difficulty of
not knowing the sparsity level. The random sparsity level is drawn by drawing a random truncation
point v and extracting the induced sparsity. The rest of the prior construction is similar to that in
Section 2.3, but the analysis is complicated by the random sparsity level.

Finally, note Theorem 2 is a statement about a cost paid for adaptation for sparsity levels in
S = {s €lpl:s> \/M} Nothing is asserted about smaller sparsities. It would be interesting to
show whether or not the candidate t.dapt also captures the cost for sparsity levels s which satisfy
(patn)/?7° < s < \/pahsy for all § € (0,1/2] (e.g. s = /pa/log(petu)); we leave it open for future

work.
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3.3 Upper bound

In this section, an adaptive test is constructed. Recall @, and ¥4 given in (15) and (16) respectively.

Define
( log (1—&-’78—%"))\/(%\/yﬂ(aﬂg)log(l—&—%t)) if s < /Dy,
%\/VH(S%H)bg (1+”s—‘?ﬁ) if s > \/pt.

3w

Tesdapt (p7 S, n) =

(21)

In the test, the following collection of geometric grids is used. Define
S = {1,2,4, .., 2lem Wﬂ*l} U {p}. (22)

The choice to take . as a geometric grid is not statistically critical, but doing so is computationally

advantageous.

Theorem 3. There exist universal positive constants D, Ka, K5, and Ks such that the following
holds. Let <y, Y, and 7 be given by (15), (16), and (22) respectively. For v € ¥ and s € [p], set

d, =vV [D] and set
1/4
rus = Ko (dl, log (1 + pﬁ?)) ,
s

;] yo%
=K} log(l—&-pS;{)A

If n € (0,1), then there exists Cy, > 0 depending only on n such that for all C > C,), we have

Py < max max 0 max su P; < max max 13 <
’ {Ueﬂt/ﬂ s€S o # } * 1<s*<p fEJ:Is)*, ! {VE'VH s€S Puss 7 } =1

[1f1 ‘ZZCTadam(Pas*a")

where Todept 18 given by (21). Here, oo, s is given by

1 - if s < /p and 4 /1 (1 %)<K\/dw
{TTV‘S(dV)>Cs ulog(1+%ﬂ)} if s < pety an og ({l+ =073 < K3

Pu,s = I{TT; (d,,)>cslog(1+pf23 )} if s < /poy and /log (1 + %ﬁ) > K3vd,,

]l{nZ?:l Shey XE ;>vp+Cr/vpals | if s 2 Vpain

and the statistic Tr-(d) is given by (12).

As mentioned earlier, the adaptive test involves scanning over the potential values of v in the
geometric grid #3. Consequently, a cost involving 27, is paid. Note for s < \/p/; we also need to
scan over s € . in order to set the thresholds in the statistics T’ (d) properly. It turns out this extra
scan does not incur a cost; cost is driven by needing to scan over v.

To understand how scanning over v can incur a cost, it is most intuitive to consider the need
to control the Type I error when scanning over the x? statistics with various degrees of free-
dom. Roughly speaking, it is necessary to pick the threshold values ¢, such that the Type I error
P (UVE,,,H {x2p —vp> tu}) is smaller than some prescribed error level. By union bound and (14),

consider the tail bound P (UUE%{ {x;, —vp > 2 vpu+ Qu}) < ZI/E'VH P{xi, —vp>2yvpu+2u} <
|#3¢|e”™. To ensure the Type I error is small, this tail bound suggests the choice ¢, < /vplog |#|+
2log | Y| < \/vplog | #| where the latter equivalence follows from the fact |#3| grows at most log-
arithmically in p. Since the threshold ¢, is inflated, a signal must also have larger norm in order to

be detected. The logarithmic inflation factor is a consequence of the x? tail.
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3.4 Special cases

To illustrate how a price for adaptation depends delicately on the choice of function space H, we
consider a a variety of cases. Throughout, the assumption log(1 + po/) < n/2 as well as the other

assumptions necessary for our result are made.

3.4.1 Sobolev

Taking px =< k~2% as emblematic of Sobolev space with smoothness a, it can be shown that o =
log (€| %) = loglogp (recall (15) and (20)). Our upper and lower bounds assert an adaptive testing

rate is given by

1 ploglogp
s Og( 52 ) +s n____ if s < y/ploglogp,
2 O n ploglogp
Eadapt (D, $,m)" =< 1/log(732 )

_ _4da
S (7m) ot ’LfS 2 \/plOglng‘

Ingster and Lepski [25] consider adaptation in the sparse regime s = O(p1/2_5) and the dense regime
s=pY** 0 for§ e (0,1/2) separately. In the sparse regime, they construct an adaptive test which

is able to achieve the minimax rate; no cost is paid. In the dense rate, not only do they give a

ns )*42%
Vploglogp
notation, S = [p] can be taken) showing it cannot be improved. As seen in the above display, our

test which achieves s ( , they also supply a lower bound (now, in our lower bound
test enjoys optimality in these regimes.

The reader should take care when comparing [25] to our result. In our setting, the unknown
sparsity level can vary throughout the entire range s € [p]. In contrast, [25] consider two separate

1/2_5, or it is constrained to s > p1/2+5.

cases. Either the unknown sparsity s is constrained to s < p
To elaborate, the precise value of s is unknown but [25] assumes the statistician has knowledge
of which of the two cases is in force. In contrast, we make no such assumption; nothing at all is
known about the sparsity level. In our view, this situation is more faithful to the problem facing
the practitioner. Despite constructed for a seemingly more difficult setting, it turns out our test is
optimal under Ingster and Lepski’s setting.

Our result provides finer detail around ,/p missed by [25]. In Theorem 3 of their article, Ingster
and Lepski propose an adaptive test procedure which is applicable in the regime s < ,/p. It requires

signal strength of squared order at least

da

n da+1
VP (x/loglogp) ‘

This is suboptimal since our test achieves

_ _4do
) ot if logloglogp < Rt

\/Z_) ( Vlog lZg log p

y/Plogloglogp
n

if logloglogp > nzat ,

which is faster.

3.4.2 Finite dimension

Consider a finite dimensional structure 1 = p1 = p2 = ... = m > fms+1 = ... = 0 where m is a

nZ

log(1+p)’
be achieved by our adaptive test. In other words, no cost is paid for adaptation.

positive integer. If m < it can be shown .73 < 1, and so the minimax separation rate can
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3.4.3 Exponential decay

c2

Consider exponential decay of the eigenvalues ur = cie™ ¥" where v > 0. It can be shown that

o =< log(e|¥4|) = logloglog p, and so an adaptive rate is

slog( 2 log log log p 1 log plogloglogp
) ¥+slog27 1n1 1 ( nsz ) if s < v/plogloglog p,
Eadapt(pysyn) = log(p - 502 - P)
VPIogIog Iog p 1 ..o ;
ploglogTogp 150 25 (m) if s > +/plogloglog p.

The cost for adaptation here grows very slowly, and is perhaps another indication of the relative

“small” size of RKHSs based on Gaussian kernels (as noted in Section 2.5).

4 Adaptation to both sparsity and smoothness

So far we have assumed that the space H is known. However, it is likely that H is one constituent
out of a collection of spaces indexed by some hyperparameter, such as a smoothness level. Typically,
the true value of this hyperparameter is unknown in addition to the sparsity being unknown, and
it is of interest to understand how the testing rate changes. To avoid excessive abstractness, we
follow [17, 25] and adopt a working model where .7; has py of the form p, = k2% emblematic of
Sobolev space with smoothness a. To emphasize the dependence on «, let us write 7 (s, a) and its
corresponding space F(s, ). Reiterating, we are interested in adapting to both the sparsity level s
and the smoothness level a.

Ingster and Lepski [25] study adaptation to both sparsity and smoothness. In particular, they
study adaptation for an unknown a € [ao, 1] in a closed interval where the endpoints ap < au
are known. As argued in [25], since a1 is known, the sequence space basis in Section 1.2.2 for any
a € [ap, 1] can be taken to be ai-regular, and thus is known to the statistician. Furthermore, they

1/249 and the sparse regime s < p1/276 for some constant

separately study the dense regime s > p
0 € (0,1/2). We adopt the same setup as them.
Ingster and Lepski [25] claim the following adaptive rate. In the dense case s > pl/”‘s, they make

the assumption % log (%) — 0 and state (Theorem 4 in [25])

_ _4a
Ta+1

ns
ey

In contrast®, we will show the adaptive rate in the dense case s > pl/2+‘S is

- 4;111
2 ns
5dense(p787n7 O‘) XS\ TTYY——= .
ploglog(np)

The careful reader will note that in the special case p = 1, our answer recovers the adaptive separation
__4a

rate (n/\/log log n) 1e+T proved by Spokoiny [41]. In the sparse case s < p'/27% their claimed rate

(Theorem 5 in [25]) is

da

slo n okt
58P +s| ——m——— . (23)
n log(plogn)
As a partial correction, we prove the following lower bound
Tt
slog(ploglogn) 4s n 4 (24)
n log(ploglogn)

IThe same error affects the proofs of the lower bounds in Theorems 4 and 5 in [25]. The prior they define is not supported
on the parameter space. Under their prior (see (75) in [25]), the various coordinate functions f; end up having different
smoothness levels «; instead of sharing a single a.
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In the regime logp 2 loglogn, (23) and (24) match each other and match the minimax rate (see
Section 2.5.1). However, in the case logp < loglogn, there may be a difference between (23) and
(24).

4.1 Dense

Fix § € (0,1/2) and ag < ai. Recall in the dense regime that s > p/?*°. Define

ns _4;1‘%
Tc%ense (p7 S, N, Oé) =S| Y . (25)
ploglog(np)

As mentioned earlier, we will be establishing this rate in the dense regime. For use in a testing

procedure, define the geometric grid

(e )
Viest :={ 1,2,4,8,..2 »loglog(np) ) (26)

Note the statistician does not need to know s nor a to construct Viest. Further note log |V¢est| =

log log(np).

4.1.1 Upper bound

The test procedure employed follows the typical strategy in adaptive testing, namely constructing
individual tests for potential values of v in the grid Viest, and then taking maximum over the individual
tests to perform signal detection. The cost of adaptation involves the logarithm of the cardinality of

Viest (i.e. loglog(np)). Since the dense regime is in force, the individual tests are x? tests.

Theorem 4. Fiz d € (0,1/2) and ag < an. If n € (0,1), then there exists Cy, > 0 depending only on
n such that for all C > C)y, we have

P { max @, = 1} + max sup sup Py { max ¢, = 0} <n

VEVtest s>pl/2+8 helag,aq] fEF(s,a), VEVtest
1£1122CTgense(pss,m,a)

where

Pv = ]]'{n Z?:l stv X§7j2up+Kn(1/up log log(np)-+log log(np))}'

with K, being a constant depending only on 1. Here Tiense 18 given by (25) and Viest s given by (26).

4.1.2 Lower bound

The following theorem states the lower bound. Note that it satisfies Definition 6 with the straight-
forward modification to incorporate adaptation over a. In particular, the potential difficulty with

absurdities outlined in Section 3.2 do not arise since the candidate rate

2237
2 ns
Tdense(p7 s, N, Ot) =S e e e a—
ploglog(np)

_ _4a
. .. 2 Ta+1
is never of the same order as the minimax rate ¢*(p, s,n,a)* = s (\’}—%)

Theorem 5. Fiz 6 € (0,1/2) and ao < an. If n € (0,1), then there exists ¢;; > 0 depending only on
n such that for all 0 < ¢ < ¢, we have

inf ¢ Po{¢ # 0} + max sup sup Pr{p#1} ) >1—n
¢ s2pt/?10 aglag,ai] fEF(s,a),
[1fll2ZcTdense(P)s,m,00)

where Taense 15 given by (25).
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4.2 Sparse

Fix § € (0,1/2) and ao < a;. Recall that in the sparse regime we have s < p'/2~°. Define

_ _4da
1 log 1 ot
n log(ploglogn)

Ingster and Lepski [25] give a testing procedure achieving (23) and thus establish the upper bound.
As noted earlier, when logp 2 loglogn, not only do (27) and (23) match each other but they also
match the minimax rate (see Section 2.5.1). In the regime logp < loglogn, it is not clear from a
lower bound perspective whether a cost for adaptation is unavoidable. We complement their upper
bound by providing a lower bound which demonstrates that it is indeed necessary to pay a cost for
adaptation. However, the cost we identify may not be sharp. To elaborate, in the case where p is a
large universal constant but much smaller than n, the sparse regime rate (27) involves v/loglog log n.
From Spokoiny’s article [41], v/loglogn is instead expected. We leave it for future work to pin down
the sharp cost.

Theorem 6. Fiz ¢ € (0,1/2) and oy < o1. If n € (0,1), then there exists ¢, > 0 depending only on
n such that for all 0 < ¢ < ¢;, we have

inf ¢ Po{¢ # 0} + max sup sup Pr{p#1} ) >1—n
¢ s<p!/27% aglag, o] FEF(s,2),
[1fll2>cTsparse(p,s,n,a)

where Teparse 18 given by (27).

As discussed with respect to Theorem 5, the lower bound in Theorem 6 satisfies Definition 6 with

the straightforward modification to incorporate adaptation over a.

5 Discussion

5.1 Relaxing the centered assumption

In Section 1.2.2, in the definition of the parameter space (4) the signal f was constrained to be
centered. It was claimed this constraint is mild and can be relaxed; this section elaborates on this
point.

Suppose f is an additive function (possibly uncentered) with each f; € H. Let f = f[0,1]p f(z)dx
and note we can write f = f1,+(f— f1,) where 1,, € L?([0, 1]) is the constant function equal to one.
Since f is an additive function, for any z € [0, 1]” we have f(z) = f+ g(z) where g(z) = >h 1 9i()
with g;(z;) = fi(x;) — fol f(t) dt. In other words, we have f = f1, + g where g itself is an additive
function with each g; € Ho.

Asserting f is a sparse additive function implies g is a (centered) sparse additive function. Fol-
lowing [17, 38], we impose constraints (i.e. RKHS norm constraints) on the centered component

functions g;. Therefore, the following uncentered signal detection problem can be considered,

Ho: f=0, (28)
Hi :||fll2 > €, f is s-sparse additive, and g € F; (29)

where F is given by (4). Let ¢* denote the minimax separation rate. Consider ||f||3 = % +||g/|3 by

orthogonality. Thus, there are two related detection problems, Problem I

Ho:fE(L

Hy : |f| > ¢e1 and f is s-sparse additive
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and Problem II

HO : fEO7
Hi :|lg|l2 > €2 and g € Fs.

Let €} and € denote the minimax separation rates of the respective problems. We claim (%)% =<
(€1)? 4 (3)?. From ||f]||* = fZ +||gl13 > F? V||gl|3 it is directly seen that (¢*)? > ()% V (€3)? <
(e1)? 4 (€3)?, and so the lower bound is proved. To show the upper bound, consider that if || f||3 >
C ((e7)? + (¢3)?), then by triangle inequality it follows that either |f|*> > C(e})? or ||g]|5 > C(e3)>.
Thus, there is enough signal to detect and the test which takes maximum over the subproblem

2 .
is now also proved.

minimax tests is optimal. Hence, the upper bound (£*)? < (£7)? + (&%)

All that remains is to determine the minimax rates €] and 5. Let us index starting from zero
and take {1x }72o and {ux}7, to be the associated eigenfunctions and eigenvalues of the RKHS Ho.
Recall {11, }52, forms an orthonormal basis for L?([0,1]) under the usual L? inner product. Since by
definition Ho is orthogonal to the span of the constant function in L*([0, 1]), without loss of generality
we can take 1o to be the constant function equal to one, uo = 0, and {¢¥x}72; to be the remaining
eigenfunctions orthogonal (in L?) to constant functions.

The data {Xg j}ren jefp (defined in (5)) is sufficient for Problem II. Therefore, the minimax rate
€5 is exactly given by our result established in this paper. The minimax rate €] can be upper bounded
in the following manner. Consider that (1,,dYz)r2([0,1jp) ~ N(f, 1) since |[1,|[3 = 1. Therefore, the
parametric rate 7 S ﬁ can be achieved. Hence, (¢*)? x (e])? + (¢5)® < (¢5)%. In other words,

centering is immaterial to the fundamental limits of the signal detection problem.

5.2 Sharp constant

As we noted earlier, our results do not say anything about the sharp constant in the detection
boundary. The problem of obtaining a sharp characterization of the constants in the detection
boundary is interesting and likely delicate. In an asymptotic setup and in the Sobolev case, Gayraud
and Ingster [17] were able to derive the sharp constant in the sparse regime s = p'=? for fixed
B € (1/2,1) under the condition logp = o(nﬁ). Gayraud and Ingster discuss that this condition
is actually essential, in that the detection boundary no longer exhibits a dependence on 3 when the
condition is violated. This condition has a nice formulation in our notation, namely it is equivalent

to the condition )

80/ _ 1,
This correspondence in the Sobolev case suggests this condition may actually be essential for a generic
H. It would be interesting to understand if that is true, and to derive the sharp constant when it
holds if it so.

To be clear, it may be the case (perhaps likely) our proposed procedure is suboptimal in terms
of the constant. Indeed, the existing literature on sparse signal detection, both in sparse sequence
model [14, 18] and sparse linear regression [1, 26] rely on Higher Criticism type tests to achieve the
optimal constant. Gayraud and Ingster [17] themselves use Higher Criticism. For a generic space
H, our procedure should not be understood as the only test which is rate-optimal. In the sparsity

1/2-8

regime s = p , we suspect an analogous Higher Criticism type statistic which accounts for the

eigenstructure of the kernel might not only achieve the optimal rate, but also the sharp constant.

5.3 Future directions

There are a number of avenues for future work. First, we only considered one space H in which all
component functions f; live in. In some scenarios, it may be desirable to consider a different space
H; for each component. Raskutti et al. [38] obtained the minimax estimation rate when considering
multiple kernels (under some conditions on the kernels). We imagine our broad approach in this work

could be extended to determine the minimax separation rate allowing multiple kernels. Instead of a
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common vy, it is likely different quantities v4; will be needed per coordinate and the test statistics
could be modified in the natural way. The theory developed here could be used directly, and it seems
plausible the minimax separation rate could be established in a straightforward manner.

Another avenue of research involves considering “soft” sparsity in the form of ¢, constraints for
0 < ¢ < 1. Yuan and Zhou [50] developed minimax estimation rates for RKHSs exhibiting polynomial
decay of its eigenvalues (e.g. Sobolev space). In terms of signal detection, its plausible that the
quadratic functional estimator under the Gaussian sequence model with ¢, bound on the mean could
be extended and used as a test statistic [10]. The hard sparsity and soft sparsity settings studied in
[10] are handled quite similarly. It is possible not much additional theory needs to be developed in
order to obtain minimax separation rates under soft sparsity.

Since hypothesis testing is quite closely related to functional estimation in many problems, it is
natural to ask about functional estimation in the context of sparse additive models. For example, it
would be of interest to estimate the quadratic functional ||f||3 or the norm ||f||2. It is well known
in the nonparametric literature that estimating L, norms for odd r yields drastically different rates
from testing and from even r [19, 32]. A compelling direction is to investigate the same problem in
the sparse additive model setting.

Additionally, it would be interesting to consider the nonparametric regression model Y; = f(X;)+
Z; where the design distribution X; id Px exhibits some dependence between the coordinates. The
correspondence between the white noise model (1) and the nonparametric regression model we relied
on requires that the design distribution be close to uniform on [0, 1]?. However, in practical situations
it is typically the case that the coordinates of X; exhibit dependence, and it would be interesting to
understand how the fundamental limits of testing are affected.

Finally, in a somewhat different direction than that discussed so far, it is of interest to study the
signal detection problem under group sparsity in other models. As we had encouraged, our results can
be interpreted exclusively in terms of sequence space, that is the problem (7)-(8) with parameter space
(6). From this perspective, the group sparse structure is immediately apparent. Estimation has been
extensively studied in group sparse settings, especially in linear regression (see [47] and references
therein). Hypothesis testing has not witnessed nearly the same level of research activity, and so there
is ample opportunity. We imagine some features of the rates established in this paper are general

features of the group sparse structure, and it would be intriguing to discover the commonalities.
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7 Proofs

7.1 Minimax upper bounds
7.1.1 Sparse

Proof of Proposition 2. Fix n € (0,1). We will set C,, at the end of the proof, so for now let C > C,,.
The universal constant K7 will be selected in the course of the proof. Let L™ denote the universal
~ o\ 1/4 .
W\/cl/‘l\/ LT anngzzlL(—gwherec:
c¢* A ™™ where ¢* and ¢ are the universal constants in the exponential terms of Lemmas 15 and 14

constant from Lemma 21. Set Ko := 1V

respectively.
We first bound the Type I error. Since 4/log (1 —+ S%) < K3v/d, we have 1 < K2, /log (1 + S%) <
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K2Ksv/d < L*V/d. Therefore, we can apply Lemma 15 to obtain that

Py {Tr(d) >C" ( xprie” 4 %x)} <e’”
7

for any = > 0. Here, C* is a universal constant. Taking z = C and noting that C' > 1 provided we
select Cy, > 1, we see that

c* ( xprie” et + %x) <Cc*C <K22\/pdlog (1 + s%) e_C*Ké log(1+s%) + i)

r2
" / / s2 d
<CC<K22 d10g<1+8%) p.s2—+p+§>

<cC <K225 dlog (1 n %) + i)

r2

< 2C*K2Csy [dlog (1 + s%)

= CKn7(p,s,n)’

where we have used that ¢*Ki > 1 and where we have selected K1 = 2C*K2. Note we have also
used that % < Vd < K2s dlog (1 + S%) Thus, with these choices of K1, K2, and x, we have

™

Py {T,(d) > CKlnT(p,s,n)Q} <eT=e Y<e <

N3

provided we select C, > log (%) V1.
We now examine the Type Il error. To bound the Type II error, we will use Chebyshev’s inequality.

In particular, consider that for any f € F, with ||f||2 > C7(p, s,n), we have

Py {T,(d) < CKint(p,s,n)*} = Py { E¢(T,(d)) — CKint(p,s,n)> < E¢(T,(d)) — T-(d)}
< Vary (T:-(d))
= (Bf(T-(d)) — CKin7(p, s,n)?)?

(30)

provided that E;(T(d)) > CKin7(p,s,n)?. To ensure this application of Chebyshev’s inequality is
valid, we must compute suitable bounds for the expectation and variance of T;-(d), which the following

lemmas provide.
Lemma 4. IfC, is larger than some sufficiently large universal constant, then E¢(T-(d)) > 2CKint(p, s,n)>.

Lemma 5. If C, is larger than some sufficiently large universal constant, then Vary(T(d)) <
ct (s°r* + E¢(T,(d))) where C' > 0 is a universal constant.

These bounds are proved later on. Let us now describe why they allow us to bound the Type II
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error. From (30) as well as Lemmas 4 and 5, we have

Vary (T-(d))
(Ef(T:(d)) — CKin7(p, 5,1)%)*
Cts?rt 4 CTE4(T-(d))
= (By(T(d)) — CKin7(p, s,n)?)”

Py {To(d) < CEnr(p,5,m)} <

CT D] K3s°valog (1+ &) CYE; (T (d))
= C2K2n27(p, s,n)* (Ef(T-(d)) — CKin7(p, s,m))?
C'[D] K3 CTE; (T (d))

C?K?} (Ef(Tr(d)) — CKin7(p,s,m)?)*
C'[D] K3 CYE; (T, (d))
T CKY (BT (d))?

< C'[D] K3 N 4Ct

- K} Ey(T(d))
C'[D] K3 401

- C?K? 2CKint(p,s,n)?
C'[D] K3 2C"

- C2?K? CK1V/log?2

provided we pick ), larger than a sufficiently large universal constant as required by Lemmas 4 and
5. With this bound in hand and since C' > C,,, we can now pick C,, sufficiently large depending only
on 7 to obtain

sup Pf {TT(d) < CK1?’LT(p,87n)} <

fEFs,
[1fll2=C7(p,s,n)

|3

To summarize, we can pick C, depending only on 1 to be sufficiently large and also satisfying the

condition C;, > log (%) V 1 and those of Lemmas 4, 5 to ensure the testing risk is bounded by 7, i.e.
Po{To(d) > CKinr(p,s,n)’} + sup Py {To(d) < CKinr(p,5,n)°} <1,
fEFs,
I ll2=C7(p,s,m)
as desired. O

It remains to prove Lemmas 4 and 5. Recall we work in the environment of the proof of Proposition
2.

Proof of Lemma 4. To prove the lower bound on the expectation, first recall
P
Ef(Tm(d)) = ZEf ((Ej(d) - aT(d)) H{Ej(d)2d+r2}) .
j=1

Under Py, we have E;(d) ~ x3(m3) where m} =n", _, 07 ;. Here, the collection {6, ;} denotes the
basis coefficients of f. Intuitively, there are two reasons why the expectation might be small. First,
we are thresholding and so we are intuitively removing those coordinates with small, but nonetheless
nonzero, means. Furthermore, we are truncating at level d and not considering higher-order basis
coefficients; this also incurs a loss in signal.

Let us first focus on the effect from thresholding. Let C denote the universal constant from Lemma
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13. Applying Lemma 13 yields

By (Ty(d) = 3 By ((B5(d) = ar (@) Ly 24421

= 3 B ((By(d) = ar(@d) Lpp, ayzaer2) )
JES§
> 3

jESf:m?25r2

2 2

%

JESF jESf:m§<6r2
9 ~
S Z my B CST2
-\ - 2 2
JESy

where Sy C [p] denotes the subset of active variables j such that ©; # 0. Note that such Sy exists
and |Sf| < s since f € Fs. We have thus bounded the amount of signal lost from thresholding.

Let us now examine the effect of truncation. Consider that

I < >0 > 6k,

JESs k=1
-3 (Tt e
jESy \k<d k>d

2

=D DI IRIING S
jesy \k<d k>d
< (X0t ) + s

JES) k<d

Here, we have used >.p°, p;'07 ; < 1 for all j. Therefore, we have shown Zjesf > k<d 0r,; >
[|£1|3 = spra+1, and thus have quantified the loss due to truncation.
We are now in position to put together the two pieces. Consider ||f||3 > C?7(p,s,n)?. Conse-

quently,

Z m_? S C?n1(p, s,m)* — NSt S C?n7(p, 8,m)% — NSly, 41
_ - 2 - 2 ’

JESy
We have used the decreasing order of the kernel’s eigenvalues, i.e. that d > v implies ftu,,+1 > pat1-

Further, consider that by definition of vg and 7(p,s,n)?, we have

vy log (1 + s%) B 7(p,s,n)?

1 < < =
Hvp+1 =S Hoyy S n S

2
With this in hand, it follows that Zjesf % > (022,1) nt(p,s,n)?. To summarize, we have shown

m? Csr?
ByT@) = | Y S| -=3
jesy
N m_f) _ CK3\/[Dln7(p,s,n)
—\ 2 2
JESy
m? CK3./[D]
> 7 —
= 2 ) <1 Cc? -1 (31)

<.
m
195}

[y
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Here, we have used d < [D]vy. We can also conclude

Ef<TT<d>>><C “KQCV ) (p,s,m)°.

In view of the above bound and since C > (), it suffices to pick C,, large enough to satisfy sz -
4K,Cy > 1+ K3C to ensure E;(T,(d)) > 2CKin7(p, s,n)?. The proof of the lemma is complete. O

Proof of Lemma 5. To bound the variance of T5(d), recall that ,/log (1 + S%) < Kg\/a, and so 1 <
K2, /log (1 + S%) < K2Ksv/d < L*+/d. Therefore, we can apply Lemma 14. By Lemma 14, we have

Varg (T, ZVarf ( i(d) — Oér(d))]l{Ej(d)szrr?})

BT
r 4 2
) +Clsrt 4+ C1 E mj

jESf:m?>4r2

< CTprtexp (7

*xk 4
T4 cr T4 1 2
<C'pr exp<77)+0 sr-+C E mj

jES;

where CT is a positive universal constant whose value can change from instance to instance. Recall ¢**
is defined at the beginning of the proof of Proposition 2. Since r* = Kjdlog (1 + S%) and ¢ K3 > 1,
we have

x4 2

cr D s
pr exp (— ] ) < priexp (—log (1+ 5_2)) Spr4.52—+p < %t

Therefore,
Var;(T-(d)) < CTs*r* + CTsr* + C1 Z m; <20%s*rt - ¢t Z m;.
JES JjESs
Taking C, larger than a sufficiently large universal constant, noting C' > C,, and invoking (31), we
have the desired result. O

Proof of Proposition 3. Our proof is largely the same as in the proof of Proposition 2, except we
invoke results about the “tail” rather than the “bulk”. Fix n € (0,1). We will make a choice of Cj,
at the end of the proof, so for now let C > (). We select K in the course of the proof, but we will

select K2 now. Set Ko := \/ui? ve 2y (ch)_l/4 with ¢ = ¢ A ¢ where ¢* and c¢** are the
universal constants in the exponential terms of Lemmas 11 and 10 respectively.

We first bound the Type I error. Since log (1 + S%) > K3d, we have r> > d. Since d > D, we
have by Lemma 11 that for any = > 0,

Py {T’r(d) > C* (\/:Epr‘le—c’”2 + x)} <e”

where C™ is a universal positive constant. Taking x = C' and noting C' > 1 provided we have chosen
Cy, > 1, we see that

C*( /ZEpT4€_C*T2+ZE) SC*C <K§log 1+ ) 7C*K§10g(1+5%) +1>

(
<cc <K22 tog (1+ %) /p- sfip + 1)
(

< 20" CK2slog (1+ )

Rl

R

= C'Klv”m'(p,s,n)2

where we have used that ¢*K2 > 1 and we have set K; := 2C*K2. Thus, with these choices of
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K1, K2, and © we have

Py {T(d) > C’Klnr(p,s7n)2} <eT=e Y<e <

N3

provided we select C', > log (%) V1.
We now examine the Type Il error. To bound the Type II error, we will use Chebyshev’s inequality.

In particular, consider that for any f € Fs with ||f||2 > C7(p, s,n), we have

Py {To(d) < CKinr(p,5,1)*} = Py {B;(T.(d) — CRynr(p, 5,1 < By(To(d) — To(d)}
Vary (T,(d)
N (Ef(TT(d)) - CKﬂ’LT(p, 87”)2)2

(32)

provided that E¢(T-(d)) > CKin7(p,s,n)*. To ensure this application of Chebyshev’s inequality is
valid and to bound the Type II error, we will need a lower bound on the expectation of T-(d). We
will also need an upper bound on the variance of T,(d) in order to bound the Type II error. The
following lemmas provide us with the requisite bounds; they are analogous to Lemmas 4 and 5 but

are now in the context of the tail regime.
Lemma 6. If C, is larger than some sufficiently larger universal constant, then E(T-(d)) >
20K 1n7(p, s,n)>.

Lemma 7. If C, is larger than some sufficiently large universal constant, then Vary(T,(d)) <

Ct(s*r* + E4(T,(d))) where CT > 0 is a universal constant.

With these bounds in hand, the argument in the proof of Proposition 2 can be essentially repeated
to establish that

P {T,n(d) > C’Klnr(p7s7n)2} + sup Py {Tr(d) < C’Klnr(p7s7n)2} <n

fEFs,
[Ifll2>CT(p,s,n)

provided C;, > log (2) V 1 and C}, sufficiently large to satisfy Lemmas 6 and 7. We omit the details
n
for brevity. O

It remains to prove Lemmas 6 and 7.

Proof of Lemma 6. The proof is similar in style to the proof of Lemma 4, except now results for the
tail regime are invoked. Letting C denote the universal constant from Lemma 9, applying Lemma 9,

and arguing similarly to the proof of Lemma 4 , we obtain

m?2 Csr?
Ey (Tr(d)) > ZTJ -3

JESS

where Sy C [p] denotes the subset of active variables j such that ©; # 0. Note that such Sy exists and
|Sy| < s since f € Fs. Further arguing like the proof of Lemma 4 and using 4/log (1 + S%) > K3Vd,

we have

m? C? - &=
T 2 <TK3> nT(p757n)2‘ (33)
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To summarize, we have shown

w|3
AN )
Q
@
3
[V

Ep (Tr(d)) =

<
m
%)

-

B CK2n7(p,s,n)?
2

<1 - %) . (34)

K3

%

v
<. .
o
g

SE

<.
m
195}

-

Note that we also can conclude
c? - L —K3C
E; (T (d)) > <K+> nT(p,s,n)Q.

Since C' > Cy, it suffices to pick C,, large enough to satisfy C; — 4K.C,, > %3 + K2C to ensure
Ef(T-(d)) > 2CK1in7(p, s,n)*. The proof of the lemma is complete. |

Proof of Lemma 7. Recall that log (1 + s%) > K2d. By definition of > we have r? > K3K3d. In

other words 72 > d and so we can apply Lemma 10. By Lemma 10, we have

P
Vary (T,(d)) = 3 Var; ((Ej(d) —ar(d) 1 {Ej(d)ZdMZ})
j=1
< C'prexp [ —¢** min T—4 ) ) +Clsrt +Cf Z m?
= d ’ J
jESf:m?>4r2

4
< CTpriexp <fc** min <%,r2)) +CTsrt 4+ Cf Z m?.

jesy

where CT is a positive universal constant. Recall we had defined ¢** at the beginning of the proof of
Proposition 3. Since r? > K2K2d, we have % > r? K2 K3, Therefore,

. 2
exp <fc** min (%,r2>> <exp (- (K§K§ A1) 1"2) < exp (*103 (1 + ;%)) < 828+p

where we have used that ¢** (K%Kg A 1) K2 > 1 by definition of K». Therefore,

Vary (Tr(d)) < 2CTs*r* + C7 Z m?.
jesy

Taking C, larger than a sufficiently large universal constant and invoking (34) yields the desired
result. O

7.1.2 Dense

R
<,/%§ + 1). Let ¢ > (). We first bound the Type I error. Consider that under Py we have

Proof of Proposition 4. For ease of notation, set L = 2. Define C,, := (\/2\/§L + 1)\/(\/1 + % + L)\/

T~ X;Qw;{- Observe that Eo (T') = pry and Varg (T') = 2pry. Consequently, we have by Chebyshev’s

inequality
Varo(T") 2

Po{T > pvy + L\/prx} < Tipun L2 <

N3

We now examine the Type II error. Under Py, we have T ~ xj,.,, (n D1 Dk Hi’j) where
{0k,;} denote the basis coefficients associated to f. Note E;(T) = pra +nd2F_ >0, 6% ; and
Vary(T) = 2pvy +4n 30, ZkguH 0% ;- In order to proceed with the argument, we need to obtain a

lower bound estimate for the signal strength. Letting S denote the set of j for which ©; are nonzero,
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consider that for ||f||3 > C?7(p, s,n)? we have
C*7(p,s,n)* < |IfI13

p oo
=> > 6y

j=1k=1
SZ Z Oi; + Z 07 ;

jes \k<vy k>vy

2

<SS R, S R

j€S \k<vy k> HE
< Z Z ei’j T Sy -

jES k<vy

2
Ok.j

We have used »°77, -

<1 for all 5 in the final line. Therefore by definition of 3 we have

nz Z Hi’j > nC>7(p,s,n)? — NSfly, > (C,QI — 1) Nz

JES k<vy

where we have used that nsp.,, < sy/vlog (1 + S%) < /PVH-
We now continue with bounding the Type II error. By Chebyshev’s inequality, we have

sup P {T < pvy + L\/pv}

fEFs,
[1fll2>Cy7(p,s,n)

= sup P {E¢(T) — pva — Ly/pvw < Ef(T) = T}

fEFs,
[1fll2>Cy7(p,s,n)

< sup Vary (T')
> 2
fEFs, E¢(T)—pvy — L/pv
1228 2oy (B (F) = Prm = Ly/pP0)
< sup 2pvy + 4n Zf’:1 ZkguH Gi,j
> 2
Fs,
HszngnT(p,s,n) (” 251 Xk Ok — L\/PVH)
_ sup 2pry n an Z?:l ZkguH 02,1
> 1 1\2 2
12260 prsin) (CF = 1= L) wup (” 21 Dk R — L\/PVH)
2
< sup 2 An 77 D k< O
B FEFs, (C%—I—L)2 ISP 3 02\’
[1fll2>Cy7(p,s,n) 2 j=1 £sk<vy “k,j
3 s 2 N 16
fEFs, cz-1-1)> nyl_ D k<w 02,'
P ) I
2 i 16
(e BT R (= o
2 16
< +
(c2-1-1)> Ci-1
n.,.n
<0
— 4 + 4
<1
-2
Therefore, the sum of Type I and Type II errors is bounded by 7 as desired. O

7.2 Minimax lower bounds

Proof of Proposition 1. We break up the analysis into two cases.

Case 1: Suppose s < ,/p. We will construct a prior distribution 7 on 75 and use Le Cam’s two
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point method to furnish a lower bound. Define ¢, := 1 A vk A y/rlog (1 +4n?). Let 0 < ¢ < ¢,.
Let 7 be the prior in which a draw © ~ 7 is constructed by uniformly drawing S C [p] of size s and
setting

cer ifje€S,

o, = f 3

0 otherwise
where e; € RY is given by e1 = (1,0,0,...). Note that © ~ 7 implies ||©||% = ¢*s and © € ;. By
Neyman-Pearson lemma and the inequality 1 — drv (Q, P) > 1 — /x2(Q||P)/2, we have

igf Po{p #0}+ sugp Po {p #1} 21*% X2(Pr||Po) (35)

er
l1ellpzevs

where P, denotes the mixture [ Po m(d©) induced by 7. By the Ingster-Suslina method (Proposition
5) and Corollary 3, we have

X2(P7r||Po) =F (exp (n(@7 é)F)) 1

=F (exp (62n|Sﬂ §|)) -1
< (1 _5y fec2”>s ~1.
p p

where O, 0 % 7 and S, S are the corresponding random sets. Now, using that log (1 + S%) > Kkn, we

have
S

S <1 _ f + £662N71 log(1+s%)> _1

p P

s s p T\ °
=(1-242(1+ %) 1

p p S

2 —1\ S

§<1—f+f+” )—1

p p S

2
Sexp(c—)—l

K

We have also used that ¢k~ ! < c%lsfl < 1 and the inequality (1 + z)¥ < 1+ zy for z > 0 and
y € (0,1). Plugging into (35) yields the desired result.

Case 2: Suppose s > /p. We can repeat the analysis done in Case 1 with the modification of
replacing every instance of s with [,/p]. |

Proof of Theorem 1. We will construct a prior distribution 7 on .75 and use Le Cam’s two point
method to furnish a lower bound. Set ¢, := 1 A 2Y/% A (log (1 + 47]2))1/4. Let 0 < ¢ < ¢;. We break
up the analysis into two cases.

Case 1: Suppose we are in the regime where ¥(p,s,n)? = sT'y. Set p := \/% Let 7 be the

prior in which a draw © ~ 7 is obtained by uniformly drawing S C [p] of size s and drawing

g Uniform{—cp,cp} ifi € S and k < vy,
ik~
do otherwise

where o denotes the probability measure placing full mass at zero. Note that © ~ 7 implies ||0||% =

ApPs(vy — 1) = 2sTy - 5*‘1:—1 > %slﬂw Here, we have used that v > 2 since log (1 + S%) <

NE

12

Furthermore, consider that for i € S, we have

oo‘gzzz 2 2 1 2 1 'y o 1 Hvq—1 2 2
= =cp — == L D <<l <1
> o 2 g

L<vyy
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Here, we have used the ordering of the eigenvalues p1 > p2 > ... > 0 and I'yy < iy, —1 by Lemma 25.
Of course, for i ¢ S we have ©; = 0. Hence we have © € 7;. We then have by the Neyman-Pearson

lemma and the inequality 1 — d7v(Q, P) > 1 — /x2(Q||P)/2 that

inf{ oo #0b+ s Pafe# 1}y 21— 3R, (36)

0cTs,
[1®llp=ct(p,s,n)

For the following calculations, let ©, ©’ o and S, 8" are the corresponding random sets. Also, let
{rie;Tie}1<i<pen denote an iid collection of Rademacher (1/2) random variables. By the Ingster-
Suslina method (Proposition 5), independence of {S, S’} with {r;e, T;z}1<i<p sens and Corollary 3, we

have

C(PHIPy) = B (exp (n(6,6)5)) 1

=F | exp ncp Z ZTZZ’FM -1

i€SNS €<vy

=F ( exp nc? p Z TieTie -1

iesns’ 1<vy

E(cosh nc2 2 vl sns’ ‘) 1

E(ex (C n’p ””|Sm5|)>
4 2 4 s
@__+_e ¢ ) -1
p P
4
Consider by Lemma 1 that c¢*n?p*vy = "TZHF%’- < c*log (1 + S%) Therefore,

s cinZptug \® s AN \
<1——+—e 2 ) —1§<1——+—e210g(1+ )> —13(1+—) —1<en?— 1 =4
p P p P 2s

4
We have used % < %" < 1 and the inequality (1 +z)? < 14 zy for z > 0 and y € (0,1). Using
X2 (Px||Po) < 4n* with (36) yields the desired result.
Case 2: Suppose s < /p and ¥(p, s, n) = 2 log (1 + 5 ) Set p = 1. Let 7 be the prior in which

a draw © ~ 7 is obtained by uniformly drawmg S C [p] of size s and drawing

0 Uniform{—cp,cp} ifi € S and k=1,
ik ™
do otherwise.

The desired result can be proved by arguing in a manner similar to that as in the proof of Theorem
1 (see also [10]). Details are omitted for the sake of brevity. |

7.3 Adaptive lower bound

Proof of Theorem 2. Recall the definitions of «%; in (15) and ¥ in (20). By assumption, we
have o/ < Llog(e|¥|) for a universal constant L > 0. For ease of notation, let us denote

2 (1amn2) \ /4
Y = YPadapt (D, 5,n) Where Yadape is given by (19). Set ¢, := (16L)" Y4 A (2 ‘g3(2132’7 ) and

let 0 < ¢ < ¢;. We now define a prior 7. A draw © ~ 7 is obtained as follows. First, draw v ~
Uniform(#4). Set s := min {s" €p|:s" > /pah and § < yﬂ(i',ﬂy) <w}. Then draw uniformly
at random a subset S C [p] of size exactly s. Let ds := 2 € ¥4 satisfy 2F: 7! < vy (s, o) < 2%,
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Draw independently

Uniform {f\/icps, ﬁcps} ifjeSand 1 <k <vu(s, o),

do otherwise.

Ok,j ~

Here, ps = —2/s__ This description concludes the definition of .
v (s, 9/3)

Now we must show that 7 is indeed supported on |J, 7. Note that when we draw © ~ m, the

associated sparsity level s always satisfies s > \/pa/y. Furthermore, conditional on s we have

wQ

Ol =268 ———
|| ||F V’H(&M’H)

(wi(s, ) —1) > PY°.

Furthermore, consider that for j € S we have

<. 67 1
Sy ¥ oo

L<vyy(s,olyy)

:202; Z 1[12/8

VH(S”Q{H) L<vyy(s,43) He
1 Pvgy (s,973;)
< 202 Z 1 (s, Ay
(s )y M
< 2c°
<1

where the last line follows from ¢ < ¢,,. Note we have used the ordering of the eigenvalues as well as
Tw(s, @) < oy, (s,02,)—1 by Lemma 26. Of course, for j ¢ S we have ©; = 0. Hence, © € 7; and
so 7 is properly supported.

Writing Pr = [ Pon(d©) for the mixture, we have

1
1nf Py{p=1}+ max sup Po{p=0}p>1— 5 X2(Pr || Po). (37)

s>/ paly 0cT;,
[1®1lFZctaqapt (Pss:n)

For the following calculations, let ©, ©’ % . Let v,v' € “IZ{ be the corresponding quantities. Let s
and ¢ denote the corresponding sparsities. Denote the corresponding support sets S and T'. Also, let
{rie, Fie }1<i<p,een denote an iid collection of Rademacher (1/2) random variables which is independent
of s,t,5, and T. For ease of notation, let vy = vy (s, o). Likewise, let vy = vy (t, o). By the

Ingster-Suslina method (Proposition 5), we have
X (Pr | Po) +1 = E (exp (n(0,0)r))

=F <exp <2n02p5pt Z Z Tzlfiz))

Pi€ESNT 1<b<vsAvy

= E< II I] cosh (2nc2pspt)>

1€SNT 1<l<vs Avg
< E (exp (2n204p§pf(ys Aw)[SNTI))
< E (exp (2n204p§pf(d Adi)|SNTY)).
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Here, we have used the inequality cosh(z) < ¢*/2 for z > 0. Consider that by Lemma 26

2 2 Du(s, o) Pu(t, o)

Vs Vi

o o
<2¢t Jlog (14224 ) 10 p”‘ :
s (14 2 s o

Pty p@fy
< 4ct /1 1 .
- C\/Og< )Og( ) a.d

Dy pJZV'H ds N dy

20t p2pi(ds A dy) = 2n°c < (ds Ndy)

IS
@

>
&

o
@

>
&

By

< 4c*

- 52 2 \/d ds
427’;-[ ds N\ dy

< 864 lo 1+ p ) —

=00 e ( st ) Vo,

We have used s,t > /pafy along with the inequality 5 <log(1 +u) < u for 0 < u < 1. Therefore,

E (exp (n(©,0")r)) < E <exp <8c4 log <1 + %) d;\\/_j: 1SN T|>> (38)
4 ds

Since 8c \/A—d‘ < 1, we can use Lemma 28 and the inequality (1 + a:) < 1+ dx for x > 0 and

6 <1 to obtain

2 4ds Ndy < p«lf%) ))
P |P)+1<E 8t L e (1 4+ 222 ) 15T
R e a7l
s s 4 Pty ds A\ dy )t
<pe((1-2+2 8ctlog 1+ NEEAR
B <( p pexp(cog< st> @)
o gt dsAdy t
/ dgd
_E<(1§+§<1+P_ﬂ) VL
p p st
1 ,ds Ady ¢
<E((1+=8 o
= << ¢ Vi, ”))

Recall we write ds = 2% and d; = 2. Moreover, recall ds,d: € %.L Now observe

e )}

Recall we have % < Llog(e|7%|). Define the sets

2

By =4 (ke ki) € N x N: 2% 2% € 75, and |k — k| < ZL4log2(e|“//7.¢|)

28L4

. 2
Ey = {(k& ki) € Nx N:2% 92" ¢ ¥ and |ks — k| > log2(e|“//7.¢|)}

Then

|ks —Fy]
E <exp (8042_ 2 MH)>
=F (exp (80 2” ﬂj{) ]l{(ks,kf,)EE1}> +E (exp <80 2_ . ) ]l{(ks,kf,)EEz}> .
<

Let us examine the second term. Note that for any £ > 0 we have 2~ “log(x) < (ef)™" for all z > 0.
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Using this, we obtain

2

= PRI 4 ( 7\t
exp | 8¢*2 Gy | Lk k)eBsy | < exp | 8Lc™ (e 4| oy

< exp <8Lc4 @%0‘4757‘ log(e%D)
+

The final line results from ¢* < cf, < ﬁnQ log (1 + 2772)4 Note we have also used 8Lc¢* —1 < 0
to obtain the penultimate line. We now examine F;. Consider that |E1| < 26;7%|77H| log, (€| 7).

Therefore,

_ ks —kyl 1 _
E (exp <8042 7 ,!ny) ]l{(ks,kt)eEl}) = W Z exp (8042
H

v,v’e%

lks—

kil
> WH) Li(aks 2be)em, )

|§1 | exp (864527;1)

|V |?
. _
Sooz [ V| logy (el V)
|V |?

o logy(el i)
- 2 |4/;,;_L|178Lc4

s sl
- 2log 2 |%_L|1—8Lc4

- exp <8LC4 log(el“fzd))

n2

2log 2

<n’+

< 2772.

Note we have used @, < Llog(e|“/77.¢|)4 We have also used 8Lc¢* < 8Lc; < 1 along with the

inequality log(z) < /z for all > 0 to obtain the penultimate line. Therefore, we have shown
X (Pr || Po) <20° + (20 +1) — 1 = 4n°.
Plugging into (37) yields

inf¢ Po{p=1}+ max sup Po{p=0}p>1—n.
©

s>/ paly ©c s,
[1®1l F Zctadapt (Pss,m)

The proof is complete. O

7.4 Adaptive upper bound

Proof of Theorem 8. Fix n € (0,1). In various places of the proof, we will point out that C, can be
taken sufficiently large to obtain desired bounds, so for now let C' > C,,. Let L* denote the universal

constant from Lemma 21. Let D denote the maximum of the corresponding universal constants from
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Lemmas 15 and 11. Set

1 9\ 1/4 I\ /4
Ko =1V —u— - —
=y (2) (5)

L
K3 = —
STKRY
1 2 1/2
K= —=V (= 'K3) T
2 long(C/> V(¢ K3)

Here, ¢ := ¢* Ac*™ with ¢* and ¢** being the universal constants in the exponential terms of Lemmas

15 and 14 respectively. Likewise, ¢’ := (¢/)* A (c/)** where (¢)* and (¢')** are the universal constants
in the exponential terms of Lemmas 11 and 10. Note that these choices of K», K3, K5 are almost
identical to the choices in the proofs of Propositions 2 and 3. The only modifications are the terms

(2/c)/* and (2/¢')**, and the utility of this modification will become clear through the course of
the proof.

For any v, define

Spulk 1= {se S 18 < \/pafy and 4 [log <1+ pﬂ%) <K3\/$}7

Stail := {sey:s<\/pﬂy.¢ and log< pﬂ“)>K3\/E}A

We examine the Type I and Type II errors separately. Focusing on the Type I error, union bound
yields

Py max max¢,,s =1
veEYVy s€F

<Y Y Rlee =1+ X D Rlpwe=1 ]+ D Pfevn=1}]. (39)

vE Yy sESpulk vE Yy sESiail vEVy

We bound each term separately.

Type I error: Bulk
For s € Spuik,

Po{pus =1} = PO{M( ) > Cs ulog< pﬂ”)}.

Consider that Lemma 15 gives us the following. If we select > 0 satisfying

2
ok 4 e
pry, € T +

d; z| <Cs ylog( pﬂ%), (40)

To,s

then we have Py {p,,s = 1} < e ™. Let us select

A(C~ vC(c*)2) (2K4[D)) \/2[—1) /K2) (pr Asmg( pm»_
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To verify (40), consider that ¢*K3 > 2 by our choice of K>, and so

2 4
_ox [ _ pﬂ% S
\/prﬁ’se iy = \/ngld, log <1 + g ) 2 er%H)Qx

pﬂf% )

s2

<

dy log

2C* \/2[D
VC pWH
<
< 20*3 Vlog( )

Here, we have used that d, = v vV [D]. We have also used C' > 1, which holds provided we select C,,
large enough (i.e. C;, > 1).

Likewise, consider
dy dy,
o
“s k2. d,log (1+ L2 )
C pﬂw)
< ———s4/dy 1o 1+
~ 4y/2[D]C* \/ g( s
C p@fﬂ
Es vlog (1 + )

Therefore, (40) is satisfied, and so we have

Po{pvs =1} < exp( Ck (m{’" A slog (1+ pﬂ”)))

. . _ 1 . 1 . . .
where k is the universal constant k = oM GRIDIV(A/ED" With this bound in hand,

T

observe

Y D> Plpws=1

VE Yy SESpulk

<Yy ¥ exp( Cn(‘mz{“/\slog<1+p “)))

VE Yy SESpulk

Y2 P
< || Z eXp( Ck <p222{ A 2810 <1+ ook )))

keNU{0}:

2k <\ /paty
Yo 5
< e2H Z exp <7C/ip22;:£) + e2TH Z exp <7C/{2k log (1 + p22:£ )) .

keNU{0}: kENU{0}:

2k <\ /paty 2k <\ [paty

Here we have used log(e|¥%|) < 24 from Lemma 3. We bound each term separately. First, consider

2 2
REZ Z eXp< Ck ;i ) — 29 Z exp <—CKJZ7H . ( 1;;%—1) )
kENU{0}: kEN:

2k <\ [paty 2k <\/pety

p (*(CK - 2)@@4‘“)

IA
Sl 10V

[e]

]

IN

provided we take C, sufficiently large.
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Likewise, consider

¥o7Z C o C
2H Z exp (7052’“ log (1 + pQQ:L )) < 2 Z exp (77K2k log (1 + pQQ:L) - TK,Q/H)

keNU{0}: keNU{0}:

<ot v
S D M e N )

keNU{0}:

2k <\ /ety

<

ol

again, provided we take C), sufficiently large. We have used that <%, exhibits at most logarithmic
growth in p, i.e. we use the crude bound <%, < log(ep). Therefore, we have established

_ n
S Y Pfene=1p< 7 (41)

VeV s€Spulk

Type I error: Tail

For s € Stail, we have

Po{pvs =1} =R {Tr;(du) > Cslog <1+pm‘)}.

52

Consider that Lemma 11 gives us an analogue to (40), namely if we select > 0 satisfying
cr* < p(r’s)4e*0**(ré)2x + x) < C’7L7'§damt(p75,n)27 (42)

then we have Py {p,,s = 1} < e™®. Let us select

¢ 1 e Py
= — - /\ 1 1 .
T (CH VTR ()T D) ( s e
To verify (42), consider that ¢**(K3)? > 2 by our choice of K}, and so

s4

Pl s pat)2”

1 Pty st Py
<V ! 1 .
- CQC** 8 ( + 52 ) \/p(52 +pa)?  s?
P )

e % = (1 og (14 P24 )

A

slog (1 + =2

C

Here, we have used C' > 1. Likewise, consider that

20**

xgi.slog(1+p'§iﬂ>.

Therefore, (42) is satisfied, and so we have

2
Po{pys =1} <exp (—C’n (pff" A slog (1+ pﬂ”)))

52
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where k is the universal constant xk = i .———1 . With this bound in hand, observe

2((0**)\/(0**)2)
Y. Y Plpws=1}

vE YV sE€Spail

2
< Z Z exp(—Cﬁ(p%HAslog<1+p%H)>>
VEV3 $E€Skail 5 5
A Y2
< | Z exp <fC/€ <p221:{ A 2F log <1 + pQQZ-L )))

keNU{0}:

2k <\ /paty
2
2 Z exp <—C’np;j:") + *TH Z exp (—CHQk log (1 + p;f:[ )) .

keNU{0}: keNU{0}:

2k <\ /paty 2k <\ /paty

Here we have used log(e|¥4|) < 24/, from Lemma 3. From here, the same argument from the bulk

case can be employed to conclude

IN

_ n
Z Z ) {Lpu,s = 1} < g (43)

VvE Yy sEStail

provided C), is taken sufficiently large.
Type I error: Dense

Let us now bound .. Fo{pv,, =1}. Consider that for any v € ¥4, we have

P
Po{pvp=1} =P HZZXZJ > C\/vpaty

j=1k<v
= P{X?,p > C\/Vp@f%}
gP{xip > % (\/M+m)}

P{Xip > 24 /vp- %MH+2.%MH}

C
_Iggﬂl

IN

IN

e

To obtain the fourth line, we have used 2% < log(ep) which implies \/vpa#s > o#5. In the above
display, we have also used % > 1 (which holds provided we take Cj, large enough) to obtain the

penultimate line and Lemma 16 to obtain the final line. Consequently,

3" Pofoun =1} < [Pl T < e (T2 < (44)

veEYy

N3

since log(e|#|) < 2% by Lemma 3 and € — 2 > log(6/n), which holds provided we take Cj
sufficiently large.

Putting together (41), (43), (44) into (39) yields the Type I error bound

n.,m.,n_n
P pe=1b< Dy 4
0{32%22@5“”’5 }*6+6+6 2 (4)

Type II error: We now examine the Type II error. Suppose s* € [p]. Let f € Fo~ with

[If]l2 = CTadapt(p, s*,n). We proceed by considering various cases.

Type II error: Dense
Suppose s* > /pafy;. Let U denote the smallest element in ¥3; which is greater than or equal to
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vy (8™, ). Then

p
2 ~ ~
Py {32% max gy, = 0} < Pi{pop =0} =Prind> > Xi;>ip+C\ipsh .

j=1k<i

Consider that
p p
2 2 2
nY D Xk~ (nDo > 0k
j=1k<p j=1k<p
where the collection {6y, ;} denotes the collection of basis coefficients for f. We will also use the
matrix © to denote the collection of basis coefficients; note that ® € Jz«. Let S™ denote the set of j

for which ©; are nonzero. Observe
C* Taaapt (p, 57, m) < ||f113

p oo
PP *

j=1k=1
< E: E:G;j+§:9;j
jes* \k<v k>0
07 .
< 92 4 up kg
_J.EZS* I;} k,j ,LLVI; Lk
< Z Zei,j + 5" s
JES* k<i
P
= ZZ:ZE:QiJ + s o
j=1k<i

Therefore,

P
TLZ Zei,j > C2n7—a2dapt(p7 8*,71) - TLS*,LL;

j=1k<i

Yo7z
> C’Qnrfdapt(pﬁ*,n) — 5*\/ﬂlog (1 + b H)

(s%)?
2 C2n7—a2dapt (p7 3*7 n) - \/inTanapt (p7 3*7 n)

2 (02 - \/i)nTzdapt (p7 5*7 'I’L)

We have used that 7 < 2vx (s, @) to obtain the third line. Therefore, we have

P
nZ Zaid > <02 — \/5) nrfdapt(p7s*,n) > M\/ﬁpﬂf%
j=1 k<0 V2
The signal magnitude satisfies the requisite strength needed to successfully detect, which can be seen
by following the argument of Proposition 4. Hence, we can achieve Type II error less than or equal
to # by selecting Cy, sufficiently large. We can combine this bound with (39) to conclude that the
total testing risk is bounded above by 7, as desired.

Type II error: Bulk

Suppose s* < /pef and 4/log (1 + %) < Ksv/vu(s*, o)V [D]. Let U be the smallest

element in ¥ greater than or equal to v3(s*, @%¢). Let § be the smallest element in . greater than
or equal to s*. By the definitions of these grids, we have /2 < vy (s™, o) < U and s* < § < 2s™.
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Then
Py { Max Max gy, = 0} < Pr{ps,5 =0}.

veEYVy s€F

log <

Note that since § > s*, we have f € Fs. Following argument similar to those in the proof of

With these choices, we have

”Q{ )<K3\/E

Proposition 2, it can be seen that the necessary signal strength to successfully detect is of squared

order

v log (1+p—§2ﬂ) s*\/yﬂ(s*,ﬂy)log (1+p*)2)

n

This is precisely the order of 724,,(p, s*, 1), and so we can obtain Type II error less than Z by choos-
ing C), sufficiently large. We can combine this bound with (39) to conclude that the total testing risk
is bounded above by 71, as desired.

Type II error: Tail
Suppose s* < /pa#y and 4/log (1 (s*)Z) > Kav/vu(s*, )V [D]. Let v and § be as defined
in the previous case, i.e. Type II error analysis for the bulk case. As before, we have

Py { Max Max gy, = 0} < P {ps,5 =0}.

veEYVy s€F

Now, consider that s* < § and so f € Fs.

Suppose we have

log< WH) S Ko/,

We can follow arguments similar to those in the proof of Proposition 3 to see that the necessary signal

strength to successfully detect is of squared order

slog (1—&—”—22&) s* log (1—&—%‘5}2‘)

n n

This is precisely the order of 724, (p, s*, ) and so we can obtain Type II error less than Z by choosing
C,, sufficiently large.

On the other hand, suppose we have

log (

As argued in the previous section about the bulk regime, the necessary signal strength to successfully

’Q/ )<K3\/d_~

detect is of squared order

Ulog (1—}—%&) s*\/m{(s*,%y)log (1—}—%‘5%)

n n

Consider that

s* log <1+ *)2) N s*\/m{(s*,ﬂy)log (1+fs—gf)%)

2 *
Tadapt (p7 S, n) n ~ n

and so we can obtain Type II error less than Z by choosing C,, sufficiently large. We can combine
this bound with (39) to conclude that the total testing risk is bounded above by 7, as desired. O
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7.5 Smoothness and sparsity adaptive lower bounds

Proof of Theorem 5. Fix n € (0,1). Fix any s > pt/?*9 /loglogn. Through the course of the proof,
we will note where we must take ¢, suitably small enough, so for now let 0 < ¢ < ¢,. For each s,

define the geometric grid

ToisT ToesT
a1 ag
Voi={2" keNand [ —2 PP A (. —

plog log(np) ploglog(np)

Note log [Vs| =< log log(np).
We now define a prior m which is supported on the alternative hypothesis. Let v ~ Uniform(Vs).

Let a = a(v, s) denote the solution to

2
da+1
ns
V= | —/7/—m—— .
< ploglog(w))

Note that a(v, s) € [ao, a1] for any v € Vs. Note «a is random since v is random. Draw uniformly at

random a subset S C [p] of size s. Draw independently

g Uniform {—cpy,cpv} if j €S and k < v,
kg
do otherwise.

2a+41

T da+1
Here, p, is given by p, := | —22—— . Having defined p,, the definition of the prior = is
P g1ve Y P <\/m) ving p p ™
complete.
Now we must show 7 is indeed supported on the alternative hypothesis. Consider that for © ~

we have

ns

—TagT
2 2
=c Tdense(p7 s, N, a)-
ploglog(np)

6|7 = *spov = s <

Furthermore, consider that for ¢ € S we have by definition of a = a(v, s),

4a+42

2

G 9?@ 2 2 2 4 2 2 2a+1 2 2 ns et 2
= =" p, v — <P =cp, | —V—/— <c <1
Zé 2a Zy?& ploglog(np)

We can take ¢, < 1 to ensure ¢ < 1. Of course, for i € S we have ©; = 0. Hence, we have shown
O € 7 (s, ) with probability one, and so 7 has the proper support.
Writing Pr = [ Pom(d©) to denote the mixture induced by the prior 7, we have

. 1
inf ¢ Po{ep#0}+ max sup sup Pr{o#1} ) >1— =/X2(Pr || Po).
@ 5>pl/2+8 helag,aq] FEF(5,a), 2

[[fll2=eTdense (P,5,m,00)

For the following calculations, let ©, 0’ 2 r. Let v,V € Vs be the corresponding quantities and let
a, o/ denote the corresponding smoothness levels. Further let S, .S’ denote the corresponding support
sets. Note both are of size s. Let {ris, 7}, }1<i<p,een denote an iid collection of Rademacher(1/2)

random variables which is independent of all the other random variables. By the Ingster-Suslina
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method (Proposition 5), we have

X (Pr || Po) + 1= E (exp (n(©,0') )

vAY!

2 /

=FE |exp | c"npupyr TieTip
iesns’ (=1

4
<FE <exp <%n2pipi/(u AV)S N S/|>)

4 /
A
§E<exp <%n2 pgy.pg,yf.i/l/_;|5ms’|>).

From the definition of a(v, s), we have

7Sa+4+4 2 _ 8a'+4 2 1/2
da+1 a+1 4a’+1 " 4a’+1
[ty b= | s _ns e
v plog log(np) plog log(np)
2
_ [ /ploglog(np)
ns

21og (1 4 plog 1:;;(%1)))

n2

Here, we have used s > y/ploglog(np) since s > p /%% and s > /p loglogn. We have also used the
inequality z/2 <log(1l + z) for 0 < z < 1. With this in hand, it follows that

2 4 ploglog(np)\ v AV
X(PTr||Po)+1§E(exp<c -log(1+ 2 .W|Sm5’|

<2 ((1- 24 2 (AR welesmnron) )
p

p

/
<FE (exp (cu:/% log log(np))) .

Noting that we can write v = 2¥, 1/ = 2"’ and that |Vs| =< log(np), we can follow the same steps as

in the proof of Proposition 4.2 in [16]. Taking c, suitably small, we obtain x*(Px || Py) < 4n* which

yields
inf ¢ Po{p # 0} + max sup sup Pr{p#1} ) >1—n
¢ 52p!/240 aglag,on] FEF (5,0,
[1fll22cTadapt (P,8,n,a)
as desired. O

Proof of Theorem 6. Some simplification is convenient. Note 7Tsparse can be rewritten as

12t L
2 s (*) if log(ploglogn) < n?+1,
Tiparse (D, 8,1, @) < log(p log log n)

slog(ploglogn) if log(ploglogn) > n7a¥T.

Note that in the case log(ploglogn) > n2a1+1, we have logp 2> nTatl, Therefore, log(ploglogn) =<

log p and so we can further simplify

Ta+1 1
2 s (*) if log(ploglogn) < n?+1,
Taparse (D, 8, M, @) < log(plog log n)
slogp
n

(46)
if log(ploglogn) > nTatl,

Writing 7sparse in the form (46) is convenient. The lower bound %g—p is exactly the minimax

lower bound and so no new argument is needed. All that needs to be proved is the lower bound

_ _4a
s (n/\/log(plog log n)) okt
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The proof is very similar to that of the proof of Theorem 5, so we only point out the modifications
in the interest of brevity. Fix any s < p'/27°. Let 7 be the prior from the proof of Theorem 5, but
use Vsparse given by (47) and a(v) given by (48), defined below, instead. Define the geometric grid

Vsparse = Qk :k € Nand e ———— < Qk < | ——— (47)
log(p log log n) log(ploglogn)

Let o(v) denote the solution to

2

n da+1
v=| ————— . (48)
log(ploglogn)

Note a(v) € [ao, 1] for any v € Vsparse. Also, use

2041

B n T Za+1
v = log(ploglogn) 4

It can be checked in the same manner that m with these modifications is properly supported on the

alternative hypothesis. We can continue along as in the proof of Theorem 5 up until the point we

———————\ 2
\/ pél/ : P4/l/' = <—log(ploglogn)> .

have

n

)

From here, we use the fact that s < p%_ implies log(ploglogn) < log (1 + ploi%). In other words,

there exists a constant x > 0 such that

log (1 + plog;ogn)
4 s
\ pﬁl/ ) PL,/V, S HT-

Then by taking ¢, sufficiently small, the rest of the proof of Theorem 5 can be carried out to obtain
the desired result. O

7.6 Smoothness and sparsity adaptive upper bounds

Proof of Theorem 4. Fix n € (0,1). For ease, let us just write V = Viest. We will note throughout
the proof where we take C,, suitably large, so for now let C > C,. We will also note where we take
K, suitably large. We will also note where we take K, suitably large. We first examine the Type I
error. By union bound and taking K, > 1,

P {ma‘)jupy = 1} < ZPO {pr =1}

ve

vey
= Z P {X?,p >vp+ Ky (x/yplog log(np) + log log(np))}
vey
K K
<M P {xfp >vp+2 ( Van log log(np) + T” log log(np)> }
vey

< |V|€* % log log(np)

<e” (% 711) log log(np)

for some universal positive constant k. Here, we have used |V| < log(np). Taking K, suitably large,

the Type I error is suitably bounded

P {maxg@u = 1} <
vey

N3
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We now examine the Type II error. Fix any s* > p'/**% o* € [ag,u], and f* € F(s*,a*) with

||f*||2 2 CTdenSE(p7 5*7’”7 a*)‘ Set
3
. ns* da* 1
V= | — .
plog log(np)

Let v € V be the smallest element larger than v*. Note v/2 < v* < v by definition of V.

Py s in = 0}

< Pre{pv =0}
= Pp {x2,(nll 1) < V7B + K, (\/prioglog(np) + loglog(np)) | .

2
" Ia* 1
Consider that since v > (%) and s* > p'/?%% it immediately follows that v grows
plog log(np

polynomially in n, and so v 2 log log n. Therefore, we have y/vploglog(np) > - log log(np) for some
universal positive constant x’. Then by Chebyshev’s inequality

Pr- {3 (nllF*113) < vp+ K, (Vv loglog(np) + loglog(np) ) |

< Pr- { X2y (nllf*13) < vp+ Ky (14 ') (/prloglog(np) + log log(np) ) |

= P {ll 113 = K1+ 1) /prToglog(np)) < wp +nllf* 13 — 2, (nll £ 13) }
Var (x2, (nll/113))

~ (allF 1~ K1+ 51) /o Tog Tog(n))

2vp n]1* 11

+ .
2 2
(nl17*13 = £, (1 + 1) /prioglognp) ) (nllf*13 = Ka(1 + #)/prIoglog(np))

IN

Consider that
K, (14 &")y/prloglog(np) < K, (14 &")\/2v*ploglog(np)

ns* 743%—:1
< Kn(1+ /s')\/ins* <7>
ploglog(np)

= \/§K7,(1 + /{')nTgense(p, s*,m,a’)

V2K, (1+ K .
< YZEOE ) ) o

Therefore, taking C,, sufficiently large, we have

Pr- {magcos =0

2 4 * 12
< vp s+ n||f112 ]
(nl1f*13 = Ky (1 + 1) prToglognp)) (nllf*I13 = Ka(1 + #)/pwToglog(np))
2 4
< +
- 2 V2K, (14K
(% - a1+ ) loglognp) (1= LDy
2 4
< +
= 2 V2K, (1+K)\ 02
(\C}—; fKn(1+n/)) loglog(np) (1——&—)37%
<
-2
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Hence, the Type II error is bounded suitably. Since f* was arbitrary, we have shown that

Py {max v = 1} + max sup sup P, {maxgay = O} <n
vey @ s>pl/2+8 a€log, 1] fEF(s,0), f vey
[1f1l22C7gense (P)s,n,)
as desired.
|
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Hard thresholding

In this section, we collect results about the random variable (||Z]|* — o (@)1 z1125d4¢2y for Z ~
N(8,14) and a:(d) defined in (13). We consider the tail t* > d and the bulk ¢* < d separately.

The proof outlines are similar to those employed in [34]. However, they only consider d = 1,

whereas we need to consider the general d case. Consequently, a much more careful analysis is

required.
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A.1 Tail

Lemma 8 (Moment generating function). Suppose € is a positive universal constant. There exist
universal positive constants D, 5, C, and ¢ such that if d > D,t> > @, and 0 < X < %, then we have

E (eAY) < exp (Ct4)\2676t2)

where Y = (|| Z]]* — a:(d)) ]l{HZHdeHQ}, Z ~ N(0,14), and where a;(d) is given by (13).

Proof. We follow the broad approach of the argument presented in the proof of Lemma 18 in [34].
The universal positive constant D will be chosen later on in the proof, so for now let d > D and
Z ~ N(0,I4). Note we will also take D large enough so that Lemma 21 is applicable. Since E(Y) = 0,
we have

E)=EQ+ Y + (Y —1-XY)) =1+ E(" —1-)Y).
Consider that for any y € R we have

2

(—y)Ay” ify <O,
e/ —1-y<{y° fo<y<I1,
e ify > 1.
Therefore,
B —1-XY) < NE(Y Liy<oy) + NVE(Y Lioey<iyny) + E(€ Liysny). (49)

Each term will be bounded separately. Considering the first term, note that Lemma 22 asserts
ai(d) < d+ C*(t* v d) for a universal constant C*. Note also that a¢(d) > d 4 t*. Therefore,

NE(Y?Liy<oy) = NE((|Z|” = 0e(d)*1 (0, (ay> 2|25 112))
<X (aw(d) —d—t*)?P{au(d) > [|Z]° > d+°}
<N(d+C (P Vvd)—d—t*)?P{||Z])? > d+ 1t}

. (!
< 20" N (d® V t*) exp <fcm1n (E,tQ))
= 20" Nt exp (fctQ)
where ¢ is a universal positive constant and C* remains a universal constant but whose value may

change from line to line. Note we have also used Corollary 1 in the above display as well as t? > &d.

To summarize, we have shown
NE(Y?1iy<oy) <20 Nt exp (—ct?). (50)

We now bound the second term in (49). Let f4 denote the probability density function of the x3
distribution. We have

NE(Y?Liocy<iyny) S NVE(Y?1iocyy)
= E((1ZI? = ae(d)* 1) 2125 a0 (a)})

=22 [T (2 - (@) fule) dz

ai(d)

< 2)? /OQ (z2 + at(d)Q) fa(z) d=.
ai(d)
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An application of Lemma 18 yields

[ Pt =i+ P (e > anld)}
at(d)

<3d°P{xGra>d+4+ (a(d) —d—4)}
<3P {xia>d+4+(t°—4)}

2 _ 4)2
< 6d* exp (—cmin <%, (t2 — 4)))
z
2
where ¢ remains a universal constant but has a value which may change from line to line. Note we
have used ay(d) > d + t2, Corollary 1, and #* > &d. Likewise, consider that

< 6d? exp [ —cmin <

(
< 6d? exp (fcmm (
(-

2

= 6d° exp ct

/ T (@) falz) dz = an(d)*POGE > ou(d))

t(d)

<a(d)?P{xi > d+1%}
4
2(d + C*t%)* exp <fc min <%,t2>)
4 o
< C*texp <fcmin (E’t ))

= C*t*exp (fctQ)

where we have used (a + b)? < 2a® + 2b%, t* > &d, Lemma 22, and Corollary 1. Again, C* and ¢

remain universal constants but have values which may change from line to line. Thus, we have shown
NE(Y?1iy<oy) < C* Nt exp (—ct?). (51)

We now bound the final term in (49). Consider that for 0 < A < 3 we have

(oo}

AY Az—oat(d — Ao (d o 1 —(1-2)z g1
E(e ]l{y>1/x}):/ AT D fy(2) dz = e )/ saro e 2 e da.
«@ «

¢(d)+1/2 L)1/ 2Y2T0(d)2)

Let u = (% —)\) z. Then du = (% —)\) dz and so

oo —Aat(d) o -
—)\at(d)/ 1 —(3-2)= gfld € / —u, 41 (l . A)
e ————e z Z= ——— e “u

ar(@+1/x 2%/2T(d/2) 24/21(d/2) J(ay(@)+1/7)(1/2—2) 2

e~ rat(d)

(a
1 /oo —u 41
. e “u? " du
T @27 T () Sz
_ @ T(4 (5 +ar(d) (3-2)
(1 -2\ r(3)

oo —_ —_ .
where I'(s,z) = [~ e™'t° ! dt. To summarize, we have shown

—at(d) T (é (l o
E(eM1 __¢ . PRADN
(e {Y>1/)\}) (1_2)\)d/2 F(

@) (3 =N)
i) ’
2

To continue, we would like to apply Corollary 2, but we must first verify the conditions. Let a = %
and 7 = /2(pu — log(1 + p)) with p = M

large universal constant in order to ensure a is sufﬁmently large. Since ¢d < #?, it follows from Lemma

(52)

— 1. Note we can take D to be a sufficiently

22 that o (d) < Ct? for some positive universal constant C. Without loss of generality, we can take
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Cc > % Let us restrict our attention to A <35 . Observe that

14 ai(d) — 2 — 2Aa(d) — d N (25—2)-”2_%(5752) S 2(C —1) _cr
d - d - a

M=

where we have defined C** = 2(5 — 1). Since we have shown p > 0, we can apply Corollary 2. By

Corollary 2 we have

LG +ad) (5-N) c an’
F(%) <( (77\/_)) \/Eexp< g)

Here, ® denotes the cumulative distribution function of the standard normal distribution and C* is

a universal constant. By the Gaussian tail bound 1 — ®(z) < ﬂf—) for z > 0 where ¢ = @', we have

GG oy (22 (L L)

where the value of C* has changed from line to line but remains a universal constant. To continue

the calculation, we need to bound 7v/a from below. Note we can take D > C**. For A\ < ==, it

2C"’
follows from CT** < 1 and that

nva = ay/2(u—log(1+ u))
>f\/ log(1+0;*))

> \/_\/ CM %)

2d 3d2
_o i C_
Ja V2
o

\Y]

2%

Consequently, we have the bound

LG+

20 G o (-5

where the value of C* has changed but remains a universal constant. We now examine the term
2
e~*""/2. Consider that

exp (—?) = exp (—a (p — log (1 + p)))

1 . d/2
= exp (—ap) <(X +ai(d) (1 2A>>

d

1 a o d/2
:eXp<g_i+1_atT@l)+Mt(d)) ((;+ (dc)z)(l 2)\)>

2

Therefore, letting the value of C* change from line to line but remaining a universal constant, we
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have from (52)

e~ at(d) a 14 ay(d o\ 2
E( ]1{y>1m)<c fwexp<g_i+1_ﬂ+mt(d)><(k+ (d)) (1 2))

1 d/2
< /e~ (x o P=1) <1+ 5 +Oétd(d) fd>
. (1 a(d)—d d 3+ a(d) —d
= \/Eexp( (2)\4— 5 >+210g<1+ d
d({3+ou(d)—d ++ai(d) —d
=C" \/Eex ( 5 ( 4 —log 1+ d
d /\-‘rOét )—d
<cr \/Eexp( h " )
<
o \/Eexp< 2c** A 20**)

for a universal positive constant ¢**. We have used that u — log(1 + u) 2 u for u > 1. Note that we

L 1 d)—d 2 . R .
can use this since % > % > 1. Since e~ 2o < 42 for all u € R, it follows that

t2
E (M Liysiy) < CVaN exp (— ) (53)

2c**

where the value of C*, again, has changed but remains a universal constant. Putting together our
bounds (50), (51), (53) into (49) yields

E(eAY) <1+ Ct4)\2676t2 < exp (Ct4)\2676t2)

for A < % where C, ¢ > 0 are universal constants. The proof is complete. O

Lemma 9. Let Z ~ N(0,1;). Suppose ¢ is a universal positive constant. There exists a universal

constant C' such that for every t* > &d, we have

-0 if6 =0,
E{(IZI]” = ae(d)Lgzy25ate2y } § >0 if [|0]]* < C?,
> 1611?/2 df 111> > Ct>.

Here, a(d) is given by (13).

Proof. We will make a choice for C' at the end of the proof. Consider first the case where 6 = 0.
Then E {(||Z]|* = cu(d))1{| 2254442} } = O by definition of o (d) and so we have the desired result.
The second case follows since the expression inside the expectation is stochastically increasing in ||6]|.

Moving on to the final case, suppose ||0||> > Ct>. Since oy (d) > d + t*, we have

E{(1ZI]” — oe(d)) 1y z)j2<ate2y } <O

Consequently,

E{(HZH2 —au(d) Ly 7250142y} = B {(||Z||2 — ae(d)(1 = Ly 2 2<ate2)) }
=d+10|° — ou(d) — E{(||Z]]” = cu(d) L) 212 <as42) }
> d+[0]]* — o (d

z =

By Lemma 22 and t* > d, there exists a universal positive constant C* such that a;(d) < d + C*t?

Therefore,

* C*
B{IZIF - arl@)Lzipsareer} 2 1017 - 0" = 1 (1- ).
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Selecting C' = %* yields the desired result. O

Lemma 10. Let Z ~ N(0,14). If t* > €d for a universal positive constant €, then

t* exp (fc* min (%,t2)) if 0 =0,
Var (([12]]> = ae(d) 1 z125a4623) S § if 0 < ||6]] < 2t,
G if 116]] > 2t.

Here, a(d) is given by (13) and c¢* is a universal positive constant.

Proof. The proof of Lemma 14 can be repeated with the modification of invoking Lemma 22 instead
of Lemma 21. |

Lemma 11. Suppose € is a universal positive constant. There exist universal positive constants D
and C* such that if d > D, t* > &d, and x > 0, then

P {Z (||Zz||2 — O(t(d)) 1{“Z“22d+t2} Z C* ( xnt4e_°t2 +$)} S 6_96

i=1

where Zy, ..., Zn < N(0,14) and oy (d) is given by (18). Here, c is a universal positive constant.

Proof. Let D be the constant from Lemma 8. We use the Chernoff method to obtain the desired
bound. Let Y be as in Lemma 8 and let C be the universal constant from Lemma 8. For any u > 0,

we have by Lemma 8

P {Z (1Z;11? = ae(d) Lz, parezy > u} < inf e (E(e”))
2C

Jj=1

< inf exp (f)\u + Cnt4)\2efc'52)
)\<%

u2
= exp <7C (W A U))

where ¢ > 0 is a universal constant and C' > 0 is a universal constant whose value may change from

—ct?2 . *
line to line but remain a universal constant. Selecting u = % (\/ ””4% + %) and selecting C'
suitably yields the desired result. The proof is complete.

A.2 Bulk

Lemma 12. Let L™ be the universal positive constant from Lemma 21. There exist universal constants
C*,C**,C,c > 0 such that if d > C** and 1 < 8 < L*\/d, then

E(e) < exp (CdBQ)\Qe*C*BQ)

fOT’ )\ < m Here, Y = (||Z||2 — at(d))]l{Hszzd-l»tZ} U)’Lth t2 = ﬂ\/a and Z ~ N(O,[d) AlSO,
ai(d) is given by (13).

Proof. The argument we give will be similar to the proof of Lemma 8, namely we will separately

bound each term in (49) and substitute into the equation
E)=1+E (e” 11— )\Y) .

We start with the first term on the right-hand side in (49). By Lemma 18, we have o (d) < d+C*3Vd
for a universal positive constant C*. Note that C* > 1 since we trivially have a;(d) > d+t*> = d+5/d.
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Consequently, arguing as in the proof of Lemma 8, we have

NE(Y? Ly cop) < X(d+ 1 — au(d)*P{|Z]* > d + 1)

4
< CA\%dp? exp (—cmin <%, t2))

— ON2dg%e?

where C, ¢ > 0 are universal constants. We have used Corollary 1 to obtain the final inequality. We
now bound the second term in (49). Letting fy denote the probability density function of the x3

distribution, we can repeat and then continue the calculation in the proof of Lemma 8 to obtain

(oo}

NE(Y?1ocy<iyny) <N (d)(z — ai(d))? fa(z) dz
<x [ T (2 - (@) fal2) d
d+t2
=2 = e dz — 20 (d = d (d)? d
(/+ fulz) dz a()/dHZZfd(z) 2+ ou(d) [i+t2fd(z) )

= XNP{xG > d+t*}Var (|1 Z|*||1Z|]* > d + t?)

4
< CN2dB% exp <—cmin (%7752))

— ON2dB2e

where the values of C, ¢ > 0 have changed but remain universal constants. We have used Lemma 24
here.

We now bound the final term in (49). Arguing exactly as in the proof of Lemma 8, we have

O T (4 (3 4 a
(1—2))d2 r(

E((i)\y]l{y>1/>\}) =

for 0 < A < 1. Recall that I'(s,z) = [ e "t " dt.

Let us restrict our attention to A < We seek to apply Corollary 2, but we must verify

B
2(Vd+C*B)°

1., 1_
the conditions. Let a = £ and n = /2(u — log (1 + p)) with p = %‘))(ZA) — 1. Observe

(s +o(d)(1-2))—d 152 +a(d)(1-2)) —d

ne d - d
. 2 e (d)—
Consider that A < 2(\/3_*[:0*[3) = 2(d+é*5\/3) < ;(i‘:gd)d. Therefore, o (d)(1 —2X\) —d > 0 and so
1—2X 2
> > —.
PETN T Bva

Note we have used C* > 1. Since p > 0 and d > C™* which is a sufficiently large universal constant,
we can apply Corollary 2. By Corollary 2, we have

L (5 ( @) (5 ct

+ oy —)\)) an?
e <000« e (-5).

>

Jd 2

Here, CT is a positive universal constant. Recall that ® denotes the cumulative distribution function

of the standard normal distribution. By the Gaussian tail bound 1 — ®(z) < @ for x > 0, we have

S () (o)

where the value of C't has changed but remains a universal constant. To continue with the bound,
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we need to bound nv/a from below. Let us take C** larger than 4. Since a = £, we have

nva = vav/2(u —log(1 + p))

w o (1+22)
«a%%ﬂ%)

\Y

=5

where ¢* > 0 is a universal constant. We can conclude from (54) that

(@) (3 -X) < C'Bexp <_a_772)

2

WherZe the value of CT has changed but remains a universal constant. We now examine the term

e 3. Arguing exactly as in the proof of Lemma 8, we obtain

op (fa_nQ) - (é e -l m(d)) <(§ +au(d) (1 2A)>d/2

2 2\ 2 d

which, as argued in the proof of Lemma 8, leads us to the bound
E( 1ya10) < C*Bexp (CXdg% )

for A < as desired. |

B
2(Vd+C*B)
Lemma 13. Let Z ~ N(0,1;). Suppose 1 < 8 < L*\/d where L* is the universal constant from
Lemma 21. There ezists a universal positive constant C such that if t* = Bv/d, then we have

=0 if 0 =0,
E{(1Z]* = a(d)Lgzp2are2y } § = 0 if 10> < Ct?,
> |6112/2 if |l6|* > ot
where o (d) s given by (13).

Proof. We will make a choice for C' later on in the proof. The proof for the cases = 0 and ||0||* < Ct?
follows exactly as in the proof of Lemma 9. Here, we focus on the final case in which ||6]|*> > C#>.
Since a¢(d) > d + t*, we have

E{(1Z|1* = cu(d) 112/ j2<ars2y } < O.
Since ¢? = 8v/d, we can apply Lemma 21 to obtain

E{(1Z1)? = et ()11 z125are23 } = E{UI1Z]]> — aa(d))(1 — Ly 212 <asezy) }
> d+[10]]* — a(d) — E{(IZ]]” — cu(d) L) 2012 <as42) }
> ||6|]> — C*BVd

C*BVd
— g2 (1 -2 LY
1161] < G )
C*t?
-1 o )
[161] GE
C*
> 2(1- .
> 11 (1- %)

where C™ is a universal positive constant. Taking C = T* completes the proof. |
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Lemma 14. Let Z ~ N(0,1;). Suppose 1 < 8 < L*\/d where L* is the universal constant from

Lemma 21. Then there exists a universal positive constant ¢* such that if t* = 8Vd, then

t* exp (f c*f) if 0 =0,
Var ((||1Z]1* = ae(d) L) z125a4e23) S § d + [|0]]? if 16]] > 2t,
t if 0 < [|0]] < 2t.

Here, a(d) is given by (13).

Proof. Let fq and F, respectively denote the probability density function and cumulative distribution
function of the x2 distribution.
Case 1: Consider the first case in which § = 0. Then

Var((|2]1* = ar(d) Ly 2)25a+e23) < E ((1Z]1? = aa(d) Ly 2123442}
=P{lIZI = d+ ¢} - E((1Z]]* — ac(d)* |[|Z]]* > d+ %)
= (1 — Fd(d+t2)) Var (||Z||2 | ||Z||2 > d+t2)
<O (1— Fy(d+t%)) dp®

where we have applied the definition of a;(d) and we have applied Lemma 24. Here, C* is a universal
positive constant. An application of Corollary 1 gives the desired result for this case.
We now move to the other two cases. Suppose 6 # 0. For ease of notation, let Y = (||Z|* —

O‘t(d))]l{HZHZZd-Q—tZ}‘ Observe

Var(Y)

= B (Var(Y | 1y z22a412))) + Var (E(Y | 1y zp12a442)))

<P{IZIP > d+ 8} Var (|22 ||12]]° > d+ ) + P{||ZI* > d+ £} (B(|1ZIP — cu(d) | [|12]]* > d+ ).
(55)

Note that 0 < E(||Z|> — a:(d)|]|Z||* > d + t?) since § # 0 (by an appeal to stochastic ordering),

and so we can find upper bounds for the square of this conditional expectation by first finding upper

bounds on the conditional expectation. We examine each term separately in the above display. First,

consider

P{||Z|]* > d+¢*} Var (||Z|* ||| Z]]* > d + ) < E (Var (|Z]1* | L(jjz22a+121))
< Var(||Z||)
= 2d + 40)°. (56)

We now examine the second term. Note we can write Z = g + 6 where g ~ N(0, I4). Therefore,

E(1ZI1* = a(@d) [|Z]]* 2 d+¢*) = E (|lg + 0|I* — cw(d) [[lg + 0]* > d + %)
< E(|lgl* +2(0,9) + 101> —d —¢*|llg + 0] > d + 1)
E

(lgll* = d|llg +0I1* > d +*) + [|0]]* — ¢ (57)

where we have used that (0, g)1{||g+0/j2>a+e2} 2 (0, —9) ¢ ||_g+o|2>a+t2}- With this in hand, we have
E((0,9)1{||g+6]|25a+2}) = 0, which further implies E((6,g)|||g + 6|]* > d + ¢*) = 0. Note we have
also used ay(d) > d -+ t* to obtain the second line in the above display. With the above display in
hand, we now examine the remaining two cases.

Case 2: Consider the case ||6]| > 2t. Observe that

E ((||9||2 - d)]l{\\9+9\\22d+t2})

E(|lgl]> —d||lg+0])*>d+1t*) =
(lgll [lg [I” > ) P{llg+0]?>>d+t2}
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Examining the denominator, since ||g+0||> ~ x2(|[0]1>) £ x2_1 +x3(||6]|?) where the two x*-variates

on the right hand side are independent, we have
2 2 2 2 2 2 2 2 2
P{llg+0]” 2 d+t"} = P{xa—1 > d = 1}P{xi([0|I") = 1+ ¢} > cP{x1(|[0|]") = 1 +t7}

where c is a universal positive constant. Examining the numerator, consider that by Lemma 18 we

have

E (191" = d)1gjjg40125a+23) < B9l = d)Ljjg1125a3)

- /dm(z — d)fa(z) dz
_d /d T Jural2) — fa(2)) dz

= —Qd/ Fara(2)dz
d
= 2dfay2(d).
Hence, from (57), we have shown
Qdfd+2(d) 2 2
E(|1Z)]° — ax(d) ||| 2] > d+ %) < 01> — %
(121 = 0@ 121 > d+ ) < b8 1 o]
Thus, we have the bound
2dfa1>(d) A
Var (V) < 2d +4]|0|]> + P Z2>d+t2< + 161> =) .
(V) < 2+ 4l + PUIZIP > d+ %)  prarnt 2 S+ 0]

Consider that

Ml _ 4 (V" < i

c cl (g + 1) 2e
where the value of ¢ can change in each expression but remains a universal positive constant. The
final inequality follows from Stirling’s formula. Moreover, since [|@|| > 2t, there exists a positive
universal constant ¢’ such that P{x3(||0||*) > 1+¢*} > 1/c¢’. Furthermore, it follows by Chebyshev’s
inequality that

2d + 4]10])
PAIZIP < d+ £ = PO = £ < d+ o] = 11201} < For ol
Consequently,
2d + 4/|0||?
Var(Y) S 2d+ 4”0”2 + ﬁ(cc/\/ﬁ“r ||9||2 — t2)2
d+ |01 2,2
=< d+ lloP + O (Vi )
(01 — 27
d+ 10|
= d+ o) + L g
Tl
=<d+ 0]

The proof for this case is complete.
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Case 3: Consider the case 0 < ||f]| < 2¢t. Then

E(|1Z1* = ax(@ | |12I]* = d + %) = E(|lglI* = d|[lg +0I* > d + ¢*) + [|0]* — ¢

< E(lgll* —d|llg+0|* > d+*) + 3¢

< E(lgll* = d|lgll* > d + ¢*) + 3¢*

= ai(d) — d + 3t°

< BVd+t?

=t
where we have used Lemma 21. Therefore, using the above bound with (56) and plugging into (55),
we obtain

Var(Y) <d+|6]]7 +t* =< ¢*.

The proof is complete. O

Lemma 15. Let L™ be the universal positive constant from Lemma 21. There exists universal positive
constants D and C* such that if d > D, then for any 1 < 8 < L*V/d and = > 0, we have

- o[/ et d -
P{Z(||ZJ'||2at(d)) Lijz;)22a42y 2 C < antie™ +t—2x>} <e

=1
where Zu, ..., Zn N(0, 1), t* = BVd, and ou(d) is given by (13). Here, ¢ > 0 is a universal
constant.

Proof. The proof of Lemma 11 can be repeated with the modification of invoking Lemma 12 instead

of Lemma 8 and taking infimum over A < ApC- V)" O

B Properties of the y? distribution

Theorem 7 (Bernstein’s inequality - Theorem 2.8.1 [46]). Let Y1,...,Yy be independent mean-zero

subexponential random variables. Then, for every u > 0, we have

2
u U
P >wup < 2exp | —cmin
{ } ( <Z?_1 X1, max Xl ))

where ¢ > 0 is a universal constant and 2,%1 denote the subgaussian and subexponential norms
respectively (see (2.18) and (2.21) of [46])

Corollary 1. Suppose Z ~ N(0,14). If u > 0, then

d

DY

i=1

2
P{||Z||2 >d+u} <2exp <fcmin <%,u))

where ¢ > 0 is a universal constant.

Lemma 16 (Lemma 1 [31)). Let Zi,..., Za  N(0,1). If \i > ... > Ag > 0 and & > 0, then

d d d
PO> NZI>> N+2, |z A 42hzy <e ™
j=1 j=1 j=1

Lemma 17 (Corollary 3 [51]). Suppose Z ~ N(0, 14). There exist universal constants C,c > 0 such
that

2
P{||Z||2 >d+u} > Cexp <—cmin (%/u))

for all u > 0.
Lemma 18 ([28]). Let fq and Fy respectively denote the probability density and cumulative distribu-

tion functions of the x3 distribution. Then the following relations hold,
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(i) tfa(t) = dfas2(t),
(1) £2fa(t) = d(d +2) fara(t),
(zu) fé+2(t) _ fd(t)_ngrZ(t),
(iv) (1= Far2(t) = (1= Falt) = smpomes

Lemma 19. Let fq and Fy respectively denote the probability density and cumulative distribution
functions of the x3 distribution. Suppose d > 2. Ift > d, then 2f4(t) < 1 — Fu(t).

Proof. By Mean Value Theorem, we have for any r > t,

(1= Fa(x)) _ (1= Fa(t)) = (1 = Fa(r))

inf
z>d 2f(;(x) - 2fa(t) — 2fa(r)
1-Fy(t) _ 1-Fy(r)
_2fa(®) 2fq(t)
o 1 — falr)
fa(t)

Consider that lim, o0 1 — Fy(r) = limy— o0 fa(r) = 0. So taking r — oo yields

o 2 (1—Falz)) _1— Fut)
e>d  2f)(x) — 2fa(t)

We now evaluate the infimum on the left-hand side. For x > d, consider that an application of Lemma
18 gives
s (1= Fa()) fa(z)

2fi(@)  faa(@) — fal@)

Since x > d > d — 2, it follows that

9
=—(1—F,
inf a’”( a()) =1.
e>d 21 (x)
Thus we can immediately conclude 2fq(t) <1 — Fy(t) as desired. |

Lemma 20. Let F; denote the cumulative distribution function of the x3 distribution. If x > 0, then
1 o d/2—1_—t d x
17Fd(x):—/ t e 'dt=Q | =,z
T (3) Jas2 2’2
where Q) is the upper incomplete gamma function defined in Theorem §.

Proof. The result follows directly from a change of variables when integrating the probability density

function. O

Lemma 21. Suppose d is larger than a sufficiently large universal constant. There exist universal
positive constants L* and C* such that the following holds. If 1 < 8 < L*V/d and t* = Vd, then

a:i(d) < d+C"BVd

where o (d) is given by (13).
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Proof. For ease of notation, let r> = d 4+ t>. Let f4 and Fy denote the probability density and
cumulative distribution functions of the x3 distribution. We will select the universal constant L*

later on in the proof. By Lemma 18, we have

ff; zfa(z)dz
) = E Gy
S dfara(2) da
1= Fy(r?)
_ (1 — Fd 2(1"2)) — (1 — Fd(T2))

,r,de—rz/Q 1
=d(1+ d : 2
24/2T (¢ +1) 1— Fa(r?)
al1+ (ﬁ)m e/ 1
2 r(¢+1) 1-Fa(r?)

Rearranging terms and invoking Stirling’s approximation (which states I'(x + 1) ~ 27z (f)x as

x — 00) yields

<i>d/z e 1o (illo (ﬁ)_ﬁ_glo (g)+g>
2 T(Z+1) = Vrd o P\27%®2 2 " 2%\3) 73

for a universal constant ¢ > 0 since d is larger than a sufficiently large universal constant. Applying

Lemma 20 and Corollary 2 yields

efan2/2 C**
V2T . Vd

where ¢** is a universal constant. Observe that 7+/a is larger than a sufficiently large universal

1—Fa(r®) = Q (g %) > (1-e(va)) -

constant since d is larger than a sufficiently large universal constant. Using the fact that 1 — ®(z) =

1

mefﬁm (1+0(1)) as z — oo, we have

1 _an? c* c**
1—Fy(r?) > ——=e 2 ( - )
)= 7 e Vi

for a universal positive constant ¢*. Consider that

72 d
—1—1log (7> + log (5) .
Consequently,

e (rr_d_dy (PN dy (Yo d Ay (P dy
2~ \2 27 2°%\2 2%\ 2)) T "2 T3 T8 3 2 %%\ )"

Therefore, we have the bound

ex _T_2+§+§10 ﬁ _C_ilo é . < _C**
P AT T2 2%\ 7)) 2% \3 wea V)

Consider further that the inequality z —log(l1 + z) < £

i G ) (el ) =

Hence, we have
ex _ﬁ_l'_é_l'_élo ﬁ _élo C_i i_c**
Vo P \T2 T2 %% o) T2\ 3 Vi)

|3,

=p —log(l+p) =

ml@|m|1j

[

1— Fa(r®) >

¥

v
IA
8

[ V]

@,
<
@
2}
=i
o2]

1— Fy(r®) >



Let us take L* := = . With this choice, we have 8 < Vd- % and so (C — < ) > £ Therefore,

QcF* *

2

<r_2)d/2 o2/ . 1 <1+c.25\/%. exp(%log<§)*%*%log(%)+g) <C*£
2 L(¢+41) 1-Fa(r?) =~ Vrd c* exp(—%—i—%-f'%bg(%)_%IOg(%)) -Vl

for a universal positive constant C*. Thus we have

o (d) < d<1+ f/?f) =d+C*pVd

as desired. O

Theorem 8 (Uniform expansion of the incomplete gamma function [43]). For a > 0 and z > 0 real

numbers, define the upper incomplete gamma function

1 o a—1_—t
== t dt.
Further define A = 2,0 = X — 1, and n = \/2(pp — log(1 + p)). Then Q admits an asymptotic series
expansion in a which is uniform in n € R. In other words, for any integer N > 0, we have

_ﬁ

e 2

Q(a,z) = (1 - @ (nva)) + > cr(ma™" + Remy(a,n)

k=0

[\
q
S|

where the remainder term satisfies

lim sup —Resz(CL,T]) =0.
a—o0 neRr e,iaz _N
5me CN (n)a

Here, ® denotes the cumulative distribution function of the standard normal distribution.

Theorem 9 (Theorem 1 in [42]). Consider the setting of Theorem 8. The coefficient co is given by
_1_ 1
co(n) = o

Corollary 2. Consider the setting of Theorem 8. For any a > 0 and z > 0, we have

Q(a,:v) = (1 -® (77\/6)) + 6_—2 <l - l) +Rem0(aﬂl)

2ra \ U 7N
where
lim sup [—2emo(@m) | _ o
aﬁooneR e*%‘ (lfl)
Vama \x "7

Consequently, if a is larger than some universal positive constant and p > 0, we have

G.T[Z

Ce™ 2

2mwa

|Q(a,z) = (1@ (nva))| <

where C' is some universal positive constant.

Proof. The first two displays follow exactly from Theorems 8 and 9. To show the final display, we

must show that -1

i < 1 whenever p > 0. First, consider the Taylor expansion

o
log(14+p) =p— ——=
g(l+p) =p SENIE

where £ is some point between 0 and p. Therefore,
2(u — log(1 =K
(p—log(l+p) = 7
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Thus

‘l_l’_’l_ﬂ’_é 1

nooom T

since ¢ is between 0 and p. Therefore, the final display in the statement of the Corollary follows
by taking a to be larger than some universal constant and taking C to be a large enough universal

constant. |

Lemma 22. Let Z ~ N(0,14). Ift > 0, then
E(|ZI° [1Z]]* > d+t*) < d+C"(t* v d)

where C* is a positive universal constant.

Proof. We will choose a universal constant L > 1 at the end of the proof, so for now we leave it as

undetermined. Let fq denote the probability density function of the x% distribution. Observe that

E(1ZII [11Z]1* 2 d+¢*) = E(|ZI*Lzi2 <ar ey | 21 2 d+ %) + E(IZIP Ly 2125 22y |1 2117 2 d + ¢)
< d+ Lt* + VE(|ZI]' [ Z]]* 2 d+ 2)VP{|Z]]> > d + Lt?}.

By Corollary 1, there exists a universal constant ¢; such that

VP{|Z|]2 > d+ L2} < V2exp (*LC1 min (%,tQ)) .
Here we have used L > 1. Further consider that

fdoiﬂ 22 fa(2) dz

P{|Z||? > d + 2}
E(12]1Y)

- PlIZIP = d+t?}

. d(d+2)

- P{ZIP >d+ 12}

E(1ZII'12I* 2 d+¢*) =

Therefore, by Lemma 17 we have

exp (*LC1 min (%,t2))
exp (762 min (%,tQ))

where C' and ¢z are universal positive constants. Taking L := g—f V 1 completes the proof. O

E(1ZIP1Z])? > d+t*) < d+ Lt* + dC -

Lemma 23. Let Z ~ N(0,15). Ift > 0, then
E(1Z|'|112]]* > d+*) < d® + C*(t* v d°)

where C* is a positive universal constant.
Proof. We will choose a universal constant L. > 1 at the end of the proof, so for now we leave it as
undetermined. Let f; denote the probability density function of the x?2 distribution. Consider
4 2 2
E(IZII7 12" = d+t7)
= E(1211'L{ z12<ar ey | 1Z11* = d+ ) + E(|Z][* 1 212 <arpey || Z]]* > d +17)
<&+ 2Ld+ L+ VE(ZIB | Z])2 > d+ 2)/P{||Z|]> > d + Lt2}.

By Corollary 1, there exists a universal positive constant ¢; such that

4
\/P{||Z||2 >d+ L2} < \/iexp (—Lcl min (%,tQ)) .
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Here we have used L > 1. Further consider

Jite 2* fa(2) dz
P{IZ|? = d+t2}
E(1Z]°)
P{IZ|? = d+t2}
_d(d+D(d+ 9 +6)
P{l|Z]]> > d + t*}

E(1ZIP1Z]]* 2 d+ %) =

Hence, by Lemma 17 we have

exp (chl min (%,tQ))
E(12|[*112|]° > d+ %) < d® + 2Lt*d + L*t* + d°C -
exp (-CQ min (%7752))
where C' > 0 is a universal constant. Taking L > % V 1 completes the proof. O

Lemma 24. Let Z ~ N(0,14). Ift > 0, then

—C min ﬁ, 2
Var(IP 171 2 ) £ ¢+ ae” ()
for some universal positive constant C'.

Proof. We will use a universal constant L > 1 in our proof; a choice for it will be made at the end.

Let f4 denote the probability density of the x3 distribution. Observe that
Var(|[Z]]* |1 Z]]* > d +t%)
= Var(||Z|* — d||Z]]” > d +t*)
<E1ZI1* = d)* |11 2I]* > d +t*)
=E((|Z|]” - d)2]l{HZH2§d+Lt2} HZII°P > d+ )+ E((12])* - d)QI{HZH2>d+Lt2} HZI[> > d+t)
< L'+ VE((1ZIP = d)* [1Z]? > d+2)\/P{]|Z]|* > d + Lt?}.

By Corollary 1, there exists a universal positive constant ¢; such that

4

VP{|Z|]? > d+ Lt2} < V2exp <761Lmin <%,t2>) .
Here, we have used L > 1. With this term under control, now observe

Jire(z = d)*fa(2) dz
E((|1Z]) = d)*|||12|]* > d + t*) = =42t
121 =) 12)P > d+17) = 202t
B((1217 —4)*)

- PlIZIP = d+ 2}

O 12d(d+4)
- P{ZIP > d+ 2}

Hence, by Lemma 17 we have

c*d

. 4 :
exp (702 min (7, t2))

IA

VEIZI? = d*IZ]? > d + )

Taking L > 22 V 1, we have

* 4
Var(|1ZIP | |Z]* = d + %) < L + Cd __ __ Viexp (-clem (t—f))
exp (702 min (%,ﬁ)) d

4
<L*t*4+d-C*V2exp <—(01L — ¢2) min <%,t2>) .
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which is precisely the desired result. O

C Miscellaneous

C.1 Minimax

Lemma 25. We have

\/(Z/'H —1)log (1+ S%)

I'y = Hugy Vv n
Consequently, I'yy < iy, —1.
Proof. Consider that
vlog (1+ %) vlog (1+ %)
'y=max gy N ————— ) Vmax  py N —mMm—
v<vy n v>vy n
Vlog(l—l—s%) Vlog(l—l—s%)
=max { —— sV max { ppy N —m—
v<vy n v>vy n
Vo —log (1+ %)
= N
n Ha
. X vy log(1+s%)
Here, we have used the ordering of the eigenvalues and the fact that u,, < -~————= to

obtain the second term. The bound I'y < p,, —1 follows immediately from p.,, < pu,;,—1 and

(v —1)log (14 %)

n

< ftvy —1 by definition of 3. O

Proof of Lemma 1. The result is a special case of Lemma 2. O

C.2 Adaptation

Lemma 26. Suppose a > 0. We have

\/(V’H(S,a) —1)log (1 + ’s’—;‘)

Tae(s,a) = fhugy(s,a) V

n
Consequently, 'y (s,a) < iy, (s,0)—1-
Proof. Consider that
vlog (1+ %) vlog (1+ 28)
I'yu(s,a) = max py N ———— >V  max Py N ——————————
v<vyy (s,a) n v>vqy(s,a) n
vlog (1+ 25) vlog (1+ 2g)
= max —— 3}V max Py N ——————
v<vyy (s,a) n v>vqy (s,a) n

\/(ra(s, @) = 1) log (1 + 22)
= n \ IL‘LV'H(S,O,)'

. . ,/uH(s,a)log(l-kT:—g)
Here, we have used the ordering of the eigenvalues and the fact that p,,,(s,q) < ~———5——— to

n

obtain the second term. To bound I'yy < 1, (s,0)—1 follows immediately from i, < iy, (s,0)—1 and
\/(”H(Sﬂl)—l) log(1+%)

n

< gy (s,a)—1 Dy definition of vy (s, a). O

Proof of Lemma 2. We first prove the second inequality. Since log (1 + ’S’—g) < Fand w1 =1, it
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immediately follows that vy (s,a) > 2. Therefore,

\/V’H(S,CL) log (1 + 23) - ﬂ\/(VH(s,a) —1)log (1+ 28)

n n

\/(VH(&G,) —1)log (1 + g—g)

n

< \/5 Hvgy (s,a) \

< V2T (s, a)

as desired.

Now we prove the first inequality. For any v > v3(s, a), we have by the ordering of the eigenvalues

vlog (1+ %) \/VH(&a)log (1+23)

AN T < (s,a) <
J - <ty < g (s,a) < -

For any v < vy (s, a), by definition of vy (s, a) it follows that

A \/Vlog(1+’s’—§) _ \/ylog (1+23) . \/Vy(s,a)log(1+€—g).
n n n

Since for all v we have shown

\/Vlog (1+ %) \/Vy(s,a)log(lJr’S’—S)

lu‘l’/\ n S n bl

taking max over v yields

\/ug(s, a)log (1+ 23)

n

F’)-L(37a) S

O

as desired.

Proof of Lemma 3. For ease of notation, let us write a = 2. By the assumption log (1 + pa) < %

and p1 = 1 we have vy (s,a) > 2 for all s. By definition of v4(s, a), we have

\/VH(&G) log (1 + %)

n

Hvqy (s,a) <

and

V/(r(s.a) = D)log (1+ %)

n

Huqy(s,a)—1 >
Define

(vu(s,a) —1)log (1 + @)

S

65 =inf<d>0: Hy(s,a)—1 < n

It is clear ds > 0 for each s since the inequality in the penultimate display is strict. Moreover,
observe that vy (s,a + 6) > vy(s,a) — 1 for all 6 < 0, by definition of v%. Moreover, since vy is
decreasing in its second argument, it thus follows that v (s,a + ) = vx (s, a) for all 6 < ds. Letting
0% := 1 Amingcp, 0s, it immediately follows that 74 = ¥, for all 6 < 6*. By definition of o, it
follows that for any § < §*

oy = a <log(e|¥a|) = log(e|Ya+ts]) < a+d < 2497y

where we have used @y > 1 and § < 1 to obtain the final inequality. The proof is complete. |
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C.3 Technical

Rdxd

Proposition 5 (Ingster-Suslina method [24]). Suppose ¥ € 18 a positive definite matrix and

© C R? is a parameter space. If 7 is a probability distribution supported on ©, then

X ( /N(& %) w(d@)HN(Q z)) -F (exp (<97z—1§>)) 1

where 0,0 S 7 and X>(-||") denotes the x*-divergence defined in Section 1.1.

Lemma 27 ([45]). If P,Q are probability measures on a measurable space (X, A) with P < Q, then
drv (P, Q) < 5/X2(PIQ).
Lemma 28. IfY is distributed according to the hypergeometric distribution with probability mass

n—s

function P{Y =k} = (’6)((7773*’6) Jor 0 <k < sAt, then E(exp(\Y)) < (1 — 2+ %e’\)t for A > 0.
t
Corollary 3 ([10]). IfY is distributed according to the hypergeometric distribution with probability
mass function P{Y = k} = (5’1)5) (") for 0 < k < s < n, then E(Y) = % and E(exp(\Y)) <
s—k
(1—2+2€")° for X > 0.
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