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ABSTRACT
This paper presents an observer-based event-triggered boundary control strategy
for the one-phase Stefan problem, utilizing the position and velocity measurements
of the moving interface. The design of the observer and controller is founded on
the infinite-dimensional backstepping approach. To implement the continuous-time
observer-based controller in an event-triggered framework, we propose a dynamic
event triggering condition. This condition specifies the instances when the control
input must be updated. Between events, the control input is maintained constant
in a Zero-Order-Hold manner. We demonstrate that the dwell-time between succes-
sive triggering moments is uniformly bounded from below, thereby precluding Zeno
behavior. The proposed event-triggered boundary control strategy ensures the well-
posedness of the closed-loop system and the satisfaction of certain model validity
conditions. Additionally, the global exponential convergence of the closed-loop sys-
tem to the setpoint is established using Lyapunov approach. A simulation example
is provided to validate the theoretical findings.

KEYWORDS
Backstepping control design, event-triggered control, moving boundaries,
output-feedback, Stefan problem.

1. Introduction

In recent decades, the study of Stefan-type moving boundary problems driven by
parabolic equations has found a new momentum due to the expansion of its interests
into thriving areas of research such as additive manufacturing (Chen, Bentsman, &
Thomas, 2020; Petrus, Chen, Bentsman, & Thomas, 2017), cyrosurgical operations
(Rabin & Shitzer, 1997), modeling of tumor growth (Friedman & Reitich, 1999), and
information diffusion in social media (Lei, Lin, & Wang, 2013). The mathematical
formulation of the classical one-phase Stefan problem for a monocomponent two phase
material involves a diffusion partial differential equation (PDE) in cascade with an
ordinary differential equation (ODE). The PDE describes the thermal expansion of
one phase along its dynamic spatial domain whereas the ODE captures the dynamics
of the moving interface between the two phases (Rubinstein, 1979).

The control of the Stefan problem deals with the stabilization of the temperature
profile and the moving interface to a desired setpoint. During the past decade, inspired
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by the seminal work (Dunbar, Petit, Rouchon, & Martin, 2003) on boundary control of
the Stefan problem, numerous works have made contributions to tackle this challenging
moving boundary PDE control problem (Chen, Bentsman, & Thomas, 2019; Chen et
al., 2020; Ecklebe, Woittennek, Frank-Rotsch, Dropka, & Winkler, 2021; Koga, Bresch-
Pietri, & Krstic, 2020; Koga, Diagne, & Krstic, 2018; Koga, Karafyllis, & Krstic, 2018;
Maidi & Corriou, 2014; Petrus, Bentsman, & Thomas, 2012; Petrus et al., 2017). An
enthalpy-based full-state feedback boundary controller is proposed in (Petrus et al.,
2012) to ensure the asymptotic convergence of the closed-loop system to the setpoint.
Compensating for the effect of input hysteresis, the authors of (Chen et al., 2019) and
(Chen et al., 2020) develop full-state feedback and output feedback designs for the
control of the Stefan problem, respectively. Using a geometric control approach, Maidi
and Corriou (2014) achieve exponential stability of the closed-loop system for the one-
phase Stefan problem via Lyapunov analysis. In recent years, Koga and coauthors have
addressed the control of the Stefan problem in both theoretical settings (Koga, Diagne,
& Krstic, 2018; Koga & Krstic, 2020) and application settings (Koga & Krstic, 2020;
Koga, Straub, Diagne, & Krstic, 2020) using the infinite-dimensional backstepping
control approach which has been instrumental in control of a wide variety of PDEs
(Krstic & Smyshlyaev, 2008). For the one-phase Stefan problem, the pioneering con-
tribution (Koga, Diagne, & Krstic, 2018) discusses a full-state feedback control design
along with robustness guarantees to parameter uncertainties, an observer design, and
the corresponding output feedback control design under both Dirichlet and Neumann
boundary actuations via backstepping approach, ensuring the exponential stability of
the closed-loop system in H1-norm.

In (Koga, Karafyllis, & Krstic, 2021), the authors consider the Zero-Order-Hold
implementation of the full-state feedback continuous-time stabilizing controller intro-
duced in (Koga, Diagne, & Krstic, 2018), leading to an aperiodic sampled-data control
approach for the one-phase Stefan problem. Aperiodic sampled-data control strategies,
which rely on nonuniform sampling schedules, are quite appealing as they point to-
wards efficient use of limited hardware, software, and communication resources. In a
relatively recent survey paper (Hetel et al., 2017), comprehensive and relevant insights
are provided into aperiodic sampled-data controller design, as well as limitations and
challenges in their practical implementation. Although nonuniform sampling sched-
ules in aperiodic sampled-data control offer increased flexibility, designers still have to
manually select a schedule that adheres to the maximum allowable sampling diame-
ter. This selection remains independent of the closed-loop system state, rendering the
decision-making process open-loop. Event-triggered control strategies, on the other
hand, provide a systematic solution to this drawback by bringing feedback to the sam-
pling process. An event-triggered system transmits the system’s states/outputs to a
controller/actuator when the freshness in the sample exceeds an appropriate threshold
involving the current state of the closed-loop system (Heemels, Johansson, & Tabuada,
2012). Only at the event times is the feedback loop closed, and between successive
event times, the control is executed in an open-loop fashion. There have been numer-
ous contributions during the past decade introducing event-triggered control strategies
to control for PDE systems (Diagne & Karafyllis, 2021; Espitia, 2020; Espitia, Karafyl-
lis, & Krstic, 2021; Katz, Fridman, & Selivanov, 2020; Rathnayake & Diagne, 2022;
Rathnayake, Diagne, Espitia, & Karafyllis, 2021; Rathnayake, Diagne, & Karafyllis,
2022; Wang & Krstic, 2021), to name a few. For 2×2 linear hyperbolic systems, an
output feedback event-triggered boundary control strategies relying on dynamic trig-
gering conditions is proposed in (Espitia, 2020). The authors of (Espitia et al., 2021)
propose a full-state feedback event-triggered boundary control approach for reaction-

2



diffusion PDEs with Dirichlet boundary conditions using ISS properties and small gain
arguments. Using dynamic event-triggering conditions, the works (Rathnayake et al.,
2021) and (Rathnayake et al., 2022) develop output feedback control strategies for a
class of reaction-diffusion PDEs under anti-collocated and collocated boundary sens-
ing and actuation, respectively. A full-state feedback event-triggered boundary control
strategy for the one-phase Stefan problem is proposed in (Rathnayake & Diagne, 2022)
using a static triggering condition.

This paper considers the output feedback boundary control of the one-phase Stefan
problem using the position and velocity measurements of the moving interface. We
propose an observer-based event-triggered boundary control strategy using a dynamic
triggering condition under which we show that the closed-loop system is free from Zeno
phenomenon. To the best of our knowledge, this work is the first to present an observer-
based event-triggered boundary control approach for moving boundary type problems.
In (Koga, Makihata, Chen, Krstic, & Pisano, 2020), the authors propose a sampled-
data observer-based boundary control design for the one-phase Stefan problem, yet
with no theoretical guarantees. At event-times dictated by the proposed triggering
condition, the continuous-time observer-based boundary control law derived in (Koga,
Diagne, & Krstic, 2018) is computed and applied to the plant in a ZOH fashion.
The dynamic event-trigger makes use of a dynamic variable that depends on some
information of the current states of the closed-loop system and the actuation deviation
between the continuous-time boundary feedback and the event-triggered boundary
control. We also prove that the closed-loop system is well-posed satisfying certain
model validity conditions and globally exponentially converges to the setpoint subject
to the proposed event-triggered control. The present work differs from (Rathnayake et
al., 2021, 2022) in that this paper involves a moving boundary making the Lyapunov
analysis substantially different. Moreover, the Lyapunov candidate function involves
the H1-norm of the observer error target system unlike in (Rathnayake et al., 2021,
2022) where the L2-norm is sufficient. As opposed to (Rathnayake et al., 2021, 2022),
dwell-times between consecutive events in the Stefan problem has to be upper-bounded
to maintain the positivity of the control input. Thus, careful design of the event-
triggering mechanism is required to ensure that the minimal dwell-time is smaller
than the largest dwell-time, otherwise, the well-posedness of the closed-loop system
fails to exist.

The paper is organized as follows. Section 2 describes the one-phase Stefan problem
and Section 3 presents the continuous-time observer-based backstepping boundary
control and its emulation. In section 4, we introduce the event-triggered boundary
control approach and present the main results of the paper. We conduct simulations
in Section 5 and conclude the paper in Section 6.

Notation: R+ is the nonnegative real line whereas N is the set of natural numbers
including zero. t+ and t− respectively denote the right and left limit at time t. Let
u : [0, s(t)] × R+ → R be given. u[t] denotes the profile of u at certain t ≥ 0, i.e.,(
u[t]

)
(x), for all x ∈ [0, s(t)]. By ∥u[t]∥ =

( ∫ s(t)
0 u2(x, t)dx

)1/2
we denote L2(0, s(t))-

norm. The functions I1(x) and J1(x) defined as

I1(x) :=

∞∑
m=0

(x/2)2m+1

m!(m+ 1)!
,
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and

J1(x) :=

∞∑
m=0

(−1)m(x/2)2m+1

m!(m+ 1)!
,

are modified and non-modified Bessel functions of the first kind.

2. Description of the One-phase Stefan Problem

Let us consider a physical model that describes the melting or solidification process
in a pure one-component material of length L in one dimension. The position s(t)
at which the phase transition occurs divides the domain [0, L] into two time-varying
sub-domains; the interval [0, s(t)] containing the liquid phase, and the interval [s(t), L]
containing the solid phase. The dynamics of the position of the liquid-solid interface
is driven by a heat flux entering through the boundary at x = 0 (the fixed boundary
of the liquid phase). The heat equation coupled with the dynamics that describes the
moving boundary is used to characterize the heat propagation in the liquid phase and
the phase transition. Fig. 1 illustrates this configuration.

Under the assumption that the temperature in the liquid phase is not lower than
the melting temperature Tm of the material, the conservation of energy and heat
conduction laws can be used to derive the following PDE-ODE cascade system known
as the one-phase Stefan Problem.

Tt(x, t) = αTxx(x, t), α :=
k

ρCp
, 0 < x < s(t), (1)

with the boundary conditions

T (s(t), t) = Tm, (2)

−kTx(0, t) = q(t), (3)

and the initial values

T (x, 0) = T0(x), s(0) = s0, (4)

where T (x, t), q(t), ρ, Cp, and k are the liquid phase distributed temperature, applied
heat flux, the liquid density, the liquid heat capacity, and the liquid heat conductivity,
respectively. By considering the local energy balance at the liquid-solid interface x =
s(t), the following ODE associated with the time-evolution of the spatial domain can
be obtained:

ṡ(t) = −βTx(s(t), t), β :=
k

ρ∆H∗ , (5)

where ∆H∗ is the latent heat of fusion.
The validity of the physical model (1)-(5) relies on two physical conditions (Koga,

Karafyllis, & Krstic, 2019):

T (x, t) ≥ Tm, ∀x ∈ [0, s(t)], ∀t > 0, (6)
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Figure 1. Description of the one-phase Stefan problem.

0 < s(t) < L, ∀t > 0. (7)

The first condition implies that the liquid phase should not be frozen to the solid phase
from the boundary x = 0. The second condition implies that the material should not
be completely melted or frozen to single phase through the disappearance of the other
phase.

To be consistent with the conditions (6) and (7), we make the following assumptions
on the initial data:

Assumption 1. s0 ∈ (0, L), T0(x) ≥ Tm for all x ∈ [0, s0], and T0(x) is continuously
differentiable in x ∈ [0, s0].

The well-posedness of the solution of the one-phase Stefan problem (1)-(5) has been
presented in (Cannon & Primicerio, 1971) and Lemma 1 in (Koga et al., 2019) which
we state as follows:

Lemma 1. Subject to Assumption 1, if q(t) is a bounded piece-wise continuous func-
tion producing nonnegative heat for a time interval, i.e., q(t) ≥ 0, for all t ∈ [0, t̄],
then there exists a unique solution for the Stefan problem (1)-(5) for all t ∈ [0, t̄], and
the condition (6) is satisfied for all t ∈ [0, t̄]. Furthermore, it holds that

ṡ(t) ≥ 0, ∀t ∈ [0, t̄]. (8)

3. Observer-based Backstepping Boundary Control and Emulation

The steady-state solution (Teq(x), seq) of the system (1)-(5) with zero input q(t) = 0
delivers a uniform temperature distribution Teq(x) = Tm and a constant interface
position determined by initial data. In (Koga, Diagne, & Krstic, 2018), the authors
proposed a continuous-time observer-based backstepping boundary controller using
s(t) and Tx(s(t), t) (or equivalently ṡ(t) due to (5)) as the available measurements
to exponentially stabilize the interface position s(t) at a desired reference setpoint sr
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through the design of q(t) as

q(t) = −c
(
k

α

∫ s(t)

0
û(x, t)dx+

k

β
X(t)

)
, (9)

where c > 0 is the control gain and û(x, t) and X(t) are reference error variables
defined as

û(x, t) := T̂ (x, t)− Tm, (10)

X(t) := s(t)− sr. (11)

Here, T̂ (x, t) is the observer state which satisfies

T̂t(x, t) = αT̂xx(x, t) + p(x, s(t))
(
Tx(s(t), t)− T̂x(s(t), t)

)
, (12)

for 0 < x < s(t) and

T̂ (s(t), t) = Tm, (13)

−kT̂x(0, t) = q(t), (14)

with p(x, s(t)) being the observer gain given by

p(x, s(t)) = −λs(t)
I1

(√
λ
α

(
s2(t)− x2

))√
λ
α

(
s2(t)− x2

) , λ > 0, (15)

for 0 < x < s(t).
We aim to stabilize the closed-loop system containing the plant (1)-(5) and the ob-

server (12)-(15) while sampling the continuous-time controller q(t) given by (9) at a
certain sequence of time instants (tj)j∈N. These time instants will be fully characterized
later via a dynamic event-trigger. The control input is held constant between two con-
secutive time instants. Therefore, we define the control input for all t ∈ [tj , tj+1), j ∈ N
as

qj = −c
(k
α

∫ s(tj)

0
û(x, tj)dx+

k

β
X(tj)

)
. (16)

Accordingly, the boundary conditions (3) and (14) are modified as follows:

−kTx(0, t) = qj , (17)

−kT̂x(0, t) = qj , (18)

for t ∈ [tj , tj+1), j ∈ N. Let the observer error state be defined as

ũ(x, t) := T (x, t)− T̂ (x, t). (19)
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Therefore, considering (1),(2),(12),(13),(17),(18), we can obtain that

ũt(x, t) = αũxx(x, t)− p(x, s(t))ũx(s(t), t), (20)

ũ(s(t), t) = 0, (21)

ũx(0, t) = 0, (22)

for all t > 0. In (Koga, Diagne, & Krstic, 2018), the authors show that, subject to the
following invertible backstepping transformation

ũ(x, t) = w̃(x, t) +

∫ s(t)

x
P (x, y)w̃(y, t)dy, (23)

where

P (x, y) =
λ

α
y
I1

(√
λ
α(y

2 − x2)
)

√
λ
α(y

2 − x2)
, λ > 0, (24)

for 0 ≤ x ≤ y ≤ s(t), the observer error system (20)-(22) with the gain p(x, s(t))
chosen as in (15) gets transformed into the following globally H1-exponentially stable
observer error target system

w̃t(x, t) = αw̃xx(x, t)− λw̃(x, t), (25)

w̃(s(t), t) = 0, (26)

w̃x(0, t) = 0. (27)

The inverse transformation of (23) is given by

w̃(x, t) = ũ(x, t)−
∫ s(t)

x
Q(x, y)ũ(y, t)dy, (28)

where

Q(x, y) =
λ

α
y
J1

(√
λ
α(y

2 − x2)
)

√
λ
α(y

2 − x2)
, (29)

for 0 ≤ x ≤ y ≤ s(t). Considering (10),(12),(13), and (18), we can obtain that û-system
satisfies

ût(x, t) = αûxx(x, t) + p(x, s(t))ũx(s(t), t), (30)

û(s(t), t) = 0, (31)

ûx(0, t) = −qj
k
, (32)

whereas considering (5),(10),(11),(19), we can show that the dynamics of X(t) satisfies

Ẋ(t) = −βûx(s(t), t)− βũx(s(t), t). (33)
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Let us consider the following backstepping transformation on t ∈ [tj , tj+1), j ∈ N as
in (Koga et al., 2019),

ŵ(x, t) =û(x, t)− β

α

∫ s(t)

x
ϕ(x− y)û(y, t)dy − ϕ(x− s(t))X(t), (34)

where

ϕ(x) =
c

β
x− ε, ε > 0. (35)

It can be shown that the backstepping transformation (34),(35) transforms system
(30)-(33) into the following system valid for t ∈ [tj , tj+1):

ŵt(x, t) = αŵxx(x, t) +
c

β
ṡ(t)X(t) + w̃x(s(t), t)f(x, s(t)), (36)

ŵ(s(t), t) = εX(t), (37)

ŵx(0, t) = −εβ
α
û(0, t) + d(t), (38)

Ẋ(t) = −cX(t)− βŵx(s(t), t)− βw̃x(s(t), t), (39)

where

f(x, s(t)) =p(x, s(t))− β

α

∫ s(t)

x
ϕ(x− y)p(y, s(t))dy + βϕ(x− s(t)), (40)

and

d(t) =
c

α

(∫ s(tj)

0
û(y, tj)dy −

∫ s(t)

0
û(y, t)dy

)
+
c

β

(
X(tj)−X(t)

)
, (41)

for t ∈ [tj , tj+1), j ∈ N.
The inverse transform of (34) is given by

û(x, t) =ŵ(x, t)− β

α

∫ s(t)

x
ψ(x− y)ŵ(y, t)dy − ψ(x− s(t))X(t), (42)

for t ∈ [tj , tj+1), j ∈ N where

ψ(x) = eνx(ζ sin(ωx) + ε cos(ωx)), (43)

with

ν =
βε

2α
, ω =

√
4αc− (εβ)2

4α2
, ζ = − 1

2αβω

(
2αc− (εβ)2

)
, (44)

and 0 < ε < 2
√
αc
β to be chosen later.
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Figure 2. Event-triggered control closed-loop system.

4. Observer-based Event-triggered Boundary Control

Next we present the observer-based event-triggered boundary control approach for
the one-phase Stefan problem. The closed-loop system consisting of the plant, the
observer-based controller, and the event-trigger is shown in Fig. 2.

Definition 1. Let η, γ, σ, µ1, µ2, µ3 > 0 be several design parameters. Further, let
c > 0 be the control gain in (16). The observer-based event-triggered boundary control
strategy consists of two components:

(1) The event-trigger: The set of event times I =
{
tj ≥ 0, j = 0, 1, 2, . . .

}
is gener-

ated via the following rule with t0 = 0:

tj+1 = min
{
tj +

1

c
, inf

(
S(t, tj)

)}
(45)

where

S(t, tj) =
{
t ∈ R+|t > tj ∧

(
d2(t) > γm(t)

)}
. (46)

Here d(t) defined in (41) for all for all t ∈ [tj , tj+1), j ∈ N is the difference
between the continuous time control input and the event-triggered control input,
and m(t) satisfies the ODE

ṁ(t) =− ηm(t)− σd2(t) + µ1∥û[t]∥2 + µ2X
2(t) + µ3ũ

2
x(s(t), t), (47)

for all t ∈ (tj , tj+1), j ∈ N with m(t0) = m(0) > 0 and m(t−j ) = m(tj) = m(t+j ).

(2) The control action: The boundary feedback control law is given by (16) for t ∈
[tj , tj+1), j ∈ N.

Lemma 2. Along with Assumption 1, let us suppose the following Lipschitz continuity
of T0(x) holds,

0 ≤ T0(x)− Tm ≤ H(s0 − x), (48)

where H is assumed to be known. For any initial temperature estimation T̂0(x), any
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gain parameter of the observer λ, and any setpoint sr, suppose that the following
relations are satisfied respectively,

Tm + Ĥℓ(s0 − x) ≤ T̂0(x) ≤ Tm + Ĥu(s0 − x), (49)

λ <
4α

s20

Ĥℓ −H

Ĥu

, (50)

L > sr > s0 +
βs20
2α

Ĥu, (51)

where the parameters Ĥu and Ĥℓ satisfy Ĥu ≥ Ĥℓ > H. Then, the event-triggered
boundary control approach in Definition 1 generates positive heat, i.e., qj > 0 for
j ∈ N such that j < j∗ where

j∗ = inf
{
i ∈ N|ti = sup(I)

}
, (52)

with I being the set of event times. Moreover, the closed-loop system containing the
plant (1),(2),(4),(5),(16),(17) and the observer (12),(13),(15),(16),(18) has a unique
solution satisfying the conditions (6)-(8) for t ∈ [0, sup(I)).

Proof: For t ∈ (tj , tj+1) where j < j∗, differentiating (9) along the solution of
(30)-(33), we can obtain that

q̇(t) = −cqj + ck
(
1− 1

α

∫ s(t)

0
p(y, s(t))dy

)
ũx(s(t), t).

Subject to the conditions (49) and (50), following Lemma 3 and 4 in (Koga, Diagne,
& Krstic, 2018) which make use of Maximum principle and Hopf’s lemma, one can
show that ũx(s(t), t) > 0. Note from (15) that p(x, s(t)) < 0 for 0 < x < s(t). Thus,
we can obtain that q̇(t) > −cqj , for t ∈ (tj , tj+1) which we integrate in t ∈ [tj , tj+1) to
obtain

q(t) >
(
1− c(t− tj)

)
qj . (53)

We use this recursively to derive that

qj > q0

j−1∏
i=0

(
1− c(ti+1 − ti)

)
. (54)

One can easily show that q0 > 0 when the conditions (49) and (51) are met.
Furthermore, under the event-triggered boundary control approach in Definition 1,
it is ensured that 1 − c(ti+1 − ti) ≥ 0. Therefore, we have that qj > 0 for all
j ∈ N such that j < j∗. Thus, recalling Lemma 1, we can conclude that the plant
(1),(2),(4),(5),(16),(17) has a unique solution satisfying the conditions (6) and (8) in
the interval [0, sup(I)). The observer error system (20)-(22) has a unique solution due
to the transformation (23) and as the observer error target system (25)-(27) admits a
unique solution. Thus, the observer PDE (12),(13),(15),(16),(18) also admits a unique
solution in the interval [0, sup(I)) due to (19). Again, subject to the conditions (49)
and (50), one can show that ũ(x, t) < 0 as in Lemma 3 and 4 in (Koga, Diagne, &
Krstic, 2018). Thus, considering (6),(10),(19), we can verify that û(x, t) > 0. Further,
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note from (53) that q(t) > 0 for t ∈ [0, sup(I)). Thus, considering (9), we can show
that X(t) < 0 for t ∈ [0, sup(I)) which in combination with (8) and (11) leads to the
property (7) for t ∈ [0, sup(I)).

Lemma 3. Under the definition of the event-trigger (45)-(47), it holds that d2(t) ≤
γm(t) and m(t) > 0, for all t ∈ [0, sup(I)).

Proof: According to Definition 1, the triggering of events guarantee that d2(t) ≤
γm(t), t ∈ [0, sup(I)). This inequality in combination with (47) yields:

ṁ(t) ≥− (η + γσ)m(t) + µ1∥û[t]∥2 + µ2X
2(t) + µ3ũ

2
x(s(t), t), (55)

for t ∈ (tj , tj+1) and j ∈ N such that j < j∗ where j∗ is given by (52). Thus, considering
the time-continuity of m(t), we can obtain the following estimate:

m(t) ≥ m(tj)e
−(η+γσ)(t−tj) +

∫ t

tj

e−(η+γσ)(t−τ)
(
µ1∥û[τ ]∥2 + µ2X

2(t) + µ3ũ
2
x(s(τ), τ)

)
dτ,

(56)

for all t ∈ [tj , tj+1]. From Definition 1, we have that m(t0) = m(0) > 0. Therefore, it
follows from (56) that m(t) > 0 for all t ∈ [0, t1]. Again using (56) on [t1, t2], we can
show that m(t) > 0 for all t ∈ [t1, t2]. Applying the same reasoning successively to the
future intervals, it can be shown that m(t) > 0 for t ∈ [0, sup(I)).

Lemma 4. For d(t) given by (41), it holds that

ḋ2(t) ≤ θ0d
2(t) + θ1∥û[t]∥2 + θ2X

2(t) + θ3ũ
2
x(s(t), t), (57)

where

θ0 = 4c2, θ1 =
4c4L

α2
, θ2 =

4c4

β2
, θ3 = 4c2Υ2, (58)

with

Υ = max
0≤s(t)≤L

{∣∣∣1− 1

α

∫ s(t)

0
p(y, s(t))dy

∣∣∣}
for all t ∈ (tj , tj+1) and j ∈ N such that j < j∗ where j∗ is given by (52).

Proof: For t ∈ (tj , tj+1), j ∈ N, differentiating d(t) given by (41) along the solution
of (30)-(33) and using (41), we can obtain that

ḋ(t) = cûx(0, t)−
c

α

∫ s(t)

0
p(y, s(t))dyũx(s(t), t) + cũx(s(t), t)

= cd(t) +
c2

α

∫ s(t)

0
û(y, t)dy +

c2

β
X(t) + c

(
1− 1

α

∫ s(t)

0
p(y, s(t))dy

)
ũx(s(t), t).

(59)

Using Cauchy-Schwarz inequality and Young’s inequality along with the fact that
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0 < x < s(t) < L, we can obtain from (59) that

ḋ2(t) ≤4c2d2(t) +
4c4L

α2
∥û[t]∥2 + 4c4

β2
X2(t) + 4c2Υ2ũ2x(s(t), t), (60)

for all t ∈ (tj , tj+1) and j ∈ N such that j < j∗ where j∗ is given by (52).

4.0.1. Avoidance of Zeno behavior

Theorem 1. Let δ ∈ (0, 1) be chosen such that

δ <
1

1 + c
, (61)

where c is the controller gain in (16). Then, under the observer-based event-triggered
boundary control in Definition 1, with µ1, µ2, µ3 chosen as

µ1 =
θ1

γ(1− δ)
, µ2 =

θ2
γ(1− δ)

, µ3 =
θ3

γ(1− δ)
, (62)

where θ1, θ2, θ3 given by (58), there exists τ > 0 such that tj+1−tj ≥ τ for all j ∈ N and

any choice of admissible initial conditions T0(x), T̂0(x) and s0, and desired liquid-solid
interface sr which satisfy Assumption 1 and the conditions (48)-(51).

Proof: Let us assume that an event has occurred at t = tj for some j ∈ N such
that j < j∗ where j∗ is given by (52). Furthermore, without loss of generality, let us
assume that the set S(t, tj) given by (46) is not empty (otherwise the next event time
is tj+1 = tj + 1/c). Therefore, according to (45), we have that

tj+1 = inf
(
S(t, tj)

)
. (63)

In this case, we have that d2(t) < γm(t) for t ∈ (tj , tj+1) and d2(t−j+1) = γm(t−j+1).

Further, from Lemma 3, we have that m(t) > 0 for t ∈ [0, sup(I)).
Let us define the function

Φ(t) :=
d2(t)− γ(1− δ)m(t)

γδm(t)
. (64)

Note that Φ(t) is continuous in [tj , tj+1) and Φ(t−j+1) = 1. A lower bound for the dwell-

times is given by the time it takes for the function Φ to go from Φ(tj) to Φ(t−j+1) = 1,

where Φ(tj) < 0, which holds since d(tj) = 0. Therefore, by the intermediate value
theorem, there exists a t̂j > tj such that Φ(t̂j) = 0 and Φ(t) ∈ [0, 1] for t ∈ [t̂j , t

−
j+1].

The time derivative of Φ on [t̂j , tj+1) is given by

Φ̇(t) =
2d(t)ḋ(t)− γ(1− δ)ṁ(t)

γδm(t)
− ṁ(t)

m(t)
Φ(t). (65)

12



From Young’s inequality, we have that

Φ̇(t) ≤ d2(t) + ḋ2(t)− γ(1− δ)ṁ(t)

γδm(t)
− ṁ(t)

m(t)
Φ(t). (66)

Using Lemma 4 and (47), we can show that

Φ̇(t) ≤(1 + θ0 + γ(1− δ)σ)d2(t)

γδm(t)
+

1− δ

δ
η +

γδσd2(t)

γδm(t)
Φ(t) +

(
θ1 − γ(1− δ)µ1

)
∥û[t]∥2

γδm(t)

+

(
θ2 − γ(1− δ)µ2

)
X2(t)

γδm(t)
+

(
θ3 − γ(1− δ)µ3

)
ũ2x(s(t), t)

γm(t)
+ ηΦ(t)

−
(
µ1∥û[t]∥2 + µ2X

2(t) + µ3ũ
2
x(s(t), t)

)
m(t)

Φ(t).

(67)

Let us choose µ1, µ2, µ3 as in (62), where θ1, θ2, θ3 are given by (58). Also note that
the last term in the right hand side of (67) is negative. Therefore, we have

Φ̇(t) ≤ (1 + θ0 + γ(1− δ)σ)d2(t)

γδm(t)
+

1− δ

δ
η +

γδσd2(t)

γδm(t)
Φ(t) + ηΦ(t), (68)

which we rewrite to obtain

Φ̇(t) ≤
(
1 + θ0 + γ(1− δ)σ

)(d2(t)− γ(1− δ)m(t)
)

γδm(t)
+
(
1 + θ0 + γ(1− δ)σ

)(1− δ)

δ

+
(1− δ)η

δ
+ ηΦ(t) + γδσ

d2(t)− γ(1− δ)m(t)

γδm(t)
Φ(t) + γ(1− δ)σΦ(t).

(69)

Rearranging the terms in (69) lead to

Φ̇(t) ≤ a1Φ
2(t) + a2Φ(t) + a3, (70)

where

a1 = γδσ > 0, (71)

a2 = 1 + θ0 + 2γ(1− δ)σ + η > 0, (72)

a3 =
(
1 + θ0 + γ(1− δ)σ + η

)1− δ

δ
> 0. (73)

By the Comparison principle, it follows that the time needed for Φ to go from Φ(t̂j) = 0
to Φ(tj+1) = 1 is at least

τ =

∫ 1

0

1

a1s2 + a2s+ a3
ds > 0. (74)

Therefore, tj+1 − t̂j ≥ τ . As tj+1 − tj ≥ tj+1 − t̂j , we can conclude that tj+1 − tj ≥ τ .
Note from (74), (73), and (61) that τ < 1/a3 < δ/(1 − δ) < 1/c where 1/c is the
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maximum dwell-time allowed by the definition of the event-trigger in Definition 1.
Furthermore, the set of event-times I is a strictly increasing sequence to infinity, i.e.,
tj → ∞ as j → ∞.

4.0.2. Exponential Convergence

Theorem 2. Consider the closed-loop system containing the plant
(1),(2),(4),(5),(16),(17) and the observer (12),(13),(15),(16),(18) subject to As-
sumption 1 and conditions (48)-(51). In Definition 1, let us select the event-trigger
parameters η, γ, σ, µ1, µ2, µ3 > 0 as follows. Let η, γ > 0 be design parameters, and let
us choose the parameters µ1, µ2, µ3 > 0 as in (62). Further, let us choose σ > 0 such
that

σ = 4AαL, (75)

where B is any positive parameter that satisfies

A > max

{
96µ1L

2

α

(
1 +

β2(ζ2 + ε2)L2

α2

)
,
4β

(
3µ1(ζ

2 + ε2)L+ µ2
)

εαc

}
, (76)

with ζ given by (44) and ε > 0 in (35) chosen to satisfy

ε < min

{√
αc

β
,
α

8

(
βL

(
8 +

β2R2L2

α2

))−1

, ε∗
}
, (77)

where

R =
2
√
αc

β
, (78)

and ε∗ is the positive solution of the quadratic equation

h(ε∗) =
αc

4β
−
(4β2R2L

α
+

7α

16L

)
ε∗ −

(
4β +

β3R2L2

2α2

)
ε∗2 = 0. (79)

Then, subject to the event-triggered boundary control apprach in Definition 1, the
closed-loop system has a unique solution satisfying (6)-(8) and exponentially converges

to zero, i.e., ∥û[t]∥+∥ũ[t]∥+∥ũx[t]∥+|X(t)| → 0 as t→ ∞ where û[t] = T̂ [t]−Tm, ũ[t] =
T [t]− T̂ [t], and X(t) = s(t)− sr.

Proof: Theorem 1 ensures the existence of an increasing sequence as it is proven
that tj+1 − tj ≥ τ > 0 for any j ∈ N. Therefore, considering Lemma 2, we can show
that the closed-loop system has a unique solution satisfying (6)-(8) for all t > 0. Now
let us show the exponential convergence of the closed-loop system.

Let us consider a positive definite function V1(t) involving the system (36)-(39) and
(25)-(27) as follows:

V1 =
1

2

∫ s(t)

0
ŵ2(x, t)dx+

εα

2β
X2(t) +

1

2

∫ s(t)

0
w̃2(x, t)dx+

B

2

∫ s(t)

0
w̃2
x(x, t)dx, (80)
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where B > 0 to be chosen. Let

E1 =
1

2

∫ s(t)

0
ŵ2(x, t)dx, E2 =

εα

2β
X2(t), E3 =

1

2

∫ s(t)

0
w̃2(x, t)dx,

E4 =
B

2

∫ s(t)

0
w̃2
x(x, t)dx.

(81)

Then it follows that

V1 = E1 + E2 + E3 + E4. (82)

Now let us differentiate each of the components of V1 along the system solution for
t ∈ (tj , tj+1), j ∈ N and use integration by parts to obtain the followings:

Ė1 =
1

2
ṡ(t)ε2X2(t) + εαX(t)ŵx(s(t), t) + εβŵ2(0, t)− εβ2

α

∫ s(t)

0
ψ(−y)ŵ(y, t)dyŵ(0, t)

− εβψ(−s(t))X(t)ŵ(0, t)− αŵ(0, t)d(t)− α∥ŵx[t]∥2 +
c

β

∫ s(t)

0
ŵ(x, t)dxṡ(t)X(t)

+

∫ s(t)

0
ŵ(x, t)f(x, s(t))dxw̃x(s(t), t),

(83)

Ė2 = −εαc
β
X2(t)− εαX(t)ŵx(s(t), t)− εαX(t)w̃x(s(t), t), (84)

Ė3 = −α∥w̃x[t]∥2 − λ∥w̃[t]∥2, (85)

and

Ė4 =
B

2
ṡ(t)w̃2

x(s(t), t) +Bw̃t(s(t), t)w̃x(s(t), t)−Bα∥w̃xx[t]∥2 −Bλ∥w̃x[t]∥2. (86)

However, we have from (26) that

w̃(s(t), t) = 0. (87)

Taking the time derivative of (87) and using chain rule, we have that

d
(
w̃(s(t), t)

)
dt

= w̃x(s(t), t)ṡ(t) + w̃t(s(t), t) = 0, (88)

from which we obtain

w̃t(s(t), t) = −w̃x(s(t), t)ṡ(t). (89)
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Substituting (89) into (86), we obtain that

Ė4 =
B

2
ṡ(t)w̃2

x(s(t), t)−Bṡ(t)w̃2
x(s(t), t)−Bα∥w̃xx[t]∥2 −Bλ∥w̃x[t]∥2

= −B
2
ṡ(t)w̃2

x(s(t), t)−Bα∥w̃xx[t]∥2 −Bλ∥w̃x[t]∥2.
(90)

Thus, considering the expressions for Ė1, Ė2, Ė3, Ė4, we can obtain that

V̇1 = Ė1 + Ė2 + Ė3 + Ė4

= ṡ(t)
(ε2
2
X2(t) +

c

β
X(t)

∫ s(t)

0
ŵ(x, t)dx

)
+
(∫ s(t)

0
f(x, s(t))ŵ(x, t)dx− εαX(t)

)
w̃x(s(t), t)

− α∥ŵx[t]∥2 −
εαc

β
X2(t)− εβψ(−s(t))X(t)ŵ(0, t)

− εβ2

α

∫ s(t)

x
ψ(−y)ŵ(y, t)dyŵ(0, t) + εβŵ2(0, t)

− B

2
w̃2
x(s(t), t)ṡ(t)− (α+ λB)∥w̃x[t]∥2 − λ∥w̃[t]∥2

− αB∥w̃xx[t]∥2 − αŵ(0, t)d(t).

(91)

From (43), it follows that ψ(−x) = e−νx(−ζ sin(ωx) + ε cos(ωx)), from which we can

obtain that |ψ(−x)| ≤
√
ζ2 + ε2. Now, recalling from (77) that ε <

√
αc
β , we can show

that

ζ2 =

(
2αc− (εβ)2

)2
β2

(
4αc− (εβ)2

) < (
2αc+ αc

)2
(4αc− αc)β2

<
3αc

β2
.

Further, we can write that ζ2 + ε2 < 3αc
β2 + αc

β2 = 4αc
β2 , from which we can obtain that

|ψ(−x)| < 2
√
αc
β = R. Thus, using Cauchy-Schwarz inequalities on (91) and noting

that ṡ(t) ≥ 0 from Lemma 2, we can obtain that

V̇1 ≤ṡ(t)
(
cLκ1
2β

∥ŵ[t]∥2 +
(ε2
2

+
c

2βκ1

)
X2(t)

)
+

α

2κ2
ŵ2(0, t) +

ακ2
2
d2(t) + εβŵ2(0, t) +

εβR

2κ3
ŵ2(0, t)

+
εβRκ3

2
X2(t) +

εβ2R

2ακ4
ŵ2(0, t) +

εβ2RLκ4
2α

∥ŵ[t]∥2

− α∥ŵx[t]∥2 −
εαc

β
X2(t) +

1

2κ5
w̃2
x(s(t), t)

+
κ5
2
f2max∥ŵ[t]∥2 +

εακ6
2

w̃2
x(s(t), t) +

εα

2κ6
X2(t)

− λ∥w̃[t]∥2 − (α+ λB)∥w̃x[t]∥2 − αB∥w̃xx[t]∥2,

(92)
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where κ1, κ2, κ3, κ4, κ5, κ6 are some positive constants and

fmax =

√
max

0≤s(t)≤L

∫ s(t)

0
f2(x, s(t))dx,

for f(x, s(t)) given by (40). Using Poincaré and Agmon inequalities together with the
fact that 0 < s(t) < sr < L for the system (36)-(38), we can obtain that

∥ŵ[t]∥2 ≤ 2Lε2X2(t) + 4L2∥ŵx[t]∥2, (93)

ŵ2(0, t) ≤ 2ε2X2(t) + 4L∥ŵx[t]∥2. (94)

Substituting ∥ŵ[t]∥2 and ŵ2(0, t) in (92) with (93) and (94), we can obtain

V̇1 ≤ṡ(t)
(
cLκ1
2β

∥ŵ[t]∥2 +
(ε2
2

+
c

2βκ1

)
X2(t)

)
+
ακ2
2
d2(t)

− ε
(αc
β

− βRκ3
2

− α

2κ6
− ε2β2RL2κ4

α
− Lεκ5f

2
max

− εα

κ2
− 2ε2β − ε2βR

κ3
− ε2β2R

ακ4

)
X2(t)

−
(
α− 2εβ2RL3κ4

α
− 2L2κ5f

2
max −

2αL

κ2
− 4Lεβ − 2LεβR

κ3
− 2Lεβ2R

ακ4

)
∥ŵx[t]∥2

+
(4L2f2max

α
+
εαβ

2c

)
w̃2
x(s(t), t)− λ∥w̃[t]∥2 − (α+ λB)∥w̃x[t]∥2 − αB∥w̃xx[t]∥2.

(95)

Let us choose κ1 = 1, κ2 = 8L, κ3 = 8εβRL
α , κ4 = βR

2α , κ5 = α
8L2f2

max
, κ6 = β

c . Then, we

can rewrite (95) as

V̇1 ≤ṡ(t)
(
cL

2β
∥ŵ[t]∥2 +

(ε2
2

+
c

2β

)
X2(t)

)
+ 4αLd2(t)

− ε
(αc
2β

− 4εβ2R2L

α
− ε2β3R2L2

2α2
− 3εα

8L
− 4ε2β

)
X2(t)

−
(
α

4
− εβL

(
8 +

β2R2L2

α2

))
∥ŵx[t]∥2

+
(4L2f2max

α
+
εαβ

2c

)
w̃2
x(s(t), t)− λ∥w̃[t]∥2 − (α+ λB)∥w̃x[t]∥2 − αB∥w̃xx[t]∥2.

(96)

Note that w̃2
x(s(t), t) ≤ ∥w̃xx[t]∥2. Then, recalling from (77) that α

8 > εβL
(
8+ β2R2L2

α2

)
,

letting B = 4L2f2
max

α2 + εβ
2c + b∗ where b∗ > 0, and substituting ∥ŵx[t]∥2 with (93), we
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can obtain from (96) that

V̇1 ≤ṡ(t)
(
cL

2β
∥ŵ[t]∥2 +

(ε2
2

+
c

2β

)
X2(t)

)
+ 4αLd2(t)

− ε
(αc
2β

− 4εβ2R2L

α
− 7εα

16L
− 4ε2β − ε2β3R2L2

2α2

)
X2(t)

− α

32L2
∥ŵ[t]∥2 − αb∗∥w̃xx[t]∥2 − λ∥w̃[t]∥2 − (α+ λB)∥w̃x[t]∥2.

(97)

Let us define

h(ε) =
αc

4β
−
(4β2R2L

α
+

7α

16L

)
ε−

(
4β +

β3R2L2

2α2

)
ε2.

Then, we have that h(0) = αc
4β > 0 and

h′(ε) = −4β2R2L

α
− 7α

16L
− 8βε− β3R2L2

α2
ε < 0

for ε ≥ 0. Therefore, we have ε∗ such that h(ε) > 0 for 0 ≤ ε ≤ ε∗ and h(ε∗) = 0.
Since ε < ε∗ (see (77)), we have that h(ε) > 0. Thus, we can write from (97) that

V̇1 ≤ṡ(t)
(
cL

2β
∥ŵ[t]∥2 +

(ε2
2

+
c

2β

)
X2(t)

)
+ 4αLd2(t)

− ε
(αc
4β

+ h(ε)
)
X2(t)− α

32L2
∥ŵ[t]∥2 − αb∗∥w̃xx[t]∥2

− λ∥w̃[t]∥2 − (α+ λB)∥w̃x[t]∥2.

(98)

Let us consider the following Lyapunov function recalling from Lemma 3 that m(t) > 0
for t ≥ 0:

V = AV1 +m. (99)

Taking the time derivative of (99) and using (98), we can write that

V̇ ≤Aṡ(t)
(
cL

2β
∥ŵ[t]∥2 +

(ε2
2

+
c

2β

)
X2(t)

)
+ 4AαLd2(t)

−Aε
(αc
4β

+ h(ε)
)
X2(t)− Aα

32L2
∥ŵ[t]∥2 −Aαb∗∥w̃xx[t]∥2

−Aλ∥w̃[t]∥2 −A(α+ λB)∥w̃x[t]∥2 + ṁ(t).

(100)

Noting that ṡ(t) ≥ 0 from Lemma 2, using (80) along with the dynamics of m(t) given
by (47), we can obtain from (100) that

V̇ ≤ξṡ(t)V −Aε
(αc
4β

+ h(ε)
)
X2(t)− Aα

32L2
∥ŵ[t]∥2

−Aαb∗∥w̃xx[t]∥2 −Aλ∥w̃[t]∥2 −A(α+ λB)∥w̃x[t]∥2

+ (4AαL− σ)d2(t)− ηm(t) + µ1∥û[t]∥2 + µ2X
2(t) + µ3ũ

2
x(s(t), t),

(101)
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where

ξ = max

{
cL

β
,
β

αε

(
ε2 +

c

β

)}
. (102)

Using Cauchy-Schwarz inequality and Young’s inequality along with the fact that
0 < x < s(t) < L, we can obtain from (42) that

∥û[t]∥2 ≤ 3∥ŵ[t]∥2 + 3β2(ζ2 + ε2)L2

α2
∥ŵ[t]∥2 + 3(ζ2 + ε2)LX2(t). (103)

Noting that ũx(s(t), t) = w̃x(s(t), t) and that w̃2
x(s(t), t) ≤ ∥w̃xx[t]∥2, we can obtain

from (101) that

V̇ ≤ξṡ(t)V −
(
Aε

(αc
4β

+ h(ε)
)
− 3µ1(ζ

2 + ε2)L− µ2

)
X2(t)

−
(
Aα

32L2
− 3µ1

(
1 +

β2(ζ2 + ε2)L2

α2

))
∥ŵ[t]∥2

− (Aαb∗ − µ3)∥w̃xx[t]∥2 −Aλ∥w̃[t]∥2

−A(α+ λB)∥w̃x[t]∥2 − ηm(t) + (4AαL− σ)d2(t).

(104)

Let us define

b1 :=
Aα

32L2
− 3µ1

(
1 +

β2(ζ2 + ε2)L2

α2

)
, (105)

and

b2 := Aε
(αc
4β

+ h(ε)
)
− 3µ1(ζ

2 + ε2)L− µ2. (106)

Recall that h(ε) > 0 due to the choice of ε as in (77)-(79). Considering (76), we can
show that b1, b2 > 0. Let us select b∗ > 0 such that b∗ > µ3

Aα . Then, recalling (75), we
can write from (104) that

V̇ ≤ ξṡ(t)V − 2bV, t ∈ (tj , tj+1), (107)

where

b = min
{b1
A
,
b2β

Aεα
, λ,

η

2

}
. (108)

Consider the following functional

W = V e−ξs(t). (109)

Taking the time derivative of (109) for t ∈ (tj , tj+1) with the aid of (107), we can

deduce Ẇ ≤ −2bW. Via integration and considering (109) and the fact that 0 < s0 ≤
s(t) < L, we can obtain

V (t) ≤ e−2bteξ
(
s(t)−s0

)
Vs(0) ≤ e−2bteξLVs(0).
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Thus, using the transformations (23),(28),(34),(42), Young’s and Cauchy-Schwarz in-
equalities, we can show that there exists a constant M > 0 such that

∥û[t]∥+ ∥ũ[t]∥+ ∥ũx[t]∥+ |X(t)| (110)

≤Me−bt
√(

∥û[0]∥2 + ∥ũ[0]∥2 + ∥ũx[0]∥2 + |X(0)|2 +m(0)
)
. (111)

Remark 1. (Selection of the event-trigger parameters η, γ, σ, µ1, µ2, µ3) The param-
eters µ1, µ2, µ3 > 0 are chosen to satisfy (62) with γ > 0 being treated as a free
parameter which can be chosen to scale up/down the values of µ1, µ2, µ3 as required,
and δ ∈ (0, 1) chosen to satisfy (61). The parameter σ > 0 is chosen as in (75). The
parameter η > 0 is also a free parameter, which can be used to adjust the convergence
rate of the dynamic variable m(t).

5. Numerical Simulations and Discussion

We carry out simulations for the one-phase Stefan problem considering a cylin-
der of paraffin with length L = 3.0 cm whose physical parameters are as follows:
ρ = 790 kg.m−3; ∆H∗ = 210 J.g−1; Cp = 2.38 J.g−1.◦C−1; Tm = 37.0 ◦C; k =
0.220 W.m−1. We use a semi-implicit numerical scheme relying on the so-called bound-
ary immobilization method (Koleva & Valkov, 2010). A uniform step size of h = 0.05
is used for the space variable and a uniform step size of 0.5 s is used for the time
variable. The setpoint and the initial values are chosen as sr = 2.0 cm, s0 = 0.1 cm,
T0(x)−Tm = (1−x/s0) and T̂0(x)−Tm = 10(1−x/s0). The observer gain λ is chosen

as λ = 0.1. Note that under these choices of sr, s0, T0(x), T̂0(x), and λ, there exists

constants Ĥu ≥ Ĥℓ > H such that the conditions (48)-(51) are satisfied. The control
gain in (16) is chosen as c = 3.0× 10−4/s. The parameter ε in (35) is chosen as ε = 10
such that (77)-(79) are satisfied. The parameters for the event-trigger are chosen as
follows: η = 1.325×10−2; γ = 103;µ1 = 1.42×10−4;µ2 = 36.85;µ3 = 2.2079×1014;σ =
6.19× 10−5;m(0) = 10−4. Note that the above choices of µ1, µ2, µ3 satisfy (62) when
δ = 0.5. The chosen σ satisfies (75) when A = 4.42× 103.

The control inputs under even-triggered, sampled-data, and continuous-time con-
trol are shown in Fig. 3. We can observe that event-triggered control eliminates the
necessity of continuous control updates. Fig. 4 illustrates the time evolution of various
closed-loop system signals under the proposed event-based boundary control. The time
responses of ∥T − Tm∥, boundary temperature T (0, t)[◦C], and ∥T − T̂∥ are shown in
Fig. 4(a), Fig. 4(c), and Fig. 4(d), respectively. It can be observed that, ∥T −Tm∥ → 0

and ∥T − T̂∥ → 0 as t → ∞ and T (0, t) ≥ Tm for all t ≥ 0. Fig. 4(b) shows the
the time evolution of the interface position under the proposed event-based boundary
control. The interface position s(t) converges to the setpoint sr monotonically without
overshooting (which also confirms that ṡ(t) ≥ 0).

6. Conclusion

In this paper, we have proposed an observer-based event-triggered boundary control
strategy for the one-phase Stefan problem using the infinite-dimensional backstepping
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Figure 3. Control inputs under event-triggered control, sampled-data control, and continuous-time control.
Sampled-data control with sampling period of 50[min] is shown for demonstration purpose only since its con-

vergence guarantees under observer-based setting has not been established.

Figure 4. Closed-loop system signals (a) ∥T−Tm∥, (b) interface position s(t)[cm], (c) T (0, t)[◦C], (d) ∥T−T̂∥.
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approach. We have used a dynamic event-triggering condition to determine the time
instances when the control input needs to be updated. Under the observer-based event-
triggered control strategy, we have proved the existence of a uniform minimal dwell-
time, which excludes Zeno behavior from the closed-loop system. Furthermore, we
have proved the well-posedness of the closed-loop system along with the model validity
conditions. Finally, we have shown that the proposed control approach exponentially
converges the closed-loop system to the setpoint. In our future work, we will consider
the observer-based event-triggered boundary control of the two-phase Stefan problem.
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