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Abstract

Collisionless low-Mach-number shocks are abundant in astrophysical and space plasma environments, exhibiting
complex wave activity and wave–particle interactions. In this paper, we present 2D Particle-in-Cell (PIC)
simulations of quasi-perpendicular nonrelativistic (vsh≈ (5500–22000) km s−1) low-Mach-number shocks, with a
specific focus on studying electrostatic waves in the shock ramp and precursor regions. In these shocks, an ion-
scale oblique whistler wave creates a configuration with two hot counterstreaming electron beams, which drive
unstable electron acoustic waves (EAWs) that can turn into electrostatic solitary waves (ESWs) at the late stage of
their evolution. By conducting simulations with periodic boundaries, we show that the EAW properties agree with
linear dispersion analysis. The characteristics of ESWs in shock simulations, including their wavelength and
amplitude, depend on the shock velocity. When extrapolated to shocks with realistic velocities (vsh≈ 300 km s−1),
the ESW wavelength is reduced to one-tenth of the electron skin depth and the ESW amplitude is anticipated to
surpass that of the quasi-static electric field by more than a factor of 100. These theoretical predictions may explain
a discrepancy, between PIC and satellite measurements, in the relative amplitude of high- and low-frequency
electric field fluctuations.

Unified Astronomy Thesaurus concepts: Shocks (2086); Planetary bow shocks (1246); Space plasmas (1544);
Plasma astrophysics (1261)

1. Introduction

Shock waves are ubiquitous, both in astrophysical environ-
ments and the solar system. They convert the bulk kinetic
energy of supersonic plasma flows into the thermal energy of
plasma and facilitate the production of high-energy particles,
also known as cosmic rays. In most cases, the plasma involved
can be treated as collisionless, therefore the energy exchange
between plasma species inside the shock transition is governed
by collective plasma behavior and wave–particle interaction.
Earth’s bow shock provides an excellent laboratory for
studying these aspects of shock physics. Over the past 60 yr,
it has been extensively investigated in situ by various satellite
missions, such as Cluster (Horbury et al. 2001) and the
Magnetospheric Multiscale (MMS) mission (Burch et al.
2016). These missions aim to study the microphysics of the
Earth’s magnetosphere, including the behavior of individual
particles and fields at small scales, which is crucial for
understanding fundamental processes such as magnetic recon-
nection, plasma turbulence, particle acceleration, etc.

The most recent mission, MMS, has made approximately
3000 passes through Earth’s bow shock (Lalti et al. 2022).
MMS has provided detailed measurements of electromagnetic
fields, wave activity, plasma density, and high-energy particle
distributions in the vicinity of the shock. However, satellite
in situ measurements are limited to the spacecraft’s trajectory,
providing only a partial description of the shock’s 3D structure.

As a result, combining these measurements with kinetic plasma
simulations can significantly enhance our understanding. Fully
kinetic methods, such as Particle-in-Cell (PIC) simulations,
have the capability to describe the evolution of shocks at ion
scales and resolve the dynamics of electrons. Nevertheless,
some discrepancies persist between kinetic simulations and
in situ measurements. In this paper, we want to address the
issue raised recently in Wilson et al. (2021)—namely, why in
real shocks small-scale electrostatic fluctuations have much
larger amplitude than quasi-static electric fields, in contrast to
the findings of PIC simulations.
Electrostatic waves of different kinds are detected in situ

near collisionless shocks. They include lower hybrid waves
(Tidman & Krall 1971; Wu et al. 1984; Papadopoulos 1985;
Walker et al. 2008), ion acoustic waves (IAWs; Fredricks et al.
1968, 1970; Gurnett & Anderson 1977; Kurth et al. 1979; Chen
et al. 2018; Davis et al. 2021; Vasko et al. 2022), electrostatic
solitary waves (ESWs) of both positive and negative polarity
(Bale et al. 1998; Behlke et al. 2004; Wilson et al.
2007, 2010, 2014a; Goodrich et al. 2018; Malaspina et al.
2020; Wang et al. 2021), waves radiated by the electron
cyclotron drift instability (Forslund et al. 1970; Lampe et al.
1972; Wilson et al. 2010), and Langmuir waves (Gurnett &
Anderson 1977; Filbert & Kellogg 1979; Goodrich et al. 2018).
For more details, see Wilson et al. (2021) and the citations
therein. Some of them, e.g., IAWs and ESWs, are characterized
by high frequencies and very short wavelengths (Wang et al.
2021; Vasko et al. 2022). Their typical amplitude
E≈ 100–200 mVm−1 is about 50–100 times higher than a
typical convective (aka motional) electric field 4 mVm−1

measured in the satellite frame (Wilson et al. 2021, Figure 1).
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Their wavelength is just a few tens of the Debye length or even
smaller (λ< 20λDe≈ 0.1λse≈ 170 m, where λse is the electron
skin depth and λDe is the electron Debye length).

In PIC simulations, we also can find a number of
electrostatic instabilities. For instance, IAWs can be driven
by the drift motion of preheated incoming ions relative to the
decelerated electrons at the shock foot of high-Mach-number
perpendicular shocks (Kato & Takabe 2010a, 2010b). Depend-
ing on the shock configuration, electron acoustic waves
(EAWs) can be observed both in the shock foot, as a result
of the modified two-stream instability (Matsukiyo & Scho-
ler 2006), or in the upstream region of oblique shocks, where
they are excited by high-energy electrons moving back
upstream (Bohdan et al. 2022; Morris et al. 2022). Another
example involves the excitation of electrostatic waves on the
electron Bernstein mode branch by an ion beam (Dieckmann
et al. 2000) when electron cyclotron drift instability becomes
dominant. This excitation results in electrostatic waves at
multiple electron cyclotron harmonic frequencies (Muschietti
& Lembège 2006; Yu et al. 2022) within moderate-Mach-
number perpendicular shocks. Furthermore, electrostatic Lang-
muir waves can be generated through the electron bump-on-tail
instability (Sarkar et al. 2015) in the upstream region of oblique
high-beta shocks (Kobzar et al. 2021). The Buneman instability
(Buneman 1958) occurs between shock-reflected ions and cold
upstream electrons, primarily at the shock foot of quasi-
perpendicular high- (Shimada & Hoshino 2000; Hoshino &
Shimada 2002; Amano & Hoshino 2007, 2009; Bohdan et al.
2017, 2019a, 2019b) and low- (Umeda et al. 2009) Mach-
number shocks. In most of these PIC simulations, the
wavelength of the electrostatic waves is comparable to the
electron skin depth λ≈ (1− 5)λse? λDe of the upstream
plasma. Additionally, the amplitude of these waves at
maximum is typically only a few times larger than the
upstream motional electric field (E0) appearing in simulations
performed in the downstream rest reference frame, E/E0 2,
which appears inconsistent with satellite measurements. Note
that for nonrelativistic shock simulations performed in the
downstream plasma’s rest frame, E0 differs from the normal
incidence frame motional electric field by a factor of (1− 1/r),
where r is the density compression ratio. Following Wilson
et al. (2021), we treat E0 as comparable to spacecraft-frame
measurements of the solar wind motional field within a factor
of a few.

A potential explanation for the observed discrepancies
between simulation results and in situ measurements lies in
the choice of simulation parameters. In many cases, simulations
adopt parameters that are unrealistic in order to ensure
computational feasibility. Therefore, it is crucial to understand
how the physical picture is distorted within simulations to
accurately describe real systems. Depending on the problem in
question, a range of correction techniques may be required for
meaningful comparisons with in situ measurements. These can
vary from minimal corrections, when magnetic field amplifica-
tion by Weibel instability is considered (Bohdan et al. 2021), to
more intricate rescaling calculations for problems of electron
heating (Bohdan et al. 2020) or kinetic plasma waves
(Verscharen et al. 2020), particularly when unrealistically high
shock velocities or low ion-to-electron mass ratios are
employed. In shock simulations, electrostatic waves can arise
from various two-stream instabilities between drifting plasma
components (ion–ion, ion–electron, or electron–electron). In

such cases, the parameters of these waves could depend on the
relative drift velocity between plasma components. Since the
energy source of the relative plasma drift is the upstream
plasma’s bulk flow kinetic energy, the drift velocity could be
roughly proportional to the shock velocity. Therefore, if a
realistic shock velocity is utilized in a simulation, electrostatic
waves may have different wavelengths and amplitudes than for
typical PIC simulation parameters (unrealistically high shock
velocities and low ion-to-electron mass ratios). Here, we aim to
test this idea using PIC simulations and linear dispersion
analysis.
The paper is structured as follows. Section 2 is dedicated to

shock simulations. In Section 3, we discuss the results of the
linear dispersion analysis and PIC simulations with periodic
boundaries representing local regions within a shock. In
Section 4, we discuss our results, and Section 5 summarizes
our findings.

2. Shock Simulations

2.1. Simulation Setup

We use the PIC code TRISTAN-MP (Buneman 1993;
Spitkovsky 2005) to simulate 2D quasi-perpendicular shocks
with sonic Mach number Ms= 4.0, Alfvén Mach number
MA= 1.8, fast-mode Mach number Mfast= 1.68, upstream total
plasma beta βp= 0.25, and upstream magnetic field angle
θBn= 65° with respect to the shock-normal coordinate. The
upstream magnetic field lies within the simulation plane. The
same shock parameters (Mfast, βp, θBn) were studied by Tran &
Sironi (2024, in their Section 7); here, we branch off of their
work, using targeted 2D simulations to study electrostatic wave
properties.
We form a shock by initializing a thermal plasma with bulk

velocity ˆ= -v xv0 0 , single-species density n0, and upstream
temperature T0. The plasma has two species: ions and electrons.
The moving upstream plasma carries the magnetic field B0 and
electric field E0=−v0× B0, where v0 is the upstream plasma
velocity in the simulation reference frame. The upstream
plasma reflects on a conducting wall at x= 0, and the reflected
plasma interacts with the upstream plasma to form a shock
traveling toward ˆ+x. The simulation proceeds in approximately
the downstream (i.e., post-shock) plasma’s rest frame, except
for a small drift in the shock-transverse direction that is
expected for oblique shocks (Tidman & Krall 1971). The far x-
boundary continuously expands toward ˆ+x and injects fresh
plasma into the simulation domain (Sironi & Spitkovsky 2009).
The domain’s y-boundaries are periodic.
The shock speed vsh—i.e., the upstream flow speed in the

shock’s rest frame—is not directly chosen. We compute it as
vsh= v0/(1− 1/r) in the nonrelativistic limit, with r being the
density compression ratio estimated from the oblique magneto-
hydrodynamic (MHD) Rankine–Hugoniot conditions assuming
an adiabatic index Γ= 5/3 (Tidman & Krall 1971). By
numerically inverting this procedure, we can choose v0 to target
a desired vsh and hence Mach number. To relate vsh and v0 in
Table 1, we use r= 1.8496. The targeted and actual Mach
numbers agree to within ∼2%–7%. A more detailed explana-
tion is given in Tran & Sironi (2024).
Standard plasma length scales and timescales are defined

using upstream (pre-shock) plasma quantities; we use SI (MKS)
units. The electron plasma frequency ( )w = n e mpe 0

2
0 e , the

electron cyclotron frequency Ωe= eB0/me, the electron skin

2
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depth λse= c/ωpe, and the electron Debye length
( )l =  k T n eBDe 0 0 0

2 . Here, e is the elementary charge and
ò0 is the vacuum permittivity. The ion quantities ωpi, λsi, and Ωi

are defined analogously. We define the Mach numbers
Ms= vsh/cs,MA= vsh/vA, andMfast= vsh/vfast. The shock speed
vsh is the upstream flow speed measured in the shock’s rest
frame, the sound speed ( )= G +c k T m m2s B 0 i e , the Alfvén
speed ( )m= +v B n m mA 0 0 0 i e , and the MHD fast speed

( ( ) )q= + + + -v c v c v c v0.5 4 cosfast s
2

A
2

s
2

A
2 2

s
2

A
2 2

Bn . The

total plasma beta b m= n k T B4p 0 0 B 0 0
2. The constants mi and

me are ion and electron masses, kB is the Boltzmann constant, c
is the speed of light, and μ0 is the vacuum magnetic
permeability. We define the initial electron rms thermal velocity

=v k T mte0 B 0 e .
Fixing the shock parameters (Mfast, βp, θBn), we vary vsh/c

and the ion–electron mass ratio mi/me to study how the
resulting shock structure depends upon the numerical compro-
mises adopted for PIC simulations (Table 1). To vary vsh/c, we
rescale the dimensionless parameters v0/c, kBT0/(mic

2), and
vA/c, which are used to inject upstream plasma. If the flow and
thermal speeds are nonrelativistic, we anticipate that the
shock’s macroscopic behavior may not depend on vsh/c, or
any other quantity scaled with respect to c (including ωpe/Ωe

and ωpi/Ωi), so long as the dimensionless parameters Ms, βp,
θBn, and mi/me are fixed. Thus, PIC simulations with large
vsh∼ 104 km s−1 (and hence large T0) may serve as analogs for
natural systems with lower flow speeds ∼102 km s−1. In our
simulations, all speeds are nonrelativistic, except for the
electron thermal speed, which can be ∼0.1c (but the electron
thermal energy remains =mec

2). However, electron-scale
waves may be sensitive to vsh/c (equivalently, ωpe/Ωe); these
waves could in principle have a global effect upon shock
structure. It is this subtler dependence that we seek to study.

All simulations have transverse width Ly= 38.4λse (0.9 to
2.9λsi), duration W-8.5 i

1, and spatial grid resolution Δ= 1.0λDe.
The upstream plasma temperature kBT0= 10−4mic

2 for Run A
and scales with ( )v csh

2 for other runs, so as to fix Ms= 4. The
electron plasma-to-cyclotron frequency ratio ωpe/Ωe= 1.8–7.0
for Runs A–E, respectively. The runs of varying mass ratio (B,
B400, B800, and B1836) all have ωpe/Ωe= 2.49. Note that for
fixed βp, ωpe/Ωe scales linearly with vsh/c, and λDe/λse scales
inversely with vsh/c.

The runs in Table 1 use 128 particles per cell (64 per
species), but we also perform variant simulations with up to

512 per cell (256 per species), to test convergence. We smooth
the PIC current with 32 passes of a digital “1–2–1” filter on
each coordinate axis, which imposes 50% power damping at
wavenumber ( )» D -k 0.25damp

1 (Birdsall & Langdon 1991,
Appendix C).

2.2. Shock Properties

Figure 1 shows the structure of Run B at = W-t 8.50 i
1, which

exemplifies the general structure of all the simulations in
Table 1. The shock speed vsh is less than the phase speed of
oblique whistlers traveling along the shock normal ( ˆ+x),
allowing a phase-standing precursor wave train to form ahead
of the shock (Krasnoselskikh et al. 2002).
In Figure 1(a), the main B-field compression (i.e., the shock

ramp) takes place at x∼ 8λsi, with compressive oscillations at
larger x that gradually decay in the ˆ+x-direction. Figure 1(b)
shows the shock-normal magnetic fluctuation (Bx−Bx0)/B0; recall
that the upstream field component qºB B cosx0 0 Bn is conserved
across the shock jump. The Bx fluctuation reveals electromagnetic
waves with k oriented oblique to both B0 and the shock normal
(i.e., not phase-standing), which we call the oblique precursor. The
oblique precursor has ∼100 time smaller amplitude than the
x̂-aligned compressive waves in Figure 1(a). Both precursor wave
trains in Figures 1(a) and (b) are right-hand-polarized, consistent
with the fast-mode/whistler branch of the plasma dispersion
relation.
The precursor wave trains at = W-t 8.50 i

1 (Figure 1) are not
in steady state. If the simulation proceeds to longer times
~ W-t 40 i

1, then (i) the oblique precursor grows in amplitude,
(ii) both the phase-standing and oblique precursors extend
farther ahead of the shock, and (iii) density filamentation
appears within and ahead of the shock ramp (Tran &
Sironi 2024). We emphasize that our shock simulations are
deliberately shorter in duration (not steady state) and also
narrower in transverse width than some other fully kinetic PIC
simulations in the recent literature (Xu et al. 2020; Lezhnin
et al. 2021; Bohdan et al. 2022; Tran & Sironi 2024). The
narrow transverse domain width ∼3λsi helps preclude or slow
the growth of other ion- and fluid-scale waves that would
appear at shock-transverse scales of ∼10λsi (Lowe &
Burgess 2003; Burgess et al. 2016; Johlander et al. 2016; Trotta
et al. 2023). The simulation parameters ensure that (i) the shock
is steady on electron timescales, and (ii) its overall structure is
dominated by a single, coherent precursor wave train without
other ion-scale waves interfering. It aids our analysis to isolate

Table 1
Shock Simulation Parameters

Run mi/me vsh/c v0/c Width λDe/λse = vte0/c ωpe/Ωe

(λsi)

A 200 0.0733 0.0338 2.90 0.143 1.76
B 200 0.0518 0.0238 2.71 0.100 2.49
C 200 0.0366 0.0168 2.90 0.071 3.52
D 200 0.0259 0.0119 2.71 0.050 4.99
E 200 0.0183 0.0084 2.90 0.036 7.05

B400 400 0.0367 0.0169 1.92 0.100 2.49
B800 800 0.0260 0.0119 1.36 0.100 2.49
B1836 1836 0.0171 0.0079 0.90 0.100 2.49

Note. All simulations haveMs = 4, MA = 1.8, and θBn = 65°. The columns show the ion-to-electron mass ratio mi/me, the shock velocity vsh/c, the upstream velocity
in the lab rest frame v0/c, the simulation domain width Ly measured in terms of the ion skin depth λsi, the ratio of upstream electron Debye and skin lengths λDe/λse
(which equals vte0/c), and the electron plasma-to-cyclotron frequency ratio ωpe/Ωe. To relate vsh and v0, we use r = 1.8496.
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a single ion-scale wave mode that then forms ESWs; in real
shocks, multiple ion-scale waves may exist in superposition to
dictate the shock’s behavior.

Figure 1(c) shows E∥∼ E0 fluctuations co-existing with the
whistler precursor waves, where E0= v0B0 is the magnitude of
the upstream motional electric field. A laminar component with

ˆ+k x appears at x∼ 9 to 13λsi, and smaller bipolar structures
with k∥B prevail at x∼ 13 to 18λsi. The bipolar structures have
positive polarity: E∥ points away from the center of the
structure, so the electric potential ( ) ( )òf = - ¢ ¢

-¥ s E s sd
s

has
local maximum at the structure’s center, with s a magnetic-
field-aligned coordinate. The typical 1D E∥ profile of such a
structure is shown as an inset (the magenta curve) in
Figure 1(c). We refer to these electrostatic fluctuations as
electron holes or ESWs (we use both names interchangeably),
anticipating that they represent the nonlinear outcome of an
electron–electron streaming instability to be shown in
Section 3. The “hole” refers to a void in electron velocity
space that forms within the self-consistent bipolar electrostatic
fields (Hutchinson 2017).

Figure 1(d) shows the 1D y-averaged profiles 〈E∥〉y and
magnetic fluctuation 〈B/B0〉y− 1; we denote y-averaging by
〈L〉y. The E∥ fluctuations near the shock with ˆ+k x form
positive electrostatic potentials within the low-B parts of the
precursor wave’s cycle, which we call magnetic troughs.
Figure 1(e) shows the total electrostatic parallel energy density
á ñE y

2 (black). At x∼ 9 to 13λsi, we see that á ñE y
2 mostly arises

from the y-averaged energy density á ñE y
2 (blue), which captures

E∥ fluctuations with ˆ+k x. Left of the shock ramp, and right of

x∼ 13λsi, we see that á ñE y
2 arises from short-wavelength

fluctuations not captured in á ñE y
2.

To show how the electron holes evolve in time, we track the
real space trajectory of three example holes in Run B
(Figure 2). To do so, we select the magnetic trough at x≈ 14 to
15λsi and measure a 1D E∥(y) profile at an x-position offset
+λ/8 from the magnetic trough’s minimum (Figure 2, dashed
black line), where λ is the local ion-scale precursor wavelength.
Holes are identified as locations where E∥(y)= 0 in between
adjacent extrema |E∥|/E0> 0.33. We track three manually
chosen holes from t= 8.0 to W-8.5 i

1. In the upstream plasma’s
rest frame, the hole velocities are 0.98vte0 (orange dot), 0.87vte0
(green dot), and 0.91vte0 (purple dot), recalling that vte0 is an
upstream electron thermal velocity. By construction, all holes
have upstream frame vx≈ vsh within a few percent. The
upstream frame vy= 3.0vA, 2.5vA, and 2.7vA respectively; the
velocity vectors have corresponding angles 59°, 54°, and 56°
slightly below the local magnetic field angle of 62°–63°. The
upstream frame velocity v is somewhat less than the Landau
resonance velocity w q» =k v vcos 1.22sh Bn te0.
In the Appendix, we present data from all of Runs A–E to

establish that electron holes appear with amplitude exceeding
the PIC noise and that both ω and k associated with the holes
are well separated from other wave modes.

2.3. Electrostatic Energy Scaling with vsh/c and mi/me

How does the electrostatic energy density and wavenumber
vary with vsh/c? To compare these quantities between different
simulations, we define four regions: the “Ramp,” “Near

Figure 1. Overview of Run B at = W-t 8.50 i
1. The shock travels from left to right and has its shock ramp at x ≈ 8λsi, which coincides with the largest density jump. (a)

Magnetic field magnitude B/B0. (b) Shock-normal magnetic fluctuation (Bx − Bx0)/B0, scaled to upstream field values B0 and Bx0. (c) Parallel electric field, E∥/E0,
measured with respect to local B and scaled to upstream motional electric field E0. The inset waveform plot (magenta curve) shows the E∥/E0 waveform of a strong
electron hole, measured along the magenta ray at x = 15λsi. The abscissa increases along B and toward ˆ+x. (d) The y-averaged parallel electric field 〈E∥/E0〉y (blue)
and magnetic fluctuation 〈B/B0〉y − 1 (green). (e) Total (black) and y-averaged (blue) parallel electric field energy densities in arbitrary units. In panels (a)–(c), the
black contours trace magnetic field lines.
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Precursor,” “Far Precursor,” and “Control,” which are
constructed as follows.

We segment the 1D, y-averaged, magnetic fluctuation
strength [ ( ) ]d º -B B x B 10 by using its zero crossings to
separate the precursor wave into half-cycles of low- and high-B
amplitude, called troughs and crests, respectively (Figure 3(b)).
Within the precursor, ESWs occur in troughs. The “Near
Precursor” region is the rightmost segment with δB< 0 and
extremum |δB|� 0.1 within the wave trough. The “Far
Precursor” region is the rightmost segment with δB< 0 and

extremum |δB|� 0.01 within the wave trough. For the
precursor regions, dimensionless amplitude thresholds of 0.1
and 0.01 are chosen to select for nonlinear versus linear
precursor wave behavior, respectively. For the “Ramp” region,
we select an x-interval around the sharpest magnetic field
increase, wherein magnetic flux freezing is locally broken such
that the magnetic field is compressed more than the density,
δni/n0< δB/B0. Let [ ( ) ( )]d º -B B x B x 1ff ff , defining the
flux-frozen field Bff(x)= B0ni(x)/n0. We segment δBff using its
zero crossings, and we select the unique region of δBff> 0 that

Figure 2. Three electron hole trajectories in Run B, tracked between 8.0 and W-8.5 i
1. The E∥/E0 panels advance in time from left to right, comoving with the shock’s

precursor wave train; the x- and y-axis coordinates are measured in the simulation frame. Individual electron holes are marked by the green, orange, and purple dots.
The faint lines of corresponding color show their trajectories over time. The “Near Precursor” region shown is defined in Section 2.3.

Figure 3. The electrostatic waves in Runs B and B1836 are measured in the colored regions: “Ramp” (blue), ”Near Precursor” (orange), “Far Precursor” (green), and
“Control” (red). In panels (a)–(b), the y-averaged fluctuations δB/B0 (black) and δni/n0 (orange dotted) show the region selection procedure for Run B. Panels (c)–(d)
illustrate the same procedure for Run B1836. The “Near” and “Far Precursor” regions are magnetic troughs (wave half-cycles of low amplitude), with |δB/B0| just
exceeding 0.1 and 0.01, respectively. The “Ramp” is the contiguous region where δni/n0 < δB/B0 (corresponding to δBff > 0) at the sharpest magnetic field increase
in panels (a) and (c). The “Control” region samples undisturbed upstream plasma.
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coincides with the conventionally defined shock ramp, i.e., the
largest rise in magnetic field amplitude within the shock
transition (Figures 3(a) and (c)). The so-chosen “Ramp” region
has a similar width (1.1 to 1.4λsi) in all of Runs A–E. For
higher-mass-ratio mi/me, the precursor wave train extends for
more cycles ahead of the shock. The region selections are thus
spaced farther apart (Figures 3(c) and (d)). The “Control”
region is fixed to the x-coordinate intervals 29–30, 35–36,
40–41, and 45–46 λsi for Runs A–E, B400, B800, and B1836,
respectively.

Figure 4 (left panel) shows how the electrostatic energy
density ( )d E E0

2 scales with vsh/c in each region. To improve
the signal-to-noise ratio, we average E∥ over (x, y, t) within the
time interval t= 8.00 to W-8.50 i

1. And we measure only
fluctuations with wave vector ky≠ 0 by subtracting the y-
averaged contribution:

∭

∬

⟪

( )⎡
⎣

⎤
⎦ò

d ºá ñ - ñ ñ =

-

   



E E E
V

E dy dx dt

V
E dy dx dt

1

1
, 1

y
2 2 2 2

2

where V is the 3D (x, y, t) integration volume, recalling from
Figure 1 that the whistler precursor hosts E∥ fluctuation with
both ky=0 and ky≠ 0. For our chosen regions, á ñ áá ñ ñ E E y

2 2 .
In Figure 4, the vertical error bars show the standard deviation,
in time, of the space-averaged energy density in each region.

Both the “Far Precursor” and “Control” regions show
( ) ( )d µ -

E E v c0
2

sh
2 (Figure 4, left panel), which we attribute

to numerical fluctuations. All of Runs A–E use the same
number of PIC macroparticles per Debye sphere, Λp, so we
expect d µE n k T2

e B e up to a constant prefactor that depends on

Λp and the numerical particle shape (Section 5 of Melzani et al.
2013). Therefore,

( ) ( )⎜ ⎟
⎛
⎝

⎞
⎠

d
bµ -E

E
v c , 2

0

2

e sh
2

where βe is the electron plasma beta.
In contrast, the “Ramp” and “Near Precursor” regions

suggest a different scaling behavior, ( ) ( )d µE E v c0
2

sh
0 or

( )-v csh
1. The scaling may also show a turnover caused by a

transition from mildly relativistic to nonrelativistic regimes, as
thermal electrons attain velocities of ∼0.1 to 0.5c in Runs A
and B, which have vsh/c= 0.0733 and 0.0518, respectively.
The mass-ratio dependence is shown in the right panel of

Figure 4. The energy density in the “Ramp” and “Near Precursor”
regions decreases with the mass ratio mi/me until reaching a
numerical noise floor. For our simulations, the numerical noise
( ) ( ) ( )d µ µ-

E E v c m m0
2

sh
2

i e
1 has an implicit mass-ratio

scaling, because we hold vte0/c constant while varying the mass
ratio, which implies that ( )µ -v c m msh i e

1 2 in Equation (2).
Figure 5 checks whether the data in Figure 4 are converged

with respect to numerical particle sampling. The energy density
is mostly converged for mi/me= 200 (Runs A–E), and it is
nearly converged for mi/me= 400 (Run B400). Higher mass
ratios appear dominated by numerical noise.

2.4. Electrostatic Wavelengths

Let us now measure a characteristic electron hole wave-
number as a function of vsh/c, using the Fourier power
spectrum of E∥/E0 for the “Ramp” region. A Hann window
function is applied along x and t to reduce power spectrum
artifacts caused by the signal being aperiodic. We average the

Figure 4. Left panel: scaling of the mean electrostatic energy density d E
2 (Equation (1)) with vsh/c, for four regions in each of Runs A–E. The solid gray lines show

numerical noise scaling ( ) ( )d µ -
E E v c0

2
sh

2 like Equation (2); the dashed gray lines show ( ) ( )d µ -
E E v c0 sh

1. Right panel: scaling with mass ratio mi/me based
on Runs B, B400, B800, and B1836. The solid gray lines show numerical noise scaling ( ) ( )d µ µ-

E E v c m m0
2

sh
2

i e appropriate for our simulation parameters.
The electrostatic energy for Runs B800 and B1836 is dominated by numerical noise.
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3D (kx, ky, ω) power spectrum over ω, and we then sample the
2D power spectrum in (kx, ky) by taking a ray along the local
B-field direction (k⊥= 0) within each region. The resulting 1D
spectrum is denoted W(k) with vector argument to emphasize
that the k⊥ axis is not averaged.

Figure 6 shows W(k) for the “Ramp” region of Runs A–E.
The left column of Figure 6 scales k∥ to the electron skin depth
λse; the right column scales k∥ to the electron Debye length λDe.
The thick translucent curve is the Fourier power spectrum of
the upstream “Control” region, which shows the numerical
noise floor for comparison. The vertical dashed line kdamp

corresponds to a 50% damping imposed by the PIC current
filtering described in Section 2.1. The vertical dotted line shows
the peak wavenumber kmax, an ensemble-averaged wavenum-
ber for all the wave power, defined as

( ˆ)

( ˆ)
( )ò

ò
=

=

=

  

 

k b

k b
k

k W k dk

W k dk
. 3max

The electrostatic power resides at a fixed multiple of the
electron Debye scale, not the skin depth. We further affirm this
in Figure 7 by plotting l pº k2max max as a function of vsh/c,
again normalized to either λse or λDe, for the “Ramp” and
“Near Precursor” regions. By eye, it is clear that
l l µ vmax se sh, while l lmax De does not depend on vsh. Our
measured lmax can be reduced by a factor 1/π to compare to
the hole length scales reported in satellite observations, which
we discuss further in Section 4.2.

3. Electron Beam Model for EAW Driving

The shock simulations from the previous section demon-
strate that electrostatic waves populate both the shock precursor
and ramp regions. The amplitude of these waves scales as
( ) ( )d µ -

E E v c0
2

sh
1, while the wavelength scales as

l l µ vmax se sh. In this section, we clarify the nature and
properties of these electrostatic waves using linear dispersion
analysis and PIC simulations with periodic boundaries.
We extract the electron momentum distributions from the

“Ramp” and “Near Precursor” regions where electrostatic
waves are present. Electron distributions from each sample
region in Run B are illustrated in Figure 8. The distribution in
the “Ramp” and “Near Precursor” regions of PIC simulated
shocks consists of two hot streams of electrons, a pattern akin
to the in situ observations made for Earth’s bow shock
(Feldman et al. 1982; Wilson et al. 2012). Notably, the
measured in situ electron distributions can be modeled by a
background Lorentzian distribution and a drifting Maxwellian
beam. Early theoretical studies (Thomsen et al. 1983)
demonstrated that such an electron distribution can drive
EAWs if proper conditions are met. Using simulations of two
electron beams with periodic boundaries, we check if the
distributions extracted from PIC shock simulations are indeed
able to drive EAWs, and we compare the results with numerical
solutions of the hot-beams dispersion relation using the code
WHAMP (Rönnmark 1982), which employs various approx-
imations of the Fried–Conte plasma dispersion function.

3.1. Linear Dispersion Analysis

The distributions in Figure 8 can be represented with a bi-
Gaussian distribution in the 1D case. After finding the best-
fitting Gaussians, we see that the thermal velocities are 2 to 3
times smaller than the drift velocity (vdr/vth≈ 2–3), while the
drift velocity is roughly 4 times larger than the shock velocity
(vdr/vsh≈ 4) for simulations with mi/me= 200 (runs A–E).
Here, the drift velocity vdr is calculated as the distance between
the peaks of the two Gaussians and the thermal velocity vth is
the Gaussian’s standard deviation, = v k T meth B , e . We
repeat this fitting procedure for all simulations in Table 1.

Figure 5. Like Figure 4, but showing numerical convergence with respect to the total number of particles per cell, counting both species. Runs A, B, and C are
converged, based on the near-constant electrostatic energy density in the “Ramp” and “Near Precursor” regions; Runs D, E, and B400 are less or not converged. Runs
B800 and B1836 are not converged and/or do not generate electrostatic fluctuations above numerical noise.
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The best-fit parameters of the electron distributions in the
“Ramp” and “Near Precursor” regions for all simulations are
summarized in Table 2. Since the normalized drift and thermal
velocities do not depend on the shock velocity, we added a
synthetic case (Run S), which is used to extrapolate a realistic
shock scenario; it mimics a run with the average Earth bow-
shock velocity of vsh= 0.00104c= 312 km s−1 (Wilson et al.
2014b). The parameters of the electron beams (n1/n2, vdr/vsh,
vdr/vth,1, and vdr/vth,2) for Run S were calculated as an average
of the corresponding values from Runs A–E.

Figure 9 shows the growth rate of the EAWs calculated
using WHAMP for both regions of interest for all shock

simulations and the synthetic case. The growth rate of EAWs
falls within the range of wG » -0.01 0.04max pe for the “Near
Precursor” region and wG » -0.05 0.08max pe for the “Ramp”
region. The frequency of EAWs is in range of ω/ωpe= 0.3–0.4
both for “Near Precursor” and “Ramp” regions. Note that the
WHAMP calculations are done in the reference frame of the
first beam, where it is stationary, and the second beam moves
with v= vdr.
The growth rate shows slight variations across simulations

(compare the growth rates for runs A–E), although the electron
beam parameters are very similar. The growth rate is highly
sensitive to vdr/vth when hot beams are considered. For

Figure 6. Electrostatic power spectrum ( ˆ)= k bW k , measured along the ray k⊥ = 0, for the “Ramp” region in Runs A–E. The left column shows k∥ scaled to λse; the
right column shows k∥ scaled to λDe. The thick translucent lines are the “Control” region power spectra. The triangle and dotted vertical line together mark kmax

(Equation (3)). The dashed vertical line marks kdamp, the damping wavelength set by the PIC current filtering.
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example, wG » 0.002max pe for two beams with vdr/vth= 2.3,
while the growth rate increases by an order of magnitude to

wG » 0.028max pe when vdr/vth= 2.5. Nevertheless, shocks
generally evolve on ion gyrotime scales, therefore

( ) ( ) ( )G W » - M c v m m0.01 0.08 1 4i A sh i e

indicates that EAWs reach a nonlinear stage in all shock
simulations.

Consistent with the findings from shock simulations, the
wavelength of the most unstable mode is proportional to the
shock speed when normalized to the electron skin depth,
l l µ vmax se sh, while it remains roughly constant when
normalized to the Debye length, l l » constmax De . However,
the lmax values predicted by WHAMP calculations are
approximately half of those obtained from shock simulations

(see Figure 9, bottom row). We address this discrepancy in the
next subsection.
The parameters of the electron beams are influenced by the

ion-to-electron mass ratio mi/me (runs B, B400, B800, and
B1836). As the mass ratio increases, the drift velocity also
increases relative to vsh as µv v m mdr sh i e . However, the
average value of the drift velocity relative to the thermal
velocity of the drifting electrons decreases when the mass ratio
increases. Consequently, the electron beams become too hot to
excite EAWs, as evidenced by the reduced wGmax pe values in
Table 2.

3.2. Periodic-boundary-condition Simulations

In this section, we explore the evolution of EAWs using
2D periodic-boundary-condition simulations (PBCSs). For
the initial momentum distribution of electrons, we adopt a

Figure 7. The electrostatic power spectrum’s peak wavelength l pº k2max max scaled to λse (blue dots) and λDe (red dots) for the “Near Precursor” (left column) and
“Ramp” (right column) regions.

Figure 8. One-dimensional parallel momentum distribution, integrated over p⊥, of electrons in the Run B shock regions (a) “Ramp,” (b) “Near Precursor,” (c) “Far
Precursor,” and (d) “Control.” Panels (e)–(h) are the same, but with a logarithm-scaled y-axis. The black line is the average of many simulation snapshots (t = 8.00 to

W-8.50 i
1). The orange line is a best-fit bi-Gaussian distribution (Table 2).
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bi-Gaussian distribution to represent two hot counterstreaming
beams. We initialize two equal-density beams with vdr/vth,1= 3
and vdr/vth,2= 5. These drift speeds exceed the shock-based
measurements in Table 2, because we suppose that the electron
beams in a shock represent the steady-state outcome of initially
unstable conditions, which may be modeled as having a larger
initial beam drift. The beams move in opposite directions with
magnitudes |v1|= |v2|= vdr/2. To comprehensively study the
behavior of EAWs, we conduct multiple simulations, varying
parameters such as vdr, spatial and temporal resolutions, ion
presence/absence and mass (mi/me= 200 and 1836), and the
number of particles per cell; we keep vdr/vth,1 and vdr/vth,2
constant. In the reference run, we use the drift velocity and the
strength of the magnetic field from Run A. Both the magnetic
field and the drift velocities are aligned with the x-axis,
mimicking a field-aligned flow that would be inclined with
respect to Cartesian coordinate axes in the shock simulations.
Ions are not initialized because they have little if any influence
on the evolution of EAWs. For the reference run, we set the
number of particles per cell per species to Nppc= 2650 and the
spatial grid resolution to λse= 40Δ. Figures 10, 11, 12, and 13
summarize the behavior of EAWs in the reference PBCS.

Figure 10 depicts the evolution of the electric field in
the reference run, revealing predominantly parallel waves
with a minor oblique component. The growth rate is

wG = 0.185max pe , which closely aligns with the WHAMP
prediction of wG = 0.2max pe . Slight variations in the growth
rate are observed with changes in the number of particles per
cell. Increasing Nppc from 40 to 2650 results in a growth rate
variation from 0.14 to 0.185. The peak value over time of the
electrostatic field, (∣ ∣ ( ))E B cmax 0 (where |E| is defined as
á ñE2 and the average is taken over the simulation box),

exhibits only marginal changes within the discussed range of
Nppc, increasing from 0.0341 to 0.0359. Notably, the growth
rate’s influence is not significant, since Equation (4) is always
satisfied and EAWs have ample time to reach a nonlinear stage
of evolution.
Figure 11 displays the Fourier power spectrum of the electric

field parallel to the magnetic field at its maximum intensity
(tωpe= 47.5). The peak of the observed spectrum is in good
agreement with the numerically calculated growth rate for the
bi-Maxwellian hot-beams dispersion relation. Figure 12 shows
the evolution of lkmax se (see Equation (3)) in time. At the time
of peak power, the wavelength aligns closely with the
WHAMP prediction. However, during the nonlinear stage of
EAW evolution, lkmax se decreases with time approximately by
a factor of 2, explaining the discrepancy in wavelength
observed in Figure 9. The 2D structure of the EAWs also
evolves from coherent waves at t1ωpe= 47.5 (Figure 13, left
panel) to bipolar solitary structures at t2ωpe= 117.5 (Figure 13,
right panel).
PBCSs demonstrate that the growth rate wGmax pe and the

maximal electrostatic field strength (∣ ∣ ( ))E B cmax 0 remain
independent of the drift velocity, spatial resolution (if waves
are properly resolved; e.g., l > D10max ), presence or
absence of ions, and their mass (assuming mi/me> 200).
However, the long-term evolution reveals that EAWs decay
differently, depending on the drift velocity. Figure 14 shows
three PBCS runs with initial conditions drawn from Runs A,
C, and E (let us call them PBCS A/C/E). These runs
demonstrate different decay behavior at late times
( w> -t 50 pe

1), where |E|/(B0c) is roughly proportional to
vsh/c for the chosen time step.

Table 2
Columns (2)–(5): Parameters of Electron Beams at “Near Precursor” and ”Ramp” Regions for All Shock Simulations

1 2 3 4 5 6 7 8 9 10

Run n

n
1

2

v

v
dr

sh

v

v
dr

th,1

v

v
dr

th,2

l
l
max

se

l
l
max

De w
Gmax

pe ( )l
l sh

max

se ( )l
l sh

max

De

Near Precursor

A 2.35 3.89 2.35 2.69 4.49 31.6 0.013 6.26 44.0
B 2.22 3.91 2.34 2.68 3.13 31.1 0.013 4.94 49.1
C 2.25 3.87 2.33 2.92 1.82 25.6 0.029 3.25 45.8
D 2.10 3.86 2.29 3.12 1.10 21.8 0.041 2.30 45.7
E 1.93 3.84 2.32 3.04 0.76 21.8 0.043 1.39 39.1
S 2.17 3.87 2.33 2.89 0.052 26.0 0.025

Ramp

A 1.52 4.14 2.79 2.78 2.74 19.3 0.057 5.28 37.2
B 1.36 4.15 2.88 2.75 1.58 15.8 0.076 3.69 36.7
C 1.33 4.16 2.96 2.61 1.36 19.2 0.060 2.54 35.7
D 1.28 4.19 2.99 2.45 1.03 20.5 0.050 1.80 35.8
E 1.26 4.28 3.02 2.40 0.76 21.5 0.050 1.28 35.9
S 1.35 4.19 2.93 2.59 0.04 20.1 0.049 L L
B400 1.02 5.15 2.69 2.17 2.89 28.9 0.019 L L
B800 0.86 6.89 2.55 1.99 10.2 102 0.00041 L L
B1836 0.66 10.2 2.42 1.76 L L stable L L

Notes. Columns (2)–(5): parameters of electron beams at the “Near Precursor” and ”Ramp” regions for all shock simulations. The subscript “1” corresponds to the
denser electron beam moving against the magnetic field, and the subscript “2” corresponds to the diluted electron beam moving along the magnetic field. Run S is a
synthetic run with a realistic shock velocity of vsh = 312 km s−1 (Wilson et al. 2014b). Columns (6)–(8): parameters of the most unstable electron acoustic mode,
according to the linear dispersion analysis. Columns (9)–(10): peak wavelength of the electrostatic power spectrum in shock simulations.
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Figure 9. Top panels: the growth rate of the EAWs for the near precursor and shock ramp parameters. Bottom panel: wavelength of the most unstable electron acoustic
mode normalized to the electron skin depth (blue asterisks) and the Debye length (red asterisks). The faded red and blue circles show results from the shock
simulations (also shown in Figure 7).

Figure 10. Evolution of rms electric field fluctuation strength, ∣ ∣ = á ñE E2 , in the reference PBCS. The dashed–dotted line is the prediction of the linear dispersion
analysis, wG = 0.2max pe .
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Figure 11. The Fourier power spectrum of the electric field parallel to the magnetic field in the reference PBCS (black solid line) compared with the theoretical
prediction (red dashed line).

Figure 12. Evolution of the electron acoustic mode kmax (black solid line) from its most unstable wavenumber to a lower-k saturated state, and the peak power (red
dashed line) in the reference PBCS.

Figure 13. The parallel electric field maps at the maximum power of EAWs (left panel; ωpet1 = 47.5) and at the late stage of evolution (right panel; ωpet2 = 117.5) in
the reference PBCS.
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4. Discussion

The saturated, nonlinear outcome of the electron acoustic
instability in the PBCSs agrees with the full-shock simulations
in several respects. The decrease of lkmax se at late times in
Figure 12 can explain why the shock-measured kmax differs
from the WHAMP linear predictions by approximately a factor
of 2 (Table 2, Figure 9). The polarity of the E∥ structures in the
PBCS (Figure 13) matches that of the shock simulations. The
PBCSs demonstrate that (∣ ∣ ( ))E B cmax 0 does not depend on
vsh/c or (∣ ∣ ) ( )µ -E E v c0

2
sh

2. However, at the end of PBCS
A/C/E runs, the electrostatic fluctuation amplitude scales as
|E|/(B0c)∝ vsh/c, which implies that (∣ ∣ )E E0

2 is constant
with respect to vsh/c. Therefore the ESW scaling observed in
shock simulations, ( )d µ -

E E v c2
0
2

sh
1, lies in between the

scalings obtained for the maximum of electrostatic energy and
late-time decay in the PBCSs. Note that d E

2 in the shock
simulations and |E| in the PBCSs are almost equivalent,
because the EAWs in the PBCSs predominantly generate
Ex (see Figure 10), which is parallel to the initial magnetic
field, therefore ∣ ∣ ∣ ∣ d» » E E Ex

2 . Nevertheless, we continue

using d E
2 when referring to shock simulations and |E| when

referring to the PBCS results.
Let us now further discuss some properties of the late-time

electrostatic wave power in the PBCS and shock simulations,
which we refer to as either ESWs or electron holes.

4.1. ESW Energy Density Scaling with vsh/c

How does the ESW energy density scale with vsh/c (i.e.,
ωpe/Ωe) for fixed shock parameters (Mach numbers, plasma
beta, and magnetic obliquity)? Let the ESW energy density be
some fraction α of the electron beams’ drift kinetic energy,

( )d a~E m n v 2, 52
e e dr

2

where α depends on vdr/vth,1 and vdr/vth,2. If the shock’s energy
partition into various reservoirs—bulk flows, waves, and
particle heating/acceleration—does not vary with vsh/c (all
other shock parameters held constant), then the ESW energy
density, being one of those reservoirs, should scale as

( )d µE E c v2
0
2

sh
2 and (∣ ∣ ( ))E B cmax 0 should not depend

on the shock velocity. Indeed, we see in the shock simulations

(runs B–B1836) that ( )~v m m vdr
2

i e sh
2 , therefore the electrons’

drift energy m n v 2e e dr
2 scales linearly with the shock’s bulk

flow energy m n v 2i i sh
2 and Equation (5) predicts

( )
( )⎜ ⎟

⎛
⎝

⎞
⎠

d
a

ab~ ~E E
m n v

v B
M

c

v
. 62

0
2 i i sh

2

sh 0
2 p s

2

sh

2

This suggests that d E E2
0
2 is independent of the mass ratio

mi/me for fixed α, which is indeed observed in shock
simulations B and B400. Note that vsh is a factor of 2 different
for these simulations, so d E E2

0
2 is expected to be lower by a

factor of 4 in B400. In the shock simulations B800 and B1836,
however, the decrease of d E E2

0
2 with higher mi/me is due to

worse driving conditions for ESWs: lower vdr/vth,1 and vdr/vth,2
(see Table 2) lead to lower α and numerical noise. It is
important to mention that the worsening of the driving
conditions can potentially be caused by the numerical noise
itself.
The PBCSs with initial conditions drawn from Runs A–E

agree with Equation (6): the same fraction of beam drift kinetic
energy is transferred to electrostatic waves regardless of vsh/c
during the linear growth stage of the instability and when the
electric field fluctuation strength attains its time-series
maximum value, (∣ ∣ ( )) »E B cmax 0.030 (Figure 14). Why
do the shock simulations and the late-time PBCS runs
(Figure 14) show a different scaling?
First, does the spatial region occupied by the ESWs vary across

Runs A–E? In the shock simulations, we measure d E
2 averaged

over an x-interval of width λ/2, where λ is the ion-scale precursor
wavelength. If the ESWs occupy an x-interval of width Lx< λ/2,
and Lx varies systematically between Runs A–E, then the scaling
of d E

2 with vsh/c will be biased with respect to Equation (6). As a
concrete example, suppose that Lx is the distance that thermal
electrons advect during one EAW instability growth time
Γ−1, i.e., Lx∼ vsh/Γ. Further suppose that Γ∼ωpe and that Γ is
independent of vsh/c. Then, ( )( ) ( )l w~ GL m m v cx si pe e i

1 2
sh

decreases by a factor of 4 going from Run A to E, so the shock
simulation measurements would be interpreted as

⎜ ⎟
⎛

⎝
⎜

⎞

⎠
⎟

⎛

⎝
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⎞

⎠
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⎞
⎠
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l
= µ E

E
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v2
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2

0
2
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Figure 14. The long-term evolution of the electric field in the reference PBCS and two runs with vdr multiplied by 0.5 and 0.25. These PBCSs mimic shock conditions
from Runs A, C, and E.
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taking λ≈ 2λsi and assuming ( )d µE E c v2
0
2

sh
2 from

Equation (6).
But Figure 15 shows qualitatively that in the “Near

Precursor” region, the y-averaged parallel electric field power
does not narrow in x-width as vsh/c decreases. The electrostatic
waves’ spatial width perpendicular to B remains constant,
while the wavelength along B shrinks. The variation in Lx thus
does not seem to explain our measured d E E2

0
2 scaling.

Second, does the saturated ESW amplitude vary between
Runs A–E, which would correspond to a change in α in
Equation (6)? Following Lotekar et al. (2020, Section 5) and
Kamaletdinov et al. (2022, Section IV), an electron hole should
saturate in amplitude when an electron’s bounce frequency
within the hole’s electrostatic potential equals either the EAW
growth rate Γ or the electron cyclotron frequency Ωe, i.e.,

( ) ( )w
f

= G W
L

e

m

1
min , , 7bounce

e
e

where f is the hole’s peak electric potential. The case
ωbounce∼ Γ is due to nonlinear beam instability saturation; the
prefactor in the scaling relation is somewhat uncertain, as
discussed by Lotekar et al. (2020). The case ωbounce∼Ωe is due
to hole disruption by transverse instability (Muschietti et al.
2000; Wu et al. 2010; Hutchinson 2017, 2018). These two
mechanisms for limiting hole amplitudes predict different
scalings of d E

2 with vsh/c. Taking f∼ δE∥L and L∼ λDe,
Equation (7) may be rewritten:

d l l~ Ge E m .De e
2

De
2

If ωbounce is bounded by Γ∼ ωpe, then we find d ~E
2

pn k T4 e B e, which implies a scaling ( )d µ -
E E v c2

0
2

sh
2 like

Equation (6). On the other hand, if ωbounce is bounded by
Ωe, then ( )d p w~ WE n k T42

e B e e pe
4 leads to a different

scaling ( )d µE E v c2
0
2

sh
2.

Taken together, the two mechanisms suggest a nonmono-
tonic scaling of d E E2

0
2 with vsh/c. Recall that lowering vsh/c

toward more realistic values is equivalent to raising ωpe/Ωe, for
the fixed shock parameters Ms and βp. For large vsh/c, as in our
PIC simulations, Γ∼ ωpe (up to a constant factor) may be less
than Ωe, such that d E E2

0
2 increases as vsh/c falls. Once vsh/c

falls enough so that Γ>Ωe and transverse instability limits the
electron hole amplitudes, then d E E2

0
2 may peak and then

decrease as vsh/c is further lowered.
In our shock simulations, we estimate ωbounce≈ 0.076ωpe=

0.13Ωe (Run A) and ωbounce≈ 0.038ωpe= 0.27Ωe (Run E),
taking L= 7λDe (Section 4.2) and E∥,peak/E0= 1 as typical
hole parameters. Both ωbounce estimates lie within the range of
G = 0.01max –0.08 for Runs A–E in Table 2, and both estimates
are 4 times smaller than Ωe. The hole amplitudes thus appear
to be limited by Γ and not transverse instability for the range of
vsh/c in our simulations.
Electrons in the shock simulations are in steady state. Could

transverse instability have been previously excited with
ωbounce>Ωe, but then stabilized at late times (steady state) to
ωbounce<Ωe? We evaluate this possibility by inspecting PBCS
A/C/E (Figure 14). At high vsh/c (PBCS A), the electron holes
are long-lived, whereas as vsh/c decreases, the holes disappear.
At ωpet= 40, when the electric field energy density is greatest,

Figure 15. Parallel electric field structure in the “Near Precursor” region for Runs A–E (left to right) at = W-t 8.50 i
1. Each column of three panels shows one

simulation. Within each column, the 2D image shows E∥/E0 with the same color map range as Figure 2 and the horizontal x-axis in units of the ion-scale precursor
wavelength λ (the precursor’s magnetic minimum is at x = λ/4). Right of each 2D image, a plot of E∥(y) (blue curve) shows the typical amplitude of ESWs and
numerical noise at x = 3λ/8 (the dashed black line in the 2D image). Below each 2D image, the mean energy density ( )ò E x y dy,2 is plotted as a function of x (blue
curve).
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the hole amplitude Ex/(B0c)≈ 0.1 in all PBCSs (Figures 13 and
14). We then estimate ωbounce= 0.50Ωe, 0.97Ωe, and 1.96Ωe

for PBCSs A, C, and E, respectively, which suggests that
transverse instability may occur during the nonlinear decay of
EAWs into solitary electron holes in PBCSs C and E.

To summarize, in our shock simulations, the scaling of the
electrostatic energy density associated with the electron holes,

( )d µ -
E E v c2

0
2

sh
1, is not well explained by an equipartition

argument (Equation (6)). The hole amplitudes must be
influenced by the nonlinear saturation of electron flows in a
manner that is sensitive to vsh/c (i.e., ωpe/Ωe). In matched
PBCS simulations, the late-time decay of EAWs into electron
holes results in a scaling of ∣ ∣ ( ) ( )µ -E B c v c0 sh

1 that
corresponds to ( )d µE E v c2

0
2

sh
0, which suggests the impor-

tance of a nonlinear phase for electron hole development in
shock simulations. The PBCS drives the EAW amplitudes large
enough that the EAW decay into electron holes could be
mediated by transverse hole instability. We speculate that in
shocks, an initial electron-beam-driving process (e.g., during
the reflection of a flow off an obstacle) could also form electron
holes in such a manner, before settling into the observed steady
state.

4.2. Comparison to Observations

Our shock simulations suggest that the driving conditions for
ESWs are independent of the shock velocity (Table 2). Therefore,
we can expect that these electrostatic waves should be observed in
real shocks, even if we use vsh= 312 km s−1, as in our synthetic
Run S. The wavelength l l= »23 200 mmax De for Run S,
averaging the values for the “Ramp” and “Near Precursor” regions
and assuming λDe= 8.58m at 1 au from the Sun (Wilson et al.
2021). But we need to make two adjustments. First, recall that the
holes in our PBCS runs roughly double in wavelength as the
simulation proceeds to late times (Figure 12). Second, our
l p= k2max max does not correspond directly to the hole spatial
scale L reported in observations (Lotekar et al. 2020; Kamaletdi-
nov et al. 2022). The length L arises from a Gaussian model of a
hole’s electric potential:

( ) ( )f f= -x e .x L
0

22 2

The Fourier transform of a single hole’s E∥ signal is

˜ ( ) ( )

( )

òp
f

=

=-

-¥

+¥
-

-

 E k e E x x

i Lke

1

2
d

, 8

ikx

k L
0

22 2

and the power spectrum ∣ ˜ ( )∣E k 2 has a local maximum at k= 1/L.
All together, we anticipate ( )l p l= » »L 2 2 7 60 mmax De for
our electron holes when scaled to solar wind conditions. This is
comparable to the slow electron holes observed at Earth’s bow
shock—typical size∼5λDe and range∼0.5–30λDe (Kamaletdinov
et al. 2022)—and also the electron holes seen in Earth’s
magnetotail (Lotekar et al. 2020).

As previously mentioned, PBCSs of electron beams show
that (∣ ∣ ( ))E B cmax 0 does not depend on the shock velocity,
indicating that d E E2

0
2 is proportional to -vsh

2. However, in

shock simulations, it is observed that d E E2
0
2 is proportional to

-vsh
1, or vsh

0 (Figure 4). By assuming that the true scaling of
d E E2

0
2 lies between -vsh

1 and -vsh
2, and considering that |δE|/E0

for individual ESWs reaches 1.64 in Run A, we can estimate

that the amplitude of ESWs in a realistic shock scenario

should fall within the range of |δE|≈ 1.64 ⎛
⎝

⎞
⎠

-v

v

v

v
sh,runA

sh,runS

sh,runA

sh,runS

E0≈ (14–116)E0≈ (11–96)mVm−1. These estimates align
well with the values measured by MMS (Wilson et al.
2014a; Goodrich et al. 2018; Wang et al. 2021; Kamaletdinov
et al. 2022). In this estimation, we assumed B0= 5.8nT (Wilson
et al. 2021), resulting in E0≈ 0.83 mVm−1.
Our shock simulations suggest that the electron beams

become too hot to drive ESWs as mi/me increases toward the
true proton-to-electron value mi/me= 1836. The beam drift/
thermal velocity ratios vdr/vth,1 and vdr/vth,2 decrease mono-
tonically with mass ratio mi/me to attain, respectively, 1.2 times
and 1.6 times smaller values for Run B1836 as compared
to Run B (Table 2). The instability growth rate wGmax pe
falls steeply. But our simulations at high mi/me have
strong numerical noise, which reduces the distribution aniso-
tropy and hence may bias our estimates of vdr/vth,e low. And
if the electron beams’ drift kinetic energy scales linearly
with the shock frame’s incoming bulk energy vsh

2 , implying
vdr/vth,e∝Ms, a 1 to 2 times increase in Ms may suffice
to drive EAW-unstable beam drifts in a shock with realistic
mass ratio.
In both shock simulations and PBCSs, we observe electron

holes with positive polarity (net positive charge and local
electric potential maximum). For our chosen shock parameters,
few ions reflect at the ramp and the overall shock structure is
laminar, so ion–ion streaming does not occur and ion holes of
negative polarity (net negative charge and local electric
potential minimum) are not generated. In contrast, the bipolar
ESWs observed at Earth’s bow shock are mostly ion holes.
Wang et al. (2021) present a detailed catalog of bipolar ESWs
measured in 10 MMS crossings of Earth’s bow shock. In eight
crossings, electron holes are only 1%–6% of the cataloged
bipolar ESWs. However, in the two crossings with lowest
MA= 3.4 and 4.7, electron holes are ∼25% of the cataloged
bipolar ESWs. Our simulations are thus most pertinent to
lower-Mach crossings of Earth’s bow shock and interplanetary
shocks in the heliosphere. Further shock simulations encom-
passing different Mach numbers and obliquities are necessary
to investigate the nature of the various ESWs observed near
Earth’s bow-shock region.

5. Conclusions

In this study, we have identified ESWs observed in low-
Mach-number shock simulations as the nonlinear outcome of
the electron acoustic instability, which has been confirmed
through simulations with periodic boundaries and linear
dispersion analysis. These ESWs are driven by two hot
counterstreaming electron beams, and the ratio of the drift
velocity to the thermal velocity for these beams (in other
words, the driving conditions) is independent of the shock
velocity. This finding suggests that the same mechanism can be
responsible for driving ESWs in shocks with realistic
velocities. Additionally, we have observed that the wavelength
of ESWs is proportional to the shock velocity, and this
expected wavelength under Earth’s bow-shock conditions is
consistent with in situ measurements obtained by MMS.
Furthermore, we have found that the normalized strength of
ESWs is roughly inversely proportional to the shock velocity,
indicating that in real shocks, their amplitudes would be
significantly higher than the quasi-static electric field, aligning
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with observations from in situ measurements. However, the
usage of the realistic proton-to-electron mass ratio alters the
driving conditions and strongly suppresses the occurrence of
ESWs for the Mach number and shock obliquity chosen in our
study. This suppression is due to a combination of the high
electron thermal velocity in comparison to the drift velocity of
the two electron beams and significant numerical noise. Better-
quality shock simulations are needed to accurately measure the
drift/thermal velocity ratio and to suppress numerical noise, in
order to assess whether this particular type of ESW may be
driven at the true mass ratio. And, in stronger shocks (higher
Ms) at mi/me= 1836, we also anticipate that higher drift
velocities and local (shock-transverse) fluctuations in electron
beam driving may drive ESWs.

This study proposes a solution for the discrepancy between
PIC simulations and in situ measurements. In PIC simulations,
we observe ESWs with parameters (wavelength and amplitude)
that differ from those observed at the Earth’s bow shock, due to
the higher shock velocity used in PIC simulations. However,
the nature of the ESWs can be the same as in real shocks. These
conclusions can be applied to similar two-stream electrostatic
instabilities, such as IAWs, if shocks with different Mach
numbers or obliquity are considered. While our focus has been
on beams induced by large-amplitude oblique whistlers, this
sort of beam–beam interaction and electrostatic wave genera-
tion is a generic process. If the driving conditions remain
constant across shocks with varying velocities and ion-to-
electron mass ratios, the electrostatic waves observed in PIC
simulations may appear in real shocks with the correct strength
and wavelength. Additionally, it is important to highlight that
the small-amplitude and large-wavelength electrostatic waves
observed in PIC simulations are a realistic representation of
electrostatic waves for the chosen shock velocity, provided that
numerical noise is negligible.
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Public versions of Tristan and WHAMP are available at
https://github.com/ntoles/tristan-mp-pitp and https://github.
com/irfu/whamp. The scripts required to generate the model
data and the figures in this paper are available at doi:10.5281/
zenodo.10973653 (Bohdan & Tran 2024).

Appendix
Precursor E∥ Power Spectrum in Runs A–E

The Fourier power spectrum of E∥ also confirms the
propagation direction and speed of the electron holes
(Figure 16), serving a similar purpose as Figure 2, but without
needing to manually track individual holes. We compute the
spectrum for all Runs A–E in the region x= 10 to 20λsi and
time interval t= 8.00 to = W-t 8.50 i

1; the measurement is
performed in the downstream rest frame (i.e., simulation
frame). The time sampling rate f≈ 0.444ωpe resolves the
Langmuir wave power at ω≈ ωpe− kxv0 in the simulation
frame, ensuring that it does not alias in frequency space and
thereby contaminate the E∥ spectral power of interest to us. The
Langmuir waves’ Doppler shift kxv0 is 20% of ωpe at

l= -k 5 se
1 for all runs, so the waves are unaliased and well

separated for the k domain in Figure 16. In all Runs A–E, we
observe E∥ wave power at ω= 0 to 0.2ωpe that clusters along
ω= k∥vte0. The waves occupy a broad bandwidth in both ω and
k, which at high k is limited by the damping length scale of the
PIC current filtering.
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Figure 16. Fourier power spectra of the shock precursor E∥ for Runs A–E (top to bottom), measured in the downstream plasma’s rest frame. The left column is the
(ω, kx) spectrum; the middle column is the (ω, ky) spectrum; and the right column is the (kx, ky) spectrum. Each column is averaged over all ky, kx, and ω, respectively.
The low-frequency, phase-standing precursor lies along ω/kx = vsh/r (left column, magenta line), where r is the shock’s density compression ratio; near the origin, the
magenta line is not drawn, so that features of interest can be seen. A broad region of wave power has k along B and a downstream frame phase velocity ω/k that, when
boosted to the upstream rest frame, is close to the upstream electron thermal speed vte0. To show this, the solid and dashed black lines plot ω = kvte0 − kxv0 at
propagation angles θ = 65° and 45°, respectively, measured counterclockwise from ˆ+x (i.e., w q= -k v k vcosx xte0 0 (left column) and
w q q= -k v k vsin tany yte0 0 (middle column)). The θ angles bracket the range of B orientations within precursor wave troughs. The white circle (right column)
is the 50% damping length induced by PIC current filtering (Section 2.1).
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