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Abstract—The COVID-19 pandemic has underscored the need
for effective diagnostic tools, particularly in resource-limited
settings. While RT-PCR and CT scans are standard, their
limitations drive the need for advanced techniques. This study
leverages Convolutional Neural Networks, Knowledge Distilla-
tion, Ensemble Learning, and Federated Learning to develop
robust, privacy-preserving models for COVID-19 detection from
CT scans. We propose two federated learning strategies to
simplify deep learning models for use in clinical environments
with limited computational resources. The first strategy uses
knowledge distillation from a complex model to a simplified
model shared across a federated network. The second allows each
hospital to distill knowledge to its simplified model, later com-
bined into a global model via ensemble learning. Our methods,
AFKD and IKDEFL, outperform traditional federated learning
approaches such as FedAvg and FedAdam. AFKD, paired with
the COVID-CNN model, achieves 91%-95% accuracy on IID
(Independent and Identically Distributed) datasets and 70 %-89 %
on non-IID datasets. IKDEFL further improves performance,
with 92%-95% accuracy on IID datasets and 76 %-88% on non-
IID datasets. These approaches provide promising solutions for
enhancing COVID-19 detection in federated learning.

Index Terms—COVID-19 detection, Federated Learning,
Knowledge Distillation, Ensemble Learning, Deep Learning

I. INTRODUCTION

The COVID-19 pandemic has significantly impacted peo-
ple’s lives, with its primary affect on the respiratory system.
The virus is generally spread through airborne particles and
physical contact involving saliva or mucus from an infected
person. Common symptoms include fever, cough, and short-
ness of breath, posing severe risks to individuals with weak-
ened immune systems or pre-existing health conditions [1],
[2]. Rapid diagnosis is crucial for effective treatment and
often relies on the Reverse Transcription-Polymerase Chain
Reaction (RT-PCR) assay, which typically requires a patient
sample, such as a nasal swab. However, despite the widespread
use of RT-PCR assays, their relatively high false-negative rate
remains a concern [3]. To address this limitation, medical
imaging techniques, such as X-rays, lung ultrasound and
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Computer Tomography(CT) scans reveal signs of infection,
like lung inflammation, that may not be detected by RT-PCR
[2], [4]. These imaging methods support a more accurate
diagnosis and aid in timely treatment. Chest X-rays provide a
fast and cost-effective method for evaluating lung involvement
in COVID-19 patients. However, due to their limitations in
sensitivity and interpretation variability, CT scans are often
preferred to provide more detailed visualizations of lung
abnormalities [4]. Additionally, lung ultrasound provides a safe
and portable diagnostic alternative without radiation exposure.
However, it is less comprehensive compared to CT scans,
which is why CT scans remain a popular choice for COVID-19
detection [2]. Recent advancements in Artificial Intelligence
(Al), particularly deep learning, have shown promise in diag-
nosing COVID-19 from CT scan images. These technologies
enhance classification accuracy and provide valuable insights
that assist clinicians in making treatment decisions.

Convolutional Neural Networks (CNNs) have proven effec-
tive in detecting COVID-19 from CT scans, but they struggle
to generalize beyond the datasets on which they are trained
[5]. This limitation is exacerbated by privacy concerns and
data-sharing restrictions, which hinder the collection of large,
diverse datasets necessary for better generalization. Federated
Learning (FL) enables collaborative global model training
while preserving data privacy, making it valuable for COVID-
19 detection [6]. However, FL frameworks often incorporate
CNNs into complex architectures like Generative Adversarial
Networks (GANs) and ‘VGGish’ networks [7]-[9], which are
unsuitable for resource-limited settings. Knowledge distillation
techniques, introduced by Hinton et al. [10], addressed this by
transferring knowledge from complex models to simpler ones,
reducing complexity and computational demands. This makes
the models more efficient for deployment in FL frameworks in
clinical environments. For instance, Qin et al. [11] improved
the deployability of models like RA-UNet and PSPNet in
clinical settings by using knowledge distillation to reduce their
size and computational requirements

In this study, we explore the integration of several ad-
vanced techniques, including CNNs, Ensemble Learning (EL),
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Knowledge Distillation (KD), and Federated Learning (FL)
for COVID-19 detection. Our goal is to develop a robust,
privacy-preserving model for detecting COVID-19 from CT
scans. This model is designed to be applicable in resource-
constrained medical settings. To the best of our knowledge, our
research is pioneering in integrating these advanced techniques
specifically for COVID-19 detection from CT scans. We focus
on training complex models on individual hospital datasets and
examine two FL strategies. One involves KD from a selected
complex model to a simplified model across the network, and
the other combines independently trained simplified models
using EL.

The rest of the paper is organized as follows: Section II
offers an overview of CNNs, Ensemble Learning, Knowledge
Distillation, and Federated Learning. Section III details the
methodology and introduces our proposed federated optimiza-
tion frameworks, which incorporate ensemble learning and
knowledge distillation techniques using CNNs as backbone
networks. Section IV focuses on the experiments, presenting
our datasets, evaluation metrics and a discussion of the results.
Lastly, Section V concludes the paper.

II. BACKGROUND

This section provides the foundational concepts and tech-
niques that underpin the study of federated learning for
COVID-19 CT detection using optimized ensemble weighting
and knowledge distillation. We will explore the essential prin-
ciples of CNNs, Ensemble Learning, Knowledge Distillation,
and Federated Learning.

A. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are specialized
deep learning architectures effective in processing grid-like
data, such as images, by learning complex features. CNN’s con-
sist of key components: convolutional layers, pooling layers,
and fully connected layers [12]. Convolutional layers apply
learned filters to detect patterns in the input image, producing
feature maps that help classify the image. This operation is
expressed as [12], [13]:

Z7k»] =0 <Z ZXi-i-mJ'i'” ! Wvlfz,n + bk) (1

where Zﬁ ; 18 the output feature map, X is the input image,
W* are the filter weights, b* is the bias, and o is a non-linear
activation function, typically ReLU. Pooling layers, such as
max pooling, reduce feature map dimensionality by retaining
only the most important information. Fully connected layers
at the network’s end map the extracted features to the output
space, enabling effective image classification across various
datasets.

In our study, we utilized a simple CNN as the student model
(.S) within our proposed framework, alongside several teacher
models which were also CNNs utilizing the convolution oper-
ation expressed in Eq.1. The student model features an input
layer for 200x200x1 images, a convolutional layer with 32
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filters of size 3x3 and ReLU activation, followed by a 2x2
max-pooling layer, and a dense layer with 2 units for classifi-
cation. For teacher models, we employed three architectures:
COVID-CNN 5], tailored for COVID-19 detection with test
accuracy of 93% on our datasets; Deep-COVID [14], a deep
network for lung scan analysis, achieving 92.23% accuracy;
and COVID-VGGI16, which combines COVID-CNN’s fully
connected layer with VGG16 for feature extraction, with an
approximate accuracy of 87%. These models collaboratively
enhance the learning process, improving the robustness and
accuracy of S.

B. Ensemble Learning with Adaptive Weighting Voting

As highlighted by Mohammed and Kora [15], EL combines
multiple models to improve predictive performance, using
techniques such as bagging, boosting and stacking. This ap-
proach, particularly in deep learning models, addresses high
variance, enhancing their effectiveness for complex tasks like
image classification. In EL, predictions from individual models
are combined using methods such as Max Voting, Averaging
Voting, and Weighted Average Voting [15]. Max Voting selects
the class label with the most votes from integrating mod-
els, using hard voting: y = mode[C (z), Ca(z), ..., Cy(x)]
or soft voting: y = argmax;y ., w;P; where w; is
the weight assigned to the j-th model (P) [16]. Averaging
Voting predicts by averaging predictions from all models:
Yy = argmax; % Z;n'zl w;j; while Weighted Average Voting
assigns different importance to each model’s prediction [17]:

Doty Wi

Z;nzl wj

where w; is the weight, m are the number of models, and z;
are predictions.

The Weighting method (Weighted Average Voting) assigns
different weights to the models that are combined. By giving
more importance to better-performing models, often deter-
mined by their performance on a validation dataset, this
method improves overall prediction accuracy. According to
Mao et al. in [18], the weighted votes can be made adaptive
(trainable) by minimizing the error between weighted outputs
and true values. This approach ensures that the weights sum
to one (3>, w; = 1) and lie within a specified range (—1 <
w; < 1), optimizing and balancing the ensemble model.

In our work, we utilized Weighted Average Voting as an
adaptive, trainable layer in our ensemble model. This de-
sign allows the ensemble to be fine-tuned while optimizing
the voting weights. We implemented three adaptive voting
mechanisms within the ensemble: (1) making the soft-voting
weights trainable, (2) employing multi-head attention with
eight heads and a head size of 128, and (3) incorporating
four transformer blocks, each with four heads and a head size
of 128, to optimize and balance the ensemble weights. This
approach enhances the ensemble’s flexibility and performance
by dynamically adjusting the contribution of each model based
on their predictive strengths.

Y= 2
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C. Knowledge Distillation

Deep Learning models are powerful, but often too large
for deployment on resource-constrained devices. Knowledge
Distillation (KD), introduced by Hinton et al. [10], addresses
this by transferring knowledge from complex models to
smaller ones, enabling efficient deployment while maintaining
performance. In KD, a large model generates soft target
distributions at a high temperature, which are used to train
a smaller model. This process is mathematically described by
the Kullback-Leibler divergence loss ((K Dj,ss)) in Eq.4 to
obtain the distillation loss Lg;s¢;;; in Eq.3. The distillation loss
between the teacher (¢) and student model (s) is give by:

Laigint(ps, pt) = KDiogs (0 (%) , o (&)) x1®  (3)

T

where p; and p;, are logits from the student and i-th teacher
models, respectively, and 7 is a temperature scaling hyperpa-
rameter set to 10 in this study. The K D, s between softened
predictions ps(p:/7) and p:(p:/7) is computed as [19]:

KDio ([ ) = 3 o (22
j $,7

where j indexes the classes. After training, the smaller model
returns to using the standard temperature setting of [10].

In this study, the distillation loss (Lgisr) is used to
update student model (S) weights with the Adam optimizer in
[20], calculating gradients V., Lgisin. The optimizer updates
weights w; using first and second moment estimates m; and
v, with 1 and (B2 as exponential decay rates. Subsequently,
the student model’s total loss Ly, combining cross-entropy
(CE) loss Lcg = — Zj y;log(ps,;) and Lg;sein, is optimized
as Lyl = @+ Lcg + (1 — @) - Lgisin where « balances these
losses. Through repeated training, S can pick up intricate
patterns from the teacher model (7") and adjust to its own
tasks. It strikes a good balance between the teacher’s insights
and the S’s task specific performance needs, helping to reduce
inconsistencies and biases.

“4)

D. Federated Learning

Federated Learning (FL) enables collaboration among enti-
ties like hospitals without sharing sensitive data [21], [22].
Each client trains a model locally and sends updates to a
central server, which aggregates them into a global model. This
iterative process continues until convergence, allowing collab-
oration in contexts like COVID-19 detection from CT scans
while maintaining patient privacy. Notable FL algorithms in-
clude FedAvg, which averages model weights from clients, and
FedProx, which addresses data distribution differences [21].
Other algorithms, like FedSGD and FedMA, tackle specific FL
challenges [22]. In this study, we used TensorFlow Federated
to implement our FL frameworks incorporating Ensemble
Learning (EL) and Knowledge Distillation (KD) techniques.

III. METHODOLOGY AND PROPOSED FRAMEWORK

In this section, we explain a method that combines EL
with weighted voting, KD and FL to get the best results
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in identifying COVID-19 from CT scan images. The key
challenge is to develop a model that leverages diverse datasets
from multiple hospitals (clients) while ensuring that sensitive
patient data remains local.

A. Problem Definition

In the healthcare sector, maintaining patient privacy is
paramount while ensuring accurate and effective identification
of diseases such as COVID-19 from CT scan images. Tradi-
tional centralized machine learning approaches require pooling
data into a single repository, posing significant privacy risks.
This necessitates a solution that allows collaborative model
training without compromising data privacy.

B. Proposed Frameworks

Our approach involves training multiple complex models
on different local datasets and then exploring two federated
learning strategies. Let {My, Ms,..., M,} be a set of n
individual complex models at n clients with respective datasets
(D). Let S be the simplified student model.

1) Appointive Federated Knowledge Distillation: The Ap-
pointive Federated Knowledge Distillation (AFKD) approach,
summarized in Algorithm 1, enhances the student model (S)
by leveraging the expertise of a selected teacher model (M;)
from participating hospitals. Initially, S is shared with all
hospitals, and one teacher model (M;) is chosen to guide
the distillation process. Each hospital then locally trains .S
using the predictions from M;, with distillation loss Lg;stii
calculated via Kullback-Leibler (KL) divergence [19]. This
process refines S by minimizing L4;s4;y; and the student’s own
classification loss (C'E) to balance its learning. After training,
updated parameters wf“ from each hospital are aggregated
on a central server into a global model (S,), which is then
redistributed. This iterative process continually improves S
using collective insights while preserving data privacy.

2) Independent local Knowledge Distillation with post-
Ensemble Federated Learning: The Independent Local
Knowledge Distillation with post-Ensemble Federated Learn-
ing (IKDEFL) algorithm initializes local student models
S1,859,...,5, at each hospital, where knowledge is distilled
from complex models Mj using respective datasets Dy (see
Algorithm 2). These local models are then combined into
an ensemble model Sepsempe through weighted voting, with
the weights adjusted to form a unified output. Sensemble 1S
further trained on local datasets, with updates sent to a central
server to form the global ensemble model (S ). This

ensemble

iterative process continues over several rounds, with S¥ . .
being refined and redistributed after each round, ultimately
producing a well-optimized global model that benefits from

the diversity of the participating clients.

IV. EXPERIMENTAL STUDY

To verify our method’s effectiveness, we carried out an
experimental study, which is described in this section. We
begin by explaining the selected datasets and performance
metrics. Then, we delve into the experimental results. Finally,
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Algorithm 1 Appointive Federated Knowledge Distillation
(AFKD)

Algorithm 2 Independent local Knowledge Distillation with
post-Ensemble Federated Learning (IKDEFL)

Require: A set of complex models {M1, M, ..., My} at n clients, with
datasets D = {D1, D2, ..., Dy}, simplified student model S, E: Num-
ber of local epochs, 7ns: Student Learning rate,n:: Server Learning rate,
T': Temperature parameter, o: Weight for student loss (0 < o < 1)

Ensure: Fine-tuned student model S

. Initialize student model S

: Elect one complex model M; from the n clients

: Distribute the student model S parameters to all n clients

: function LOCALTRAINING(Sy,, Dy, M;)

Initialize student model S with Sy,

Sw < DISTILL(M;, S, Dy)

Update S with Sy,

return Sy, (updated parameters of S)
end function

10: function DISTILL(M;, S, Dy)

ORI N R WY

11: for each local epoch 7 from 1 to E do

12: for each batch b in Dy, do

13: Compute predictions of M; and S on

14: batch b as p¢ and ps respectively

15: Compute the distillation loss Lgigin =

16: K Dioss(s(pt/7),<(ps /7)) - T?

17: Compute gradients: Vw,’; Lgistin

18: my = fime—1 + (1 — B1)Vw, Laisin
19: vt = Bave—1 + (1 — B2)(Vaw, Laisiinn)?
20: wy T = wy — nﬁ

21: Compute the student loss Lcg =

22: Sloss(yzps) = - E] Yj IOg(pS)

23: Compute total 108s Liota = @ - Lcg

24: +(1 — @) - Laisun

25: Compute gradients: V. & Liotal

26: me = f1mi—1 + (1 — B1)Vw, Liotal
27 v = Bove—1 + (1 — B2) (Vo Liota)?
28: wf =wt —n ZZ:_E

29: end for

30: end for

31: return Updated (wf+1) parameter of S

32: end function

33: function AGGREGATION(local_updates)

34: Send local updates to central server

35: Aggregate updates to form a global model
36: return Global model parameters

37: end function

38: function FEDERATEDLEARNING(S, M;)

39: S; < Initialize parameters of S

40: for each round t = 1,2,..., R do

41: for each client £ = 1 to n in parallel do
42: Sw  LOCALTRAINING(S;, Dy, M;)
43: Send (Sy) to server for aggregation

44 end for

45: Sg < AGGREGATION(local_updates parameters)
46: Distribute updated global model’s (Sq)

47: parameters to clients

48: end for

49 return Fine-tuned student model S parameters
50: end function

51: S* < Run FEDERATEDLEARNING(S, M;)

we compare our proposed methods (AFKD and IKDEFL) with
the traditional FedAvg and FedAdam algorithms, where the
latter use only the student model as the backbone network.

A. Dataset Description and Preprocessing

Three hospitals, H;, H,, and Hs, were simulated as feder-
ated clients, each with Independent and Identically Distributed
(IID) and non-IID datasets. IID datasets consist of data points
that are independent and from the same distribution, sim-
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Require: A set of complex models M = {Mi,Ms,...,Mn} at n
clients with datasets D = {D1,Da,..., Dy}, Local student models
{S1,52,...,Sn}, Adaptive weights {w1,wa,...,wn}

Ensure: Fine-tuned ensemble student model Sepsemble

1: Initialize local student models Sy, Sa2,...,Sn

2: function LKD(M, D)

3: for each client £ = 1 to n on its dataset do

4 Sk < DISTILL(My, Dy)

5 end for

6: return Local student models S1,S2,...,Sn

7: end function

8: function AVSEM(S1, S2,...,Sn)

9: Initialize input layer x based on the shape of S

10: Collect outputs (predictions) from each student model S; (z)

11: in S1,S52,...,5n

12: Initialize adaptive weights w; for ¢ = 1,2,...,n such

13: that Z?zl w; = 1 where n = len(student models)

14: Combine outputs using the adaptive weights:

n
combined_output = M
i=1 Wi

15: Sensemble = Model(inputs=x, outputs=combined_output)

16: return Sepsemble

17: end function

18: function LOCALTRAINING(Sepsembles Dk)

19: Train Sepsemple On local dataset Dy

20: Update local model parameters and adaptive weights

21: return Updated Sensemble

22: end function

23: function AGGREGATION(local_updates)

24: Send local updates to central server

25: Aggregate updates to form a global model

26: return Global model parameters

27: end function

28: function FEDERATEDLEARNING(Sensemble)

29: S; < Initialize parameters of Sepsemble

30: for each round t = 1,2,..., R do

31: for each client £ = 1 to n in parallel do

32: S emble < LOCALTRAINING(S;, Dy)

33: Send (S3...be) to server for aggregation

34: end for

35: ansemb]e < AGGREGATION(local_updates parameters)

36: Distribute updated global model’s (Sfmemble)

37: parameters to clients

38: end for

39: return Fine-tuned student model S parameters

40: end function

41: S1,S2,...,Sn < Run LKD(M}y, Dy)

42: Sensemble < Run AVSEIV[(S17 SQ, ey Sn)

43: 57 emble < Run FEDERATEDLEARNING(Sensemble)

plifying the learning process. In contrast, non-IID datasets
include data points that may be dependent and originate from
different distributions, adding complexity and better reflecting
real-world scenarios.

The non-IID datasets for Hq, Ho, and H3 were sourced from
[23], [24]. Teacher models 77, 15, and T3 were trained using
COVID-19 CT scan images. Specifically, 77 was trained on
2500 images with 1400 used for federated training at H; [25],
T5 on 6500 images with 3899 for federated training [26], [27],
and T3 on 1200 images with 1339 for federated training. These
datasets were also utilized for local knowledge distillation
training of the student model as outlined in Algorithm 2. The
IID datasets for Hy, H>, and H3 were also obtained from [25],
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with a comparable number of images to the non-IID datasets.
To balance the datasets, 1200 images were sampled from the
unbalanced datasets for training. Figure 1 illustrates examples
of COVID-19 CT scan images.

Data augmentation techniques such as rotation, flipping, and
zoom adjustment were applied to enhance robustness. The
images were resized to 200x200x1 pixels, and pixel values
were normalized to the range of 0 to 1. For both IID and
non-IID datasets, data for H;, H», and H3 were split 80% for
training and 20% for testing. Additionally, 20% of the training
data was reserved for validation to fine-tune the models and
their hyper-parameters when training teacher models T3, 75,
and T5.

Fig. 1. Example images of patients who are COVID-19 positive are shown
in the top row, while images of COVID-19 negative cases are displayed in
the bottom row.

B. Evaluation Metrics

To measure the effectiveness of the proposed frameworks,
accuracy and the F1-score are utilized. Accuracy calculates the
ratio of correct predictions to the total number of predictions.
The Fl-score, which is the harmonic mean of precision
and recall, balances precision (the correctness of positive
predictions) and recall (the ability to capture all positive
instances). These metrics provide a well-rounded evaluation
of the model’s performance, as shown in Equation (5) [28].

.. TP
Precision = —
TP + FP
Recall = L
TP + FN 5)
2 x Precision x Recall
F1-score = —
Precision + Recall
TP + TN
Accuracy =
TP + TN + FP + FN

Thus, the classifiers from Algorithms 1 and 2 are assessed
using a confusion matrix, where True Positives (TP) indicate
images correctly identified as belonging to a specific class, and
False Negatives (FN) indicate images incorrectly classified as
not belonging to that class.

C. Results and Analysis

To evaluate our proposed approach, we simulate three hos-
pitals, each with its own dataset as described in section IV-A.
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Three teacher models, COVID-CNN (77), DeepCovid (75),
and CovidVGG16 (T3), are trained centrally at each hospital.
These teacher models detailed in section II-A, then transfer
knowledge to a student model (S) at their respective hospitals
via knowledge distillation. The performance of the teacher and
student models through centralized training is shown in Table
L

TABLE 1
PERFORMANCE OF TEACHER AND STUDENT MODELS ON TEST DATA

Model Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%)
COVID-CNN (T7) | 93.00 93.16 93.00 93.00
DeepCovid (T5) 92.23 92.25 92.23 92.23
CovidVGG16 (T3) | 87.50 87.51 87.50 87.50
COVID-CNN (S7) | 88.60 88.63 88.60 88.60
DeepCovid (52) 94.46 94.47 94.46 94.46
CovidVGG16 (S3) | 79.16 79.27 79.17 79.13

1) Experiment 1: Federated Knowledge Distillation though
Designation: In this experiment, we evaluate the proposed
Algorithm 1 (AFKD) as outlined in section III-B1 on test
datasets. The FL server optimizer used is Stochastic Gradient
Descent (SGD) with a learning rate of 0.5 and a momentum of
0.9. For the client-side optimization, we considered two meth-
ods: (1) Stochastic Gradient Descent (SGD) with a learning
rate of 0.01 and (2) Adaptive Moment Estimation (ADAM)
with a learning rate of 0.0001, 5; of 0.9, 82 of 0.99, and
€ of 1 x1077. The KD parameters include the distillation
smoothing («) of 0.5 and distillation temperature (7") of 10. In
the federated training for AFKD, each local training session
utilizes 1 epoch, followed by the aggregation of updates at
a central server. This process is iteratively repeated over 50
communication rounds on our IID and non-IID datasets. The
results of this experiment are summarized in Table II and Fig.
2.

2) Experiment 2: Autonomous Local Knowledge Distilla-
tion with Subsequent Ensemble Federated Learning: In this
experiment, we assess the subsequent proposed Algorithm 2
(IKDEFL) as described in section III-B2 on test datasets. This
algorithm combines the strengths of knowledge distillation,
federated and ensemble learning. In Algorithm 2, the federated
learning training of S, sembie €mploys different adaptive vot-
ing layers (soft-voting, multihead-attention, and transformer
blocks), each considered independently. The training is con-
ducted using the FedAvg and FedADAM algorithms, referred
toin [24) as IKDFEF Lgspg and IKDEF L op aps. For both
IKDEFLspg and IKDEFL Apap, the server optimizer
employed is SGD with learning rate of 0.5 and a momentum
of 0.9. On the client-side, I K DEF Lgpg utilizes SGD with a
learning rate of 0.01, while IK DEFL g4p aps uses the ADAM
optimizer with a learning rate of 0.0001, 5; of 0.9, 85 of 0.99,
and € of 1 x 107, Each local training session at the clients
(hospitals) involves one epoch, followed by the aggregation of
updates at a central server. This iterative process is repeated
over 50 communication rounds on both IID and non-IID
datasets. The results of this experiment are summarized in
Table III and Fig. 2.
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TABLE 11

PERFORMANCE OF STUDENT MODELS

FROM ALGORITHM | ON TEST DATA

Non-IID Dataset IID Dataset
FL Algorithm | Hospital (H) | Unbalanced balanced Unbalanced balanced
Accuracy(%) | F1 Score(%) | Accuracy(%) | F1 Score | Accuracy(%) | F1 Score(%) | Accuracy(%) | F1 Score(%)
AFKD,_ 4 H1 78.92 77.94 81.07 80.43 93.57 93.58 91.42 91.42
(COVID—EqNN) H2 89.48 89.47 86.02 86.01 92.56 92.57 91.33 91.54
H3 72.01 70.98 73.88 73.31 94.02 94.02 95.14 95.14
AFKD H1 75.71 75.35 80.35 80.38 91.42 91.43 86.07 86.06
(COVIthéCIL\YI’IL\I) H2 90.51 90.5 80.51 80.21 92.56 92.56 89.1 89.11
H3 77.61 77.61 73.88 73.84 9291 92.89 89.17 89.17
AFKD H1 78.57 77.36 71.5 75.89 93.57 93.58 89.64 89.65
(Deepcsgi(fi) H2 87.3 87.2 86.79 86.77 92.56 92.55 92.05 92.04
H3 71.26 70.03 63.43 60.1 92.16 92.11 92.16 92.12
AFKD H1 58.21 44.61 71.14 71.24 81.78 80.98 75.71 73.71
(Deepél()d\jli% H2 86.53 86.41 82.43 82.2 80.12 79.28 77.94 76.99
H3 47.01 31.29 61.56 57.77 80.22 79.58 73.5 72.03
AFKD,_ H1 78.82 77.86 82.85 82.57 93.21 93.22 90.35 90.35
(CovidVégGiﬁ) H2 88.97 88.9 85.64 85.63 93.46 93.46 91.28 91.28
H3 73.5 72.76 76.88 76.67 92.91 92.88 91.04 91.03
AFKD H1 71.78 71.45 71.04 67.61 82.14 81.44 87.14 87.11
(CovidVEiéTﬁ) H2 90.25 90.23 85.76 85.77 83.84 83.46 89.35 89.36
H3 71.64 71.67 64.55 62.65 85.07 84.88 92.16 92.16
TABLE III
PERFORMANCE OF STUDENT MODELS FROM ALGORITHM 2 ON TEST DATA
Non-IID Dataset 1ID Dataset
FL Algorithm Hospital (H) Unbalanced balanced Unbalanced balanced
Accuracy(%) | F1 Score(%) | Accuracy(%) | FI1 Score | Accuracy(%) | FI1 Score(%) | Accuracy(%) | F1 Score(%)
IKDEFLsgd Hl 81.42 81.22 81.78 81.57 93.21 93.22 90 90.01
Soft-Voting H2 84.48 84.23 86.92 86.86 92.98 92.95 91.66 91.66
H3 76.49 76.24 77.98 77.85 95.52 95.52 93.65 93.65
IKDEFLsgd H1 79.28 79.3 82.14 82.04 94.28 94.29 92.14 92.15
MultiheadAttentibn-Voting H2 88.84 88.8 85.51 85.5 93.58 93.59 92.17 92.18
H3 79.47 79.44 78.35 78.26 95.89 95.89 95.52 95.52
H1 85 84.84 79.64 79.73 93.21 93.21 92.14 92.13
Transff)lfn?ggll‘oigi((fVoling H2 85.38 85.17 83.84 83.72 93.33 93.34 91.66 91.67
) H3 77.99 77.94 79.85 79.86 95.52 95.52 93.65 93.66
Hl 71.5 76.36 82.14 81.76 95.71 95.7 91.78 91.79
“g?)gp\&;ﬁfgm m §6.28 8.1 50.12 795 174 5174 o217 9218
H3 69.4 68.5 74.62 74.01 96.26 96.27 93.65 93.64
IKDEFLadam H1 81.42 80.98 81.78 80.86 94.28 94.29 86.78 86.6
MultiheadAttention-Voting H2 83.71 83.39 84.35 84.18 93.58 93.59 90.25 90.23
H3 70.89 70.39 63.42 60.46 94.77 94.77 92.53 92.54
IKDEFLadam H1 75 72.92 79.64 78.61 94.28 94.28 92.14 92.15
TransformerBlock-Voting H2 81.92 81.45 84.61 84.48 93.84 93.85 92.56 92.56
H3 72.01 71.66 64.17 64.13 95.52 95.52 9291 92.89

3) Experiment 3: Training with Traditional FL Methods
(FedAvg and FedADAM): To evaluate the effectiveness of
AFKD and IKDFEFL, we compared them with traditional
federated learning algorithms, FedAvg and FedAdam. In this
comparison, only the student model S was trained using
FedAvg and FedAdam. No additional techniques, such as
knowledge distillation or ensemble learning, were incorpo-
rated. The federated learning hyperparameters were consistent
with those in Experiment 2, and training was conducted over
50 communication rounds on both IID and non-IID datasets.
The results are summarized in Table IV.

D. Discussions

1) Performance of AFKD with Teacher Models Across
in Diverse Data Settings: Our discussion begins with an
examination of Algorithm 1 (AFDK) and its performance
using COVID-CNN (7}), DeepCovid (%), and CovidVGG16
(T3) as teacher models. As detailed in II, both AFKD,gq
and AF KD, 44, algorithms show strong performance across
all three teachers, particularly excelling in IID datasets.
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AFK D,g4q performed best with COVID-CNN (73), achieving
high accuracy and F1 scores, ranging from 70% to 89% on
non-IID and 91% to 95% on IID datasets. This highlights
COVID-CNN’s effectiveness in distilling knowledge and en-
abling the student model to adapt to different data distri-
butions. Similarly, AF K D44y, achieved comparable results
with COVID-CNN, with accuracy and F1 scores between
73% and 90% on non-IID data and 89% to 93% on IID
datasets. DeepCovid also performed well but showed some
variability in non-IID datasets, likely due to differences in data
distribution. CovidVGG16, while generally strong, exhibited
the most variability, especially in non-IID datasets for Hospital
3. Overall, both algorithms performed most reliably with
COVID-CNN, making it the preferred choice for maintaining
high accuracy and F1 scores across different data distributions.
As shown in Fig. 2, balancing the datasets did not lead to
significant performance gains.

2) Adaptability of IKDEFL’s Voting Methods in Diverse
Data Settings: We evaluated the IKDEFL algorithm,
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TABLE IV
PERFORMANCE OF STUDENT MODELS FROM FEDAVG AND FEDADAM ON TEST DATA

Non-IID Dataset IID Dataset
FL Algorithm | Hospital (H) Unbalanced balanced Unbalanced balanced
Accuracy(%) | F1 Score(%) | Accuracy(%) | F1 Score(%) | Accuracy(%) | F1 Score(%) | Accuracy(%) | F1 Score(%)
H1 76.42 74.69 79.64 70.07 88.92 88.95 89.28 89.22
FedAvg H2 83.71 83.64 80.51 80.36 87.69 87.69 85.76 85.76
H3 70.14 69.27 73.5 73.5 86.14 86.2 86.56 86.54
HI 76.27 75.22 79.53 79.03 95.35 95.35 93.57 93.57
FedAdam H2 82.0 81.68 81.0 80.78 94.87 94.87 93.33 93.33
H3 63.05 59.56 72.38 71.4 93.28 93.29 90.67 90.68
o . AFKDadam (CovidVGG16)
N - = AFKDadam (DeepCovid)
[ I AFKDadam (CovidCNN)
80 B T i {7 8 % AFKDsdg (CovidCNN)
" I AFKDsdg (CovidVGG16)
AFKDsdg (DeepCovid)
85 mm |KDEFLadam (TransformerBlock-Voting)
60 IKDEFLadam (MultiheadAttention-Voting)
z > @ IKDEFLadam (Soft-Voting)
£ gﬂﬂ mm IKDEFLsdg (TransformerBlock-Voting)
< < = [KDEFLsdg (MultiheadAttention-Voting)
40 » I IKDEFLsdg (Soft-Voting)
20 "
o
& & Oj 79&“ & \@g‘ & \0@’
\\o&pm\ & s @ésﬁ\ & o @o‘b@ o&&h o

Fig. 2. Performance of Student Models From Algorithms AFKD and IKDEFL on Test Data.

applying different weighted voting methods (Soft-Voting,
MultiheadAttention-Voting, and TransformerBlock-Voting) to
combine student model outputs. As shown in Table III, both
IKDEFLsgq and IK DEF Lggqm performed strongly across
all voting methods on IID and non-IID datasets. I K DEF L4q
excelled with Soft-Voting and MultiheadAttention-Voting,
achieving accuracy and F1 scores between 76% and 95%.
Although IKDFEF Lyq4m showed some variability on non-
IID datasets, it remained consistent on IID datasets, particu-
larly with Soft-Voting, where scores ranged from 91% to 96%.
Overall, both algorithms were most effective in IID scenarios,
with IKDEF L,y excelling in MultiheadAttention-Voting
and IKDFEFLg4qm showing steadiness with Soft-Voting.
This analysis highlights the adaptability of IKDEFL’s voting
methods in enhancing student model performance across var-
ied data distributions. Notably, balancing the datasets did not
result in significant performance gains, as shown in Fig. 2

3) Assessment of Proposed Methods (IKDEFL and AFKD)
with Traditional FL algorithms FedAvg and FedAdam in
Diverse Data Settings: Table IV compares the performance
of FedAvg and FedAdam for the student model S without
additional techniques like KD or EL, evaluated in both IID
and non-IID settings against Algorithms 1 and 2. Our method,
IKDEFL, consistently outperforms traditional FL strategies,
demonstrating superior stability and accuracy, particularly in
IID scenarios (Fig. 3). In IID balanced settings, /K DEF'L
maintains a narrow performance range, with a median accu-
racy of 93% and a mid-spread of 92% to 93%. In non-IID
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balanced settings, it shows strong but slightly more variable
performance, with a median accuracy of 81% and a mid-spread
of 77% to 82%. Conversely, AF KD performs strongly in
non-IID settings, with a median accuracy of 82.02% and a
mid-spread of 77% to 84%, but shows more variability in I[ID
settings. Fed Avg delivers moderate performance across both
settings, with a median accuracy of 86% in IID unbalanced
datasets and 80% in non-IID balanced settings. Fed Adam
excels in IID unbalanced settings, achieving a median accuracy
of 95%, but struggles with variability in non-IID contexts,
where accuracy drops to 76% with a wide mid-spread of
63% to 82%. IK DEFL stands out for its robustness across
datasets, consistently balancing stability and accuracy, while
FedAdam excels in IID unbalanced settings but requires
careful consideration in non-IID environments due to potential
variability.

V. CONCLUSION

This study developed the AFKD and IKDEF L Feder-
ated Learning frameworks, combining Knowledge Distillation
and Ensemble Learning for COVID-19 detection using CT
scans. These frameworks enable the creation of diagnostic
models that work effectively on resource-limited devices while
maintaining data privacy. Our analysis shows that AFK D
and IKDEF'L outperform traditional methods like FedAvg
and FedAdam across various data settings. AF KD, espe-
cially with the COVID — CN N teacher model, consistently
achieves high accuracy and F1 scores, demonstrating its ef-
fectiveness in knowledge distillation. /K DEF'L also proves
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Fig. 3. Comparison of Accuracy Metrics Across Different Federated Learning
Algorithms in Non-IID and IID Settings on Test Data

highly adaptable, with accuracy and F1 scores ranging from
92% to 95% on IID datasets and 76% to 88% on non-1ID
datasets. It particularly excels in IID scenarios, maintaining
a median accuracy of around 93% with minimal variability.
While FedAdam performs well in IID unbalanced settings
with a median accuracy of 95%, it shows significant vari-
ability in non-IID contexts. Overall, I K DEF L emerges as
the most reliable choice for achieving consistent outcomes
across diverse environments. These findings underscore the
effectiveness of our approaches in improving model perfor-
mance in federated learning, offering valuable insights for
future applications.
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