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Modal Decomposition of K-Type Boundary Layer Transition

Cong Lin* and Oliver T. Schmidt"
University of California San Diego, La Jolla, California 92093.

We perform a data-driven discovery of the physics within transition mechanisms by using
a suite of modal decomposition techniques on the DNS of deterministic K-type boundary
layer transition. Specifically, we deploy Spectral Proper Orthogonal Decomposition (SPOD)
and Space-Time POD (STPOD) along with a D1 Symmetry Decomposition to educe coherent
structures in time and frequency domain, with different optimality properties each, and establish
their relationships to each other. Our study is in part a data-driven counterpart to a recent
harmonic balancing study by Rigas et al. [1]: Therein we verify which pre-turbulence transition
mechanisms are reproducible by a varying number of Fourier-type modes at the fundamental
frequency and its harmonics. In extension, we identify from data the prototypical transition
scenario, extract modes associated with various instability mechanisms and uncover how far
these distinct coherent structures persevere into the developed turbulence. We investigate
energetic exchanges in the transitional and turbulent regimes with particular emphasis on the
emergence of periodic and non-periodic, as well as symmetric and anti-symmetric structures
within the flow.

I. Introduction and Overview

Boundary layer transition caused by deterministic input actuation has been the subject of extensive study over the
last few decades. In the seminal study from 1995, Rist and Fasel [2] conducted direct numerical simulations (DNS)
of controlled K-type transition in a flat-plate boundary layer, successfully reproducing wind tunnel experiments by
Kachanov et al. [3, 4] and providing valuable insights into structures within the fundamental breakdown process. Bake
et al. [5] (2002) laid the foundational groundwork for studying the complex flow randomization process that transforms
the deterministic actuation into developed boundary layer turbulence through amplification of disturbances from the
background and freestream. Sayadi et al. [6] (2013) conducted comprehensive studies of complete K- and H-type
transitions, demonstrating their convergence towards fully developed turbulence after the skin-friction overshoot and
revealing that a periodic hairpin-packet solution in the late stages of transition yields statistical properties resembling
developed turbulence. Most recently, Rigas et al. [1] (2021) extended linear input/output (resolvent) analysis to account
for nonlinear triadic interactions via a harmonic balance model with a minimal frequency-wavenumber basis, enabling
the identification of worst-case finite-amplitude disturbances that maximize drag and solving various transition scenarios
up to the skin friction maximum directly within the frequency domain. In our study, we aim to expand our understanding
of the physical mechanisms further into turbulence by using statistical modal analysis techniques with particular
emphasis on harmonic analysis, non-periodic spatio-temporal dynamics and symmetry breaking.

After re-creating the controlled K-type transition scenario and validating it against the literature [2, 6], we use a D1
symmetry decomposition to reveal how much of the transition mechanisms of interest can be captured in the symmetric
versus the anti-symmetric components. We compare our data-driven analysis to the Harmonic Balance approach in
Rigas et al. [1] by reproducing significant pre-turbulence transition mechanisms using a small range of SPOD modes
at the fundamental frequency and its harmonics. In extension, we also demonstrate the precise linear combinations
of SPOD modes needed to reconstruct a hairpin vortex solution and subsequently the complete dominant harmonic
transition mechanism under a harmonic basis assumption. Finally, we extend our analysis beyond the skin-friction
maximum with Space-Time POD to identify both periodic and non-periodic spatio-temporal structures. As the flow
dynamics evolve from periodic to quasi-periodic and eventually to chaotic/turbulent with asymmetry, we present the
modes that identify the specific streamwise locations where the transitions between these different dynamical states
occur. Simultaneously, we shed light on the energetic transfer between all of these modes as the analysis progresses
from upstream to downstream. Our analysis thus provides further advances and insights in understanding the intricate
progression from controlled, deterministic transitional flow to fully developed boundary layer turbulence.
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II. Methods: Data and Modal Decomposition Techniques

In this section, we present the methodology for the three decomposition techniques used in our study to compute
modes from the spatio-temporal flow field of interest q(x,7). We start from the most general to most specialized:
D1 symmetry decomposition, Space-Time Proper Orthogonal Decomposition (STPOD), Spectral Proper Orthogonal
Decomposition (SPOD).

A. Symmetry Decomposition (D1)
The symmetric component of the flow field is defined as

. u(x,y,z) + ulx,y, —z)
qs(x,y,2) = 3 v(x,y,2) +v(x,y,—2) (D
w(x,y,z) — w(x,y,—2)

while the anti-symmetric component is given by

| u(x,y,z) —u(x,y, —z)
qa(x,y,2) = 5 v(x,y,2) —v(x,y,—z) |. 2)
w(x,y,z) +w(x,y, —2)

In our analysis, we leverage the natural transverse D1 (Dihedral group 1) symmetry stemming from the simulation
setup and the symmetry of the actuation. While not conventionally termed a modal decomposition method, a symmetry
decomposition can be applied to the DNS data before each modal decomposition method — the additivity and linearity
properties allow for its application without a loss of generality. As recommended by Sirovich [7], this ensures the
expected statistical symmetries of resulting modes, generating either symmetric or anti-symmetric modes without modes
that are a mixture of both. Furthermore, this approach effectively cuts the computational and memory requirements in
half, as the modal decompositions can then be separately applied to the symmetric and anti-symmetric components one
at a time. Physically, this method also provides additional insights into the downstream mechanisms and statistics of
symmetry breaking in the present flow system.

B. Space-Time Proper Orthogonal Decomposition (STPOD)

The space and finite-time POD problem, first formulated by Lumley [8] and recently computed by Schmidt and
Schmid [9] with a conditional formulation for finite events of interest, can be solved via the following Fredholm
eigenvalue problem

LT Jv E{q(x,1)q* (X, )} W(x)d(x,1) dX' dt’ = APp(x,1), 3)

defined over a specific finite time interval AT. Here, (-)* denotes the complex conjugate, V the spatial domain, and
W(x) is a positive definite spatial weight matrix. This yields the space-time POD modes given by ¢ (x, ) that are
orthogonal in the space-time inner product

e = || atxoWaxnava @)
AT JV
and respective eigenvalues A that maximizes
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Here, E{q(x,?)q*(x',¢")} = C(x,x',7,¢') is the statistical estimate of the two-point space—time correlation tensor,
where q(x, ¢) is sampled with respect to the event of interest H. Thus, in its discrete space and time equivalent the
STPOD problem can be realized by the eigen-decomposition

QQ*W®d = ®A (©6)
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where, for each realization of the event H, the snapshots of (X, ¢) are stacked vertically on each other over the finite time
window AT in the column space of Q and different realizations are then concatenated in row-order. For further details of
the algorithm we refer to [9, 10]. The space-time POD modes are then coherent structures, orthogonal by construction
in space and over finite time AT, with their evolution recovered in the columns of @ each and their eigenvalues (i.e.
energies) recovered in A. In the context of this work, AT spans the length of one period. We remark that STPOD is the
most general method here that makes the least restrictive assumptions about the space-time signal q(x, 7).

There are two notable limit cases for STPOD, as recently generalized by Frame and Towne [10]: In the limit of
AT — 0, we recover the popular “space-only” POD or “snapshot” POD (Sirovich [11], Aubry [12]). In the formal limit
of AT — [—o0, 00] and assuming statistical stationarity, the STPOD problem becomes SPOD, which we will briefly
introduce in the following.

C. Spectral Proper Orthogonal Decomposition (SPOD)

Spectral Proper Orthogonal Decomposition (SPOD) [13], is the frequency domain version of POD and derivable from
the STPOD problem in the limit of AT — [—00, c0] assuming statistical stationarity. Under that condition, the space-time
correlation tensor depends only on the difference T = ¢ — ¢’ between two times, i.e., C(x,x,¢,¢') — C(x,x’, 7), which
allows the definition of the cross-spectral density tensor via the Fourier transform of the two-point space-time correlation
tensor:

ﬂxﬂﬂ=f;cmﬁﬂfmﬂM=Emwﬁ$wJ» ©)

where q is the temporal Fourier transform of q. Thus, instead of solving the Fredholm eigenvalue problem of Eq. (3)
with infinite time integration bounds, one can solve the Fourier-transformed eigenvalue problem

LEmmﬁﬁ@wnwwwaMf:Mﬁw@ﬁ, ®)

as a spatial eigenvalue problem in the frequency domain for each frequency f. Thus, the discrete equivalent is realized
as
kaijkW‘I’fk =¥rAp, C)

with Q 1. denoting the Fourier realizations matrix at each discrete frequency fi, that stores different realizations of the
Fourier modes §(x, fx) as the flow evolves. For further details on the SPOD algorithm we refer to [14]. The eigenvectors
¥ s, are the SPOD modes ranked in column-order at frequency fi and the eigenvalues Ay, are the corresponding modal
energies of each mode. Algorithmically, SPOD uses Welch’s method [15] to estimate the spectral densities.

SPOD modes are single-frequency coherent structures that are orthogonal in space-time indefinitely and optimally
capture the variance of the data at that frequency. They can thus be viewed as optimal Fourier modes and are formally
equivalent to resolvent modes in the case of white noise forcing as shown by Towne et al. [14].
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I1I. Direct Numerical Simulation and Validation of K-type Transition

Fig. 1 Regimes of the transition process — deterministic to turbulent. Top: instantaneous DNS snapshot;
middle: fundamental STPOD mode ¢ (periodic phase mean {); bottom: cyclo-stationary component q”.
Q-criterion isosurfaces colored in the stream-wise velocities of the respective quantities (Q = 10%), corresponding
to Re, = 2.25—5.5 x 10°.

A. Numerical Setup

Our numerical setup takes inspiration from previous studies by Sayadi et al. [6] and Fasel et al. [16] that computed
K- and H-type transitions. The inlet Reynolds number (taken to be the non-dimensional reference length) from the
leading edge is Re, = xU, /v = 10°, where the kinematic viscosity is v = 2 x 107%. We use a Mach number of
M = Uy/cyn = 0.2 making this flow weakly compressible. The computational domain and resolution by Sayadi
et al. [6] are used as a reference, however, we truncate the domain to minimize computational cost while retaining the
required transition physics. With a dimensional reference length scale of xo = 0.2, our domain begins at one reference
length scale from the leading edge (at Re,, = 10°) and spans 1 < x/x¢ < 5.5 in the streamwise, 0 < y/xo < 1 in the
wall-normal and —0.075 < z/x¢ < 0.075 in the spanwise direction. This allows us to fully capture one instability
wave in the span, while excluding the region of pure fully developed turbulence onset from Sayadi et al. [6]. We opt to
truncate the region of fully turbulent onset, as we are mainly interested in the region of transition to turbulence and
based on results from [6], our domain extends sufficiently far into the turbulent section for all turbulence metrics to
collapse to self-similarity.

Our DNS mesh consists of two regions, a finer wall region, and a coarser free stream region, each comprised
of purely Cartesian cells with a single layer of polyhedral cells connecting them. We fully resolve the wall region
(0 < y/xp < 0.15) such that the vertical height of the cells closest to the wall is y© = yu*/v < 1 in viscous wall
units. The wall region mesh is resolved with N, = 5600 and N, = 128 cells uniformly in the streamwise and spanwise
directions, respectively, and N, = 257 cells in the wall-normal direction with a geometric refinement rate towards the
wall to fully resolve the wall turbulence.

For the calculation of the DNS we use the compressible flow solver CharLES [17] in DNS mode without subgrid
scale and wall models. At the domain inlet, the laminar boundary condition is derived from the compressible Blasius
self-similar solution for Re, = 10°. Unlike the previous studies, our outflow condition is a non-reflecting Navier-Stokes
Characteristics-based Boundary Condition (NSCBC), combined with a volumetric sponge that spans 5.0 < x/xp < 5.5
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to absorb any remaining acoustic reflections and ensure a smooth outflow. The far-field boundary follows the same
types of boundary conditions as the outlet, with a sponge in the region y/xo > 0.75. The spanwise boundaries are
periodic. Lastly, the wall has a no-slip and no-flow condition everywhere except at the disturbance strip that is located at
1.36 < x/xp < 1.56. The deterministic harmonic excitation at this disturbance strip is given by

v(x,z,1) = Agva(x)sin(wit) + Asvs(x)cos(Bz), (10)
where A, = 5 x 1073 and A; = 1.3 x 10~* are constant factors. Concretely, the function consists of

Xm

) 15.1875&° — 35.4375&% +20.25¢3, ifx; <x <
VaglX) =
“ —va(2xm — x), ifx, <x<x

(11)
3¢ 4483, ifx; <x <xp
vs(x) Vs(2x, — x), ifxy, <x < xo,
with x; = 1.36x¢ , x = 1.56x¢ and x,,, = (x| + x2)/2. Thus, there is a spanwise homogeneous part that features a
fixed Sth-order polynomial shape function v, (x) modulated with a sinusoidal signal of fundamental frequency w; in
time and a spanwise oblique part that has fixed sinusoidal shape in z with wavenumber 8 and a 4th order polynomial

v (x) for weak steady inflow.
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Fig. 2 DNS results and validation: a) stream-wise development of double Fourier mode (nw;, m3) amplitudes
plotted against [2], vertical dotted lines indicate the extent of disturbance strip; b) C skin friction overshoot
plotted against [6] (C}‘”b = 0.455/ ln2(0.06Rex) correlation by [18]).

B. Post-excitation, Pre-transitional Dynamics

Fig.2a demonstrates a notable agreement with the literature [2]. The applied forcing creates initially planar modal
Tollmien-Schlichting (TS) waves (w1, 0) and streaks (0, 3), at the given fundamental frequency and spanwise wavelength
outlined in eq.(10). Nonlinear interactions then generate harmonics (nw;, mf) at integer multiples n, m € Z of the
fundamental frequency and wavelength as the flow develops. As perturbations progress in the streamwise direction, the
streaks (0, B), the oblique TS wave (wy, 8), and the spanwise harmonic (w,28) experience rapid amplification, driven
by non-modal transient growth (lift-up mechanism) and other nonlinear interactions. The self-interaction of these higher
modes, upon reaching high amplitudes, results in energy back-scattering to the mean-flow harmonic (0, 0), leading to
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the departure of the mean flow from the Blasius base-flow and the growth of mean flow deformation. These mechanisms
collectively lead to the formation of A-shaped vortices, which become streamwise elongated and lift away from the wall
— eventually evolving into the characteristic hairpin vortices in the later stages of transition. The further streamwise
flow development towards the skin friction (Cy = 27,/ Ugo) maximum is governed by the rise and amplitude growth of
increasingly higher harmonics via a cascade of nonlinear interactions.

C. Transition to Skin-friction Overshoot and Onset of Turbulence

In Fig.2b, the streamwise development of skin friction coeflicient (Cy) is found to be in good agreement with
DNS data computed by Sayadi et al. [6], where we remark minor differences due to differences in the spanwise
excitation function. Fig.2b and Fig.1 shows the departure of the C; value from the laminar Blasius solution around
Re, = 2.4 x 10° (x = 0.48), coinciding with the appearance of A vortices in that region. These A vortices are aligned
in K-type transitions and get lifted away from the wall and progressively stretched out as they travel down the streamwise
direction. They develop into hairpin vortices as their “heads” bulge further up into the freestream, transforming into €2
ring-like vortex heads via self-induction [5]. The instantaneous snapshot of our DNS data in Fig.1 (top) reveals these
organized vortical structures in the transitional region that are characteristic for K-type transition, resembling results by
Bake et al. [5], Sayadi et al. [6], Wu and Moin [19].

As analyzed by Bake et al. [5], the formation of € ring-like vortices at the tip of the A-vortices initiates an intricate
flow randomization mechanism. In their initial stage, these vortices are highly sensitive to background perturbations
while being accompanied by regions of very high induction and shear. These perturbed vortices strongly influence the
surrounding fluid and particularly the adjacent wall region where this generates increasingly disturbed instantaneous
pressure fields from one instance to the next. This in turn directly modifies the vorticity production at the wall for
upcoming new instances. More downstream, the interaction of vortical structures from different disturbance periods
leads to further amplification of background disturbances that generate new increasingly non-periodic, chaotic structures.
With increasing randomization the eventual breakdown to chaos occurs with characteristics typical for a turbulent
boundary layer.

In the later stages of transition, characterized by broken periodicity and increasing asymmetry, hairpin packets
evolve into more convolved hairpin “forests”, creating a self-sustaining auto-generation mechanism that reproduces
the statistical properties of developed turbulence as shown by Sayadi et al. [6]. The distinct overshoot in the present
K-type transition is observed that is absent in bypass transitions, e.g. Wu and Moin [20]. Fig. 2b indicates that
after the skin-friction maximum occurs, Cy and the statistics asymptotically collapse onto the turbulent correlations,
demonstrating good alignment with the literature and indicating the sufficient capture of the transitional region within
our domain.
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IV. Modal Decomposition Results

This analysis section follows a structured progression from upstream to downstream, employing methods tailored
to analyze the local dynamics and statistics of each region. Given the initially periodic nature of the flow — whether
viewed as deterministically periodic in the early stages or “statistically periodic” (i.e., cyclo-stationary) later on — we
begin with statistical harmonic analysis tools. These tools are well-suited for investigating the earlier transition stages
up to approximately the point of maximum skin friction.

.95
(.4
(.85
(.5

.75

!

Fig. 3 Superposition of the dominant SPOD modes 11);1) at harmonic frequencies n in ascending order

(n = 1,2,4,8,16,32 harmonics). Q-criterion isosurfaces colored in the stream-wise velocity (Q = 10°),
corresponding to Re, = 2.25 — 4.75 x 10°.

The K-type transition, often termed fundamental due to the growth of instabilities caused by the fundamental
frequency and its harmonics, has been extensively investigated in the literature using harmonic Fourier analysis methods.
However, as this system is a turbulent flow that produces non-periodic statistical data, a naive (long-time) Fourier
transform is insufficient, as this kind of estimate of the spectral densities does not converge with increasing data. In
order to shed light on the spectral content of this flow and educe the most statistically dominant, convergent, harmonic
coherent structures from data that represents this flow at the important frequencies, we apply SPOD to the symmetric
and anti-symmetric components (s and q4 individually.

To statistically converge SPOD modes, the best-practice procedure to select the necessary time sampling and spectral
estimation parameters for the present K-type DNS is the following: The starting point is the fundamental (angular)
excitation frequency w; = 55, which results in a fundamental period of 73 = 0.1142. Since this is a turbulent flow,
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frequency contents below the lowest fundamental excitation frequency (e.g. subharmonics) could appear and having a
sufficient temporal resolution is necessary. Thus we choose to fit eight periods (a convenient power of two) into one
Nrrr window where we choose a reasonable resolution of Nprr = 512, giving each actuation cycle a resolution of
N1, = 64 snapshots. This choice results in a physical snapshot sampling time of Afgp,p = 1.785 X 103, This physical
sampling time must be exactly met by an integer multiple of simulation time steps Afpns. Using the CFL < 1 condition
as constraint, we thus obtain a fixed DNS simulation time step of Atpns = 5.95 x 107, i.e. we take a snapshot every
300 DNS time steps. The sampling time At leads to a sampling frequency of f; = 560.22, thus a Nyquist frequency of
Jfmax = 280.11, which has been determined to be sufficient to prevent aliasing. Thereby, the width of one frequency bin
Af, which is also the lowest frequency the SPOD can capture, is then

1
Af = foin = ——. 12
f = foin = 57 (12)
Now, to reach statistical convergence of the spectral densities we need a reasonable number of blocks (flow realizations)
Nblk, where

(13)

N, — N,
Mﬁz{_L_;ﬂLy

Nrrr — Novip

with an overlap N,y between blocks. We use a best-practice 50% overlap and determine with numerical convergence
experiments a number of blocks of Ny > 20 as sufficient. This ultimately leads us to (at least) N; = 5376 DNS
snapshots.

Figure 4 provides insights into the distribution of "signal to noise" between the symmetric and anti-symmetric
components in the data through the SPOD spectra for qs and q4. In the qs spectrum, a dominance by harmonics of the
fundamental forcing frequency f; = 8.75 is evident, with no discernible sub- or ultra-harmonic content. Furthermore,
a strong rank decay at all frequency peaks in qs indicates the presence of statistically dominant structures at the
fundamental frequency and its harmonics. The first SPOD modes capture on average 77% of the space-time energy
among the first 8 harmonic peaks and 57% on average for the remaining higher harmonics. Conversely, the q4 spectrum
is essentially flat, showing no distinct peaks and exhibiting very slow rank decay. This noise-like spectrum suggest that
there are little to no statistically preferential structures in the anti-symmetric component. Hence, the spectra reveal that
the statistically relevant harmonic coherent structures in the transition are all symmetric. While this might seem intuitive
given the symmetric periodic actuation, it is worth noting that many fluid flows with clear D1 symmetries exhibit strong
anti-symmetry in their modes (e.g., cylinder flow or general bluff body flows). Nevertheless, our harmonic analysis will
thus focus on the symmetric part, deferring the exploration of the anti-symmetric content until later.

The dominant coherent structures at a given frequency are represented by the symmetric 1st SPOD modes 11);1) ,
corresponding to the peaks f; = f,, of Fig. 4a. We can assemble them into a linear combination at the harmonics n € Z

ZE{w}ﬁf ()}, eI 4 q(x) (14)

n

with the time-averaged mean flow q(x), block-wise expectation operator E { -}nb and the 1st block-wise SPOD expansion

coefficients a( )(nb) with np, € [1, Npik], to reconstruct the dominant harmonic content of the entire transition process.
Then, we can dlrectly compare the results of various harmonic linear combinations of SPOD modes with those obtained
using a harmonic balancing method, as deployed in Rigas et al. [1]. It is worth noting that their study also involves one
additional decomposition into a spanwise harmonic basis in z. Specifically, eq. (14) is effectively an upper bound — as
these modes are educed “a posteriori” from fully resolved DNS data — and thereby provides the extent to which an “a
priori” truncated frequency domain model would be inadequate in capturing the complete transition mechanism at any
given level of truncation n. Fig. 3 holistically illustrates the progression of various linear combination levels of SPOD
modes at harmonics n with the Q-criterion

0 = 12|12 - [ISIP). (15)

the second invariant of the velocity gradient tensor that is comprised of the vorticity tensor £ and strain rate tensor S.
Congruent with results by Rigas et al. [1], indeed only a few SPOD modes are required to accurately reproduce the early
transitional, pre-skin-friction-overshoot dynamics. To qualitatively capture hairpin vortices in their early stages, a range
of 2-4 SPOD mode harmonics suffice to capture the A-vortices, the “legs” of the hairpins. Thereby, various early-stage
instability mechanisms including TS, streaks, varicose and sinuous oscillations are well-captured within the 4-harmonic
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Fig. 4 SPOD modal energy spectra for a) qs and b) q4 symmetric and anti-symmetric components, respectively,
and c¢) Streamwise energetic development of individual dominant SPOD modes 11);1) at the harmonic peaks n € Z
and different orders of their linear combinations.
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case, as demonstrated in [1], so we will not detail this further here. However, capturing even a semblance of the initial
train of Q ring-like vortex “heads”, occurring approximately between x = 0.55 — 0.65 (Re, = 2.75 — 3.25 x 10°),
already requires at least 8 SPOD harmonics. The second more convolved formation of Q vortices further downstream
around x = 0.65 — 0.75 appears qualitatively captured within n = 16 harmonics. However, observing e.g. the section
x = 0.55 — 0.6, one notices that adding these higher harmonics also produces higher wavenumber oscillations within
space that are not physical but merely a byproduct of the choice of a spatial basis that is harmonic in time. It requires
additional harmonics to cancel out the oscillations created by preceding modes. Thus, this flow needs a substantial
number of harmonics to construct spatially and temporally localized, compact structures via destructive superposition
and this is ultimately only fully achieved with the inclusion of all 32 available harmonics. This means that any harmonic
balancing method or other reduced-order modeling approach with a harmonic basis must incorporate an equal number
of frequencies in its modeling basis to correctly capture the entirety of mechanisms in the transition. Consequently, it
raises the question of whether a harmonic Fourier basis, whether in frequency or wavenumber space, is in fact the most
suitable choice for simulating or analyzing flow problems characterized by highly localized coherent structures

Nevertheless, we want to dissect and understand the energetic contribution of individual components. For that
purpose, we measure the streamwise energetic progression in form of the RMS of the total fluctuation vector as energy
metric, given by

V2k = \/E{u’2 V2 w2}y (16)

averaged in time, spanwise and/or wall-normal directions. This quantifies the average turbulent kinetic energy square-root
of a flow component in any given y-z-plane along the streamwise direction x. The choice of square root is intentional,
to be in the units of velocity and to not skew the view towards large or away from small values. Fig. 4c details that
streamwise energetic development for the optimal modes 11)(1) for both the individual frequency components as well
as for different levels of modal superposition. Congruent with Fig. 2a, it reveals that the early flow development
(Re, < 2.5 x 10%) is energetically dominated by the fundamental SPOD mode at f; (fundamental TS instability) as it
carries almost of the oscillatory energy until then, with only the harmonic f; trailing at low energy levels beneath it.
The higher harmonics only begin to take off beyond Re, > 2.5 x 10°, congruent with the departure of skin-friction
in Fig. 2b from the laminar solution and the appearance of A-vortices and all of them peak around the Cy maximum.
Observationally, there is a notable variability in the peaking behavior among different frequency components, as some
exhibit earlier peaks while others peak later, each with varying maxima. For instance, when f5 peaks, it demonstrates
locally higher energy compared to any other components — also evident in Fig. 4a, where /l(i) displays greater energy
than its adjacent harmonics. This variation in peaking behavior motivates an exploration of different triadic interactions
and energy transfers between triad combinations. Methods like Bispectral Mode Decomposition (BMD) [21], as
employed by Nekkanti et al. [22] in the study of forced and unforced jet flows, could offer valuable insights into these
dynamics.

More significantly, Fig. 4c highlights the convergence of the harmonic superposition of optimal SPOD modes towards
another notable statistical quantity. Specifically, the superposition of 32 SPOD modes aligns with the phase mean, which
itself represents the fundamental symmetric STPOD mode ¢ (equivalence will be shown in IV.B). These quantities
all represent the statistically prototypical, periodic transition scenario. Thus, one statistical benchmark to compare a
harmonic modal decomposition to is the periodic phase mean that encompasses the fundamental frequency and all
its harmonics. To develop a notion for “statistically periodic”, we briefly introduce the concepts of cyclo-stationarity
and phase-averaging: A process q(x, t) is cyclostationary [23] if its mean E{q(x,7)} and cross-correlation C(x, X, 7, T)
functions (with some time-delay 7) are periodic with fundamental period 7, expressed as

E{q(x,1)} = E{q(x,1 + T1)},
C(x,x,t,7) = C(x,x,1t + T1,7).

If q(x, ¢) contains a deterministic periodic component at cycle frequency nf; (where fi = 1/T} and n € Z, i.e. an
integer multiple of the cycle frequency), it exhibits first-order and second-order (& higher-order) cyclo-stationarity at
nfi. The second-order component q”(x, ¢) is defined as

q'(x.1) = q(x.1) — E{q(x, 1)}, (17)

which separates the deterministic first-order (tonal) component from the stochastic second-order (turbulent) component.
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Thus, for data that is phase-locked, the cycle-averaging operator is given by

q(x,1) = lim — Y q(x,z+mT), (18)

to obtain (x,) the periodic phase mean, where Ny, is the number of fundamental periods contained in the
data. Optionally, one can use one more decomposition into the stationary long-time mean q(x), such as in the
triple decomposition by Hussain and Reynolds [24] or utilized by Bake et al. [5], which results in q(x,7) =

alv) 1 alv N 1 (v )

{4 ) LAk 0.7 0.3 1.4 |

Fig. 5 Harmonic coherent structure of the transition at four different phases 077, 0.25T7, 0.571, 0.75T; within
the fundamental period 7| — identified by phase mean (fundamental STPOD mode ¢) and the order n = 32
harmonic superposition of dominant SPOD modes. Q-criterion visualization colored in streamwise velocity
(Q = 10%), corresponding to Re, = 2.25 — 5 x 10°.

We note that, as it is a priori unknown to what degree a given turbulence dataset is dominated by harmonic statistics,
we apply SPOD here that is generally optimal for statistically stationary flows. This is justifiable, as the present flow
statistics evolve through periodic, cyclo-stationary and finally statistically stationary (fully turbulent) regimes. On the
other hand, with the now a posteriori knowledge on the coherent harmonic content of the flow, one can opt to analyze
to what degree this modulates the cyclo-stationary second-order statistics q”(x, #) within the frequency domain, thus,
apply a more optimal spectral modal decomposition method that is specifically geared towards the statistics that are
centered around a periodic phase-mean, see Heidt and Colonius [25]. However, this was not the target of the present
harmonic de-/reconstruction study here, as we are interested in the spectral energy content, i.e., the structures and
energies contained in each frequency component in the classical Fourier sense.

Still, with the concept of cyclo-stationarity and the phase mean established, §(x,#) will now be taken as new
reference point for the next analysis section, i.e. the periodic phase mean will now be assumed as given and subtracted
from the data to focus on the generally non-harmonic, cyclo-stationary second-order statistics q” (x, 7).
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B. Breaking Periodicity and Symmetry — Path to Developed Turbulence
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Fig. 6 STPOD modal energy spectra for a) qs and b) q4 symmetric and anti-symmetric components respectively
and c) streamwise energetic development metrics of individual symmetric and anti-symmetric STPOD modes,
enveloped by streamwise energetic development of the total qs and q4 components.

In this concluding analysis section, we move beyond the Cy maximum into the turbulent regime, necessitating
a departure from the assumptions of periodicity and symmetry. The time dynamics here evolve from periodic to
quasi-periodic, eventually breaking periodicity and culminating in chaotic/turbulent behavior. As symmetry is broken
following the breakdown of periodicity, the applicability of harmonic analysis diminishes. Consequently, the need arises
for modal decomposition methods capable of identifying general space-time modes with non-periodic time trajectories.
In this context, STPOD emerges as a fitting choice for capturing the evolving dynamics in the later transitional regime.

In the context of this cyclo-stationary flow, STPOD amounts to a weighted singular value decomposition of the
space-time Hankel matrix, whose columns are each assembled by N; 7, flow snapshots within a given period. Thus,
the columns each represent different flow trajectory realizations from a given actuation cycle. Hence, the dominant
space-time mode naturally converges to the phase mean, verifiable by averaging the columns of the Hankel matrix. This
allows the formation of the fundamental STPOD mode through phase-averaging, enabling its subtraction from the
Hankel matrix and computation of STPOD without it. This aligns with statistics practices, as it is well-known that for
statistically stationary data with a non-subtracted long time mean that the mean is naturally recovered as first mode.
Analogously, for our cyclo-stationary data the phase mean is naturally recovered as first mode and can thus be subtracted
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to center the data. We can subsequently add it back as the Oth mode with constant expansion coefficients to describe a
(low-rank) reconstruction of the full flow field, i.e.

q(x,1) = q"(x,1) + q(x,1) Zd)mxtam()+qxt Z(bmxtam()—i—(bo(x,t), (19)

where a,,,(j) denotes the realization-dependent expansion coefficients with j € [1, Ny, ]. This aligns with common
convention in reduced order modeling [26, 27]. Irrespectively, the phase mean (whether identified as the 1st mode in the
no-subtraction approach or via phase-averaging) should be regarded as the fundamental space-time mode because it has
by far the highest space-time energy in the norm of eq. 4 (see Fig. 6a, red bar) and is orthogonal to the remaining modes
within numerical precision. For the purpose of this paper, we therefore denote the phase mean as the fundamental Oth
STPOD mode ¢, distinguishing it from the 1st non-fundamental STPOD mode ¢ ;5 (which becomes the 2nd mode in
the no-subtraction annroach) identified as a result of variance within the cvclo-stationarv turbulence data.

Fig. 7 Path to chaos — various STPOD modes at the same phase: 1) to 3) fundamental mode ¢, and
non-fundamental symmetric modes ¢, and ¢,g, Q-criterion isosurfaces (0 = 1 x 103, 1 x 103,0.3 x 103
respectively) colored in their own streamwise velocity; 4) w velocity component of the linear combination of
first 5 anti-symmetric STPOD modes, w = £0.02 isosurfaces (red:+, blue:—), all corresponding to Re, =
2.25—5.5 x 10°.

As Fig. 5 shows, the fundamental symmetric STPOD mode ¢, with its Q-criterion vanishing beyond roughly
x > 0.9 (Re, > 4.5 x 10°), is a coherent structure with compact spatial support representing the prototypical transition
scenario. Remarkably, Fig. 6¢ also reveals that the entire flow up to just before Re, = 3.5 x 10° is energetically entirely
described by the periodic dynamics of the fundamental STPOD mode, no other flow component exhibits any energy
up to that point. Here it is crucial to re-emphasize that STPOD (unlike SPOD or other harmonic analysis methods)
does not identify periodic structures by construction or by default — it does not impose any sort of assumption on the
time-dynamics of the to-be-identified modes. STPOD in general is applicable to even transient events [28], though, as
we define the finite time window as one actuation period, we can expect to recover cyclostationary statistics (periodic
dynamics) within certain modes that correspond to the early and transitional region, if they in fact have periodic
trajectories in the first place. On the contrary, we can expect statistically stationary statistics (non-periodic dynamics)
for modes corresponding to the later turbulent regime.

As detailed above, there is no doubt that ¢, describes a good amount of the dynamics in the boundary layer
transition process but only for the early and transitional regimes where the flow is periodic and cyclo-stationary. @,
becomes insufficient in representing the flow and describing its dynamics in the later regimes, further downstream
beyond the Cy maximum, where periodicity is broken. The first three non-fundamental symmetric STPOD modes ¢ g,
¢, and ¢ slowly arise around Re, = 3.4 x 103, Statistically, they represent the first signs of variance from the
purely periodic phase mean. Upon inspection of their dynamics, they themselves are also periodic, i.e.

Gs(xt > T1) = Gs(xt —0), m={1,2,3}. (20)

Dynamically, this means that as the flow, that initially starts out as deterministic with no variance and fully described by
the periodic @, progresses further downstream the first few bifurcations occur: Here g, ¢,g and ¢3¢ perturb the

13



Downloaded by Oliver Schmidt on February 6, 2024 | http://arc.aiaa.org | DOL: 10.2514/6.2024-0495

fluid state from the purely periodic limit cycle of the ¢, mode onto their own alternate limit cycles given by their own
dynamics. In the sum this creates a quasi-periodic trajectory in the local region around Re, = 3.4 — 3.7 x 10%, in
which the state switches unstably between the different components’ limit cycles. Mathematically, this is given by

ngs(x’f) = do(x,1) + bis(x,t)ais(j) + Gas(x,t)azs(j) + P3s(x,t)azs(f), (21)

where the subscript denotes the linear combination of the first 3 symmetric modes and the fundamental. The fiming and
amplitude of the switching is explicitly given by the respective expansion coefficients a;s(j), azs(j), azs(j) that vary
over the realizations j and thereby modulate the locally quasi-periodic dynamics.

The flow up to this point has been well-described by the fundamental and first three STPOD modes, i.e. q(x,?) ~
s s(x,7) up to Re, < 3.7. It is around this location where the fourth non-fundamental symmetric STPOD mode
¢, arises — Fig. 7 shows its slightly further downstream spatial support compared to ¢ ;g. Most notably, ¢,g is
characteristically different: It is the first mode within the symmetric STPOD spectrum in Fig. 6a to break the pattern of
periodicity. Upon inspection of its dynamics, there is a clear discontinuous jump in its trajectory from its last (t — 77)
to its first frame (r — 0), that is

bus(x,1 = T1) # Pys(x,1 — 0). (22)

All symmetric modes that follow become increasingly non-periodic and increasingly further downstream. Dynamically,
this signals the onset of chaos starting from this point. The thus far quasi-periodic state trajectory departs here from its
limit cycle(s) and does not return anymore after one or multiple periods.

x1073
0.02
> 1
0 L
x1073
.02
> 0.0 1
0 0
x107%
0.01 18
s 0 ¢
-0.01 HE
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
Re, x10°

Fig. 8 Time-averaged v/2k energy metrics of the qs and q4 components as various integrated spatial maps.
Top: qs integrated in z. Middle: q4 integrated in z (same color scale as top). Bottom: q4 integrated in y.

It is remarkable that so far, the entire flow has been completely symmetric and is hence entirely described by the
symmetry component qs. The first signs of the symmetry being broken occurs around Re, > 3.8 x 10°: As Fig. 6¢
shows, the v/2k energy metric of the total anti-symmetric component qu starts to lift off and increase as the flow
progresses downstream towards more developed turbulence. The individual anti-symmetric STPOD modes all start
to arise slowly, with no apparent preference one over another and none of the anti-symmetric modes have periodic
dynamics, as they are all located in the turbulent regime. This should not surprise, as already shown in the SPOD
spectra in Fig. 4b and confirmed again in the STPOD spectra of Fig. 6b, the anti-symmetric component qs exhibits a
noise-like, flat mode spectrum. Hence, we do not attempt to explain the spatial structure of the individual modes. The
fact that again there are no statistically dominant structures hints at the possibility that the symmetry breaking here
could be non-modal, however more investigation is needed.

A notable mechanism observed in the region that immediately follows (Re, > 4.1 x 10°) is the slight dip followed
by the apparent plateauing in the energy metric of the total symmetric component qg, suggesting a rapid transfer of
energy from the symmetric component to the anti-symmetric component. The upper and middle plots in Fig. 8 visualize
this, where the z-integrated v/2k energy metric for qg appears to cool off rapidly (after peaking in the C r-overshoot
zone), while simultaneously the energy metric for q4 increases. Fig. 7 further supports this by depicting the streamwise
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spatial support in form of the Q-criterion. The coherent vortices of the fundamental mode ¢, (and {5, P,g) start
breaking down rapidly, i.e. their Q goes into a more strain dominant than vorticity dominant state ||2||> < 20 + ||S||>.
Thus, the symmetric modes lose coherence as the anti-symmetric modes arise and gain in fluctuation and energy. Future
work on a cross-BMD between the qs and q4 components may shed light on the exact interactions that cause this
phenomenon.

Finally, as it is not useful to look at individual anti-symmetric modes (no statistically dominant structures) we can
attempt to find spatial patterns in the time-averaged v/2k energy metric of qu as a whole. The bottom plot in Fig. 8
depicts the y-integrated v/2k as spatial distribution in the x-z-plane and shows that the anti-symmetry appears to start
and have highest energy around the mid plane and periodic boundaries of the domain. Revisiting eq. (2), we note that by

definition
0

qa(x.y.2=0) = 0 , (23)
w(x,y,z = 0)

so if there is any non-zero w velocity (spanwise flow) on the midplane z = 0, the flow is anti-symmetric. Similarly, if
there is spanwise flow through the periodic boundaries that is also by definition anti-symmetric. Furthermore, the # and
v velocities of the anti-symmetry component on these planes are O by construction. Hence a non-zero fluctuation energy
on any of those planes signals the existence of a z velocity that is breaking the symmetry. Thus, Fig. 8 demonstrates
that, as the flow progresses downstream, the symmetry breaking statistically occurs through these planes first. For an
instantaneous visualization, the bottom plot of Fig. 7 shows isosurfaces of w velocity fluctuations of an exemplary
superposition of the first 5 anti-symmetric STPOD modes 953 A(x,1). Observing any continuous contour, whether blue
or red, that crosses the z = 0 plane or connects the spanwise periodic z = +0.015 boundaries means that the symmetry
is being broken at a given point.
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V. Conclusion

Our analysis of K-type boundary layer transition uses modal decomposition techniques to unveil the underlying
statistics and dynamics as the flow progresses from periodic excitation to fully developed turbulence. Harmonic analysis
using Spectral Proper Orthogonal Decomposition (SPOD) reveals the dominant coherent structures in the early and
transitional regimes. Our investigation shows that the early stages of transition are predominantly characterized by
periodic (cyclo-stationary), symmetric structures, as evidenced by the dominance of the fundamental SPOD mode
and its harmonics. This allows for the reconstruction of the dominant coherent transition mechanisms through a
linear combination of these modes. However, as the flow advances beyond the critical point marked by the skin
friction coeflicient (Cy) maximum, periodicity and symmetry begin to break down. To capture the evolving dynamics
beyond the periodic phase, we use Space-Time Proper Orthogonal Decomposition (STPOD), to identify non-periodic
spatio-temporal structures. The fundamental STPOD mode ¢, emerges as a coherent structure describing the periodic
cyclo-stationary state, offering an insightful perspective into the early transitional dynamics. As the flow progresses
further downstream, the emergence of non-fundamental symmetric STPOD modes (§5, $y5, P3g) signifies the
initiation of quasi-periodic behavior. This quasi-periodicity eventually gives way to chaos, marked by the appearance
of the fourth symmetric non-periodic STPOD mode (¢ ,45) and subsequent non-periodic modes. Simultaneously, the
anti-symmetric component gains prominence, indicating the breakdown of symmetry. We make observations about
the energy transfer from the symmetric to the anti-symmetric component, evident in the energy metric profiles. The
breakdown of coherent vortices and the appearance of anti-symmetry mark the transition to fully developed turbulence.
Symmetry breaking is identified first around the midplane and periodic planes, suggesting a spatially selective evolution
of anti-symmetry. In conclusion, our study offers a further understanding of the intricate dynamics in the boundary layer
transition, emphasizing the interplay between periodicity, non-periodicity and symmetry on the path to fully developed
boundary layer turbulence.
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