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A B S T R A C T   

While genetic variation in any species is potentially shaped by a range of processes, phylogeography and 
landscape genetics are largely concerned with inferring how environmental conditions and landscape features 
impact neutral intraspecific diversity. However, even as both disciplines have come to utilize SNP data over the 
last decades, analytical approaches have remained for the most part focused on either broad-scale inferences of 
historical processes (phylogeography) or on more localized inferences about environmental and/or landscape 
features (landscape genetics). Here we demonstrate that an artificial intelligence model-based analytical 
framework can consider both deeper historical factors and landscape-level processes in an integrated analysis. 
We implement this framework using data collected from two Brazilian anurans, the Brazilian sibilator frog 
(Leptodactylus troglodytes) and granular toad (Rhinella granulosa). Our results indicate that historical demographic 
processes shape most the genetic variation in the sibulator frog, while landscape processes primarily influence 
variation in the granular toad. The machine learning framework used here allows both historical and landscape 
processes to be considered equally, rather than requiring researchers to make an a priori decision about which 
factors are important.   

1. Introduction 

Inferring the processes that influence genetic variation in a spatial 
context is a key aim of phylogeography and landscape genetics (Avise 
et al., 2016; Manel et al., 2003). While both disciplines assay genetic 
variation from empirical systems, phylogeography gained prominence 
as researchers used Sanger methods to sequence organellar genes (e.g., 
Avise et al., 1987), while landscape genetics was more likely to utilize 
allelic markers (e.g., Allentoft et al. 2009). Early landscape genetic in-
vestigations utilized highly variable markers such as microsatellites to 
analyze the landscape processes that influence genetic variation across 
recent time scales (e.g., Manel et al., 2003; Holderegger & Wagner, 
2008). Conversely, phylogeographic investigations continued to utilize 
sequence data because the variation in these data accumulates over 
longer time scales (Carstens et al., 2013) leading to inferences from 
deeper time periods (e.g., Carnaval et al., 2009; Peterman et al., 2014; 
Smith et al., 2014). Despite their shared goal, the disciplines retained 
separate identities due in part to extrinsic factors associated with tem-
poral and spatial scales implied by various analytical analyses and in 

part to the assumption that different molecular markers were more 
informative at these different scales (Rissler, 2016). However, there is 
considerable overlap between these disciplines, particularly among bi-
ologists who are primarily motivated to learn as much as possible about 
their chosen focal species. 

Phylogeography and landscape genetics have benefited from recent 
technical advances in throughput sequencing (Garrick et al., 2015; 
Storfer et al., 2018), SNP sequencing protocols (e.g., Peterson et al., 
2012), and user-friendly bioinformatic processing software (e.g., ipyrad, 
Eaton & Overcast, 2020) have advanced to the point where researchers 
can collect genomic data consisting of thousands of SNPs from nearly 
any empirical system. These technologies have expanded the capacity of 
biologists to test hypotheses across a broad range of spatial and temporal 
scales (e.g., Myers et al., 2019; Vasconcellos et al., 2019; Wieringa et al., 
2020). While any researcher can investigate both the landscape pro-
cesses that influence genetic diversity and the deeper evolutionary his-
tory of their focal system using the same data, it remains the case that 
individual analytical methods are more appropriate to apply at either 
the landscape or phylogeographic scale. For researchers who collect 
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genomic datasets from natural systems, this wide range of potential 
methods presents a challenge because they are required to choose 
among a wide range of population genetic, landscape genetic, and 
phylogeographic methods for data analysis with little guidance as to 
which of these is likely to be most suitable. 

Several factors which are likely to be unknown for any focal system 
combine to determine what types of data analyses may be optimal in a 
particular system. For example, the appropriate unit of analysis (i.e., 
lineage, population, sampling locality) may be unclear, which could 
prevent researchers from analyzing their data with phylogeographic 
methods that often require samples to be partitioned into populations or 
lineages before analysis. Researchers who are interested in modeling the 
demographic history of a species (i.e., refugial structure, population 
bottlenecks, or expansions) often perform a clustering analysis to assign 
samples to populations that are then used in the demographic modeling 
(e.g., Leaché & Fujita, 2010; Fonseca et al., 2018). However, since most 
clustering algorithms do not consider continuous processes such as 
isolation by distance (IBD, Wright, 1943; but see Bradburd et al., 2018), 
erroneous population delimitation and subsequent bias in downstream 
analyses can result if continuous processes influence genetic variation 
(Bradburd et al., 2018; Frantz et al., 2009). Likewise, some landscape 
genetic analyses assumes that genetic variation is maintained as a bal-
ance between migration and drift and if historical demographic pro-
cesses such as demographic expansion have occurred the results could 
be biased (Wang, 2010; Bohonak & Vandergast, 2011; Epps & Key-
ghobadi, 2015). Finally, species boundaries may be unknown in the 
focal system, and this taxonomic uncertainty my lead to inflated esti-
mates of some parameters when samples from multiple species are 
analyzed under a population genetic framework (e.g., Carstens and 
Dewey, 2010). 

An integration of discrete historical factors and continuous landscape 
processes under a common analytical framework would enable re-
searchers to identify the factors that are important in shaping genetic 
diversity in the focal species. Such a framework could conceivably take 
one of several forms, including conducting landscape genetic and phy-
logeographic analyses independently and developing a statistical 
framework for synthesizing these results or by conducting a single 
analysis that attempted to account for both deeper historical and land-
scape factors. An integrative analysis could include the development of a 
full likelihood framework, but this is likely a daunting task due to model 
complexity (Beaumont et al., 2002). Simulation-based methods have 
been proposed (e.g., Currat et al., 2004; Landguth & Cushman, 2010) 
that simulate genetic data in a spatial context, and exploring a frame-
work developed around this option is clearly worthwhile. However, 
applying such a framework to empirical systems where life history pa-
rameters such as generation length, dispersal capacity, and mutational 
rates across the genome are poorly characterized will be challenging due 
to the impact that such parameters will have on simulation of genetic 
diversity. Integrating simulations within a supervised machine learning 
(SML) framework could enable the development of a more streamlined 
and efficient model. This might make it possible to design a less complex 
framework that is capable of identifying which factors (i.e., landscape, 
deeper historical) have most influenced the pattern of genetic diversity 
in the focal species (Schrider and Kern, 2018). 

SML methods are a variety of artificial intelligence that seek to train 
a predictive model using a pre-classified dataset. In this application, a 
model would be trained using datasets where only historical factors or 
only landscape factors were evident. Since both factors are likely to be 
present, pretraining can also occur with data where both factors are 
present. Here, we provide an example of how discrete historical and 
continuous landscape processes can be accommodated under a frame-
work that includes both types of processes. Our framework adopts a 
simulation-based approach that employs convolutional neural networks 
(CNNs), an artificial neural network (ANN) technique which mimics the 
biological neural network of human brain by artificially replicating the 
connection among neurons. While CNNs were developed for image and 

video classification, they can be applied to genetic data by changing how 
genetic data are represented in the analysis (Flagel et al., 2019). Rather 
than using summaries of the genetic data such as a range of statistics (e. 
g., Pritchard et al., 1999) or allele frequency spectra (e.g., Gutenkunst 
et al., 2009), a CNN approach incorporates an image of a DNA sequence 
alignment that has been processed to retain the salient features of the 
genetic diversity (e.g., Flagel et al., 2019). The advantage to this 
approach is that a priori decisions about the number of populations, the 
distribution of samples among populations, and the type of statistics that 
could be applied to summarize the genetic variation are not required 
(Fonseca et al., 2021). CNNs do not preclude the use of summary sta-
tistics, and other researchers have incorporated summary statistics into 
CNN frameworks (e.g., Blischak et al., 2021). In summary, an approach 
that (i) designs putative demographic and/or spatial models, (ii) simu-
lates datasets under these models, and (iii) compares processed align-
ments of these simulated data using CNNs may have the potential to help 
researchers identify the types of factors that have influenced genetic 
diversity in their focal system. In order to explore this idea, we applied a 
CNN framework to two datasets that were previously collected from the 
sibilator frog Leptodactylus troglodytes and the granular toad Rhinella 
granulosa, two broadly co-distributed Neotropical anurans with different 
ecologies and evolutionary histories (Fig. 1). 

2. Material and methods 

We use data collected from two Neotropical anurans that are broadly 
distributed in arid vegetations in northeastern Brazil to illustrate how 
demographic and/or spatial processes can be accommodated under the 
same framework. These species were chosen because each have been the 
subject of a recent investigation that focused on identifying the best 
model of historical demography (e.g., Thomé et al., 2021a,b), which we 
assumed for the purpose of this exploration. Information about the data 
collected from each species are present in Table 1. 

2.1. Neotropical anurans as a case study 

The species considered here differ in their natural histories. The 
Brazilian sibilator frog (Leptodactylus troglodytes, Anura: Lep-
todactylidae) reproduces in underground chambers, where it produces a 
foam nest that allows the eggs to develop in humidity before the tad-
poles hatch and complete their development in seasonal water bodies 
(Kokubum et al., 2009). This reproduction mode allows the Brazilian 
sibilator frog to reproduce continuously throughout the wet season. In 
contrast, the granular toad (Rhinella granulosa, Anura: Bufonidae) re-
produces in bouts of explosive breeding (Wells, 2007) that are tightly 
associated with heavy rainfall events (Narvaes & Rodrigues, 2009) and 
have a reproductive physiology typical of desert anurans (Madelaire & 
Gomes, 2016). The granular toad is more dependent on water bodies 
than the sibilator frog, as both its eggs and larvae are fully aquatic. 

The distribution of both species mostly overlaps, as both occur 
throughout the entirety of the xeric Caatinga biome (Fig. 1). The Bra-
zilian sibilator frog also spans the northernmost part of the Cerrado 
savannah to the west of the Caatinga, whereas the granular toad oc-
cupies the northern Atlantic Forest biome east of the Caatinga. The 
phylogeographic patterns of the two species exhibit genetic structure 
across the landscape (Thomé et al., 2021a,b). The evolutionary history 
of the Brazilian sibilator frog appears to have been influenced by his-
torical demographic events, such as population expansions and gene 
flow among discrete populations, while genetic diversity in the granular 
toad appears to be influenced largely by landscape factors, notably a 
pattern of isolation by distance across the landscape in which genetic 
similarity decays as a function of increased geographic distance (Thomé 
et al., 2021a,b). Other differences in their respective evolutionary his-
tories include population limits that coincide with the São Francisco 
river for the sibilator frog, whereas for the granular toad population 
structure is best explained by a regional asynchrony of the wet season, 
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which structures populations due to differences in breeding times. 
Furthermore, environmental differences clearly influence the genetic 
structure in the sibilator frog, which shows a divergent population in the 
Cerrado, whereas in the granular toad population structure does not 
follow the sharp gradient between the wet Atlantic Forest and the dry 
Caatinga biome. The uniqueness in the evolutionary history and ecology 
of these species, which are both anurans and broadly co-distributed, led 

us to choose them for this exploration of how CNN could be applied to a 
demographic modeling that incorporates historical demographic and 
landscape processes. 

2.2. Modeling demographic and landscape processes 

To evaluate whether deep time processes, landscape processes, or 

Fig. 1. Map showing the geographic distribution of sampled localities for (a) the Brazilian sibilator frog (Leptodactylus troglodytes) and (b) granular toad (Rhinella 
granulosa). Red, green, and blue circles represent north population (from Caatinga), south population (from Caatinga), and Cerrado population, respectively. Bar plots 
represent the membership probability for each species according to STRUCTURE and BAPS analyses. Map background depicts elevation variation in the study region, 
where elevation increases from blue (lower elevation) to red (higher elevation). T represents the divergence time and m the migration among the biological units. 
Photos: Ricardo Marques. 

Table 1 
Summary of sampling and data collected in two species investigated here. Shown for each species are the number of samples (n), the number of inferred populations 
(k), the number of sampling localities, the number of SNPs collected, the model selected from a phylogeographic model selection analysis, and the demographic 
inference made by the original research. Information is drawn from Thomé et al., 2021a,b.  

species n k localities SNPs selected model demographic inference 
Leptodactylus 

troglodytes 
159 3 59 15,080 divergence, demographic size 

change 
Pleistocene divergence with subsequent demographic expansion (Caatinga) or 
contraction (Cerrado) 

Rhinella granulosa 80 2 51 7688 divergence, gene flow isolation by environment via precipitation gradient  
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both shape patterns of genetic variation in these species, we built three 
evolutionary models that were designed to represent three extreme 
contrasts in the potential factors that could influence genetic diversity in 
a given species. The first of these was a historical demographic model 
that lacked any role for landscape processes, whereas the second was a 
model that only included landscape process. In this case, and isolation 
by distance (IBD) model was chosen because it represents process that 
common (Pelletier & Carstens, 2018), easy to simulate, and likely to be 
correlated with factors such as environmental distance in a terrestrial 
vertebrate. A third model that incorporates features of both the histor-
ical demographic and landscape models was also designed. 

For the historical demographic models (Fig. 2a), we used the same 
genetic structure, evolutionary relationships, and demographic history 
recovered by Thomé et al., (2021a) and Thomé et al., (2021b). Both 
papers conducted phylogeographic model selection and chose a single 
model with strong support using information theoretic statistics. Thomé 
et al. found three and two genetic populations for L. troglodytes and 
R. granulosa (Fig. 1), respectively, with signatures of demographic ex-
pansions for two genetics clusters in L. troglodytes (red and green pop-
ulations in Fig. 1a). We also included gene flow between all populations. 
For the sibilitator frog, we set the divergence time as minimum and 
maximum values as follow: T1) 500,000–1,000,000 generations before 
the present, and T2) 100,000–250,000 generations before the present. 
For the granular toad, we set the divergence time between 
250,000–750,000 generations before the present. Migration rates were 
also set using a uniform distribution (from 1.0 x 10-6 to 1.0 x 10-7). 

Finally, expansion time was set to have occurred between 10,000 and 
50,000 generations before the present. All of these values were derived 
from confidence intervals of the point estimates that were made under 
the selected demographic model in the original Thomé et al. papers. 

For the IBD model (Fig. 2b), we modeled a panmictic population that 
split into n demes (each deme is a geographic locality in the empirical 
datasets) 10,000–50,000 generations before the present. Population size 
on each was sampled from a uniform distribution (ranging from 50 to 
200 haploid individuals) using deme sizes that were informed by ob-
servations from the field. In the model, each deme is connected among 
them as a function of geographic distance (i.e., demes further apart 
experience less gene flow than demes that are closer). Since IBD is a 
model in which the landscape is homogeneous with respect to dispersal, 
we create a landscape raster where all grid cells had the same value. 
Because of the uncertainty on taxa dispersal capacity across the land-
scape, each grid cell had an associated resistance prior ranging from 2 to 
5 (reflecting low to high dispersal capacity). Then, we calculated the 
resistance distance among all points using the least-cost path function 
implemented in the R package “gdistance” (van Etten, 2017). Next, we 
converted the resistance matrix to a migration matrix by raising the 
resistance distance matrix to a second power and calculating its inverse. 
Thus, higher resistance values were associated to lower migration rate 
and vice-versa. We used such a function because we expect that gene 
flow decreases exponentially as geographic distance increases. The 
migration matrix calculated from the landscape resistance was used in 
the simulations as a proxy of genetic connectivity. 

Fig. 2. Models tested for the Brazilian sibilator frog (Leptodactylus troglodytes) and the granular toad (Rhinella granulosa). (a) historical demographic model, (b) 
isolation by distance model, and (c) model with features of the historical demographic isolation by distance models. Note that models (a) and (c) incorporate changes 
in effective population size (if present; see methods). 
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For the third model (Fig. 2c), we included features of the historical 
demographic and IBD models. We first created an IBD model as 
described previously and allowed the inclusion of the evolutionary 
relationship and demographic change in each locality (if present). To 
account for the genetic structure, we multiplied the resultant migration 
matrix by a uniform prior ranging from 0.01 to 0.05. This prior was only 
applied if two demes come from different genetic clusters. To account 
for the possibility of demographic change in each deme (if present), we 
sampled an ancestral population size from a uniform distribution that 
ranged from 3 to 40 haploid individuals, a number derived by distrib-
uting the total Ne across the number of demes. Finally, we account for 
uncertainty in cluster membership probability by averaging the indi-
vidual probability of all individuals present in a deme. Then, we 
assigned each deme to a population based on the average probability. 
For example, if a deme has a 90 % of chance of being from population A 
and 10 % from population B, this will represent the probability of this 
deme being part of population A or B on each simulation. 

We used fastsimcoal2 (Excoffier et al., 2013) to simulate 2,500 
datasets under each customized evolutionary model, which matched the 
empirical dataset in terms of the number of SNPs, localities, and in-
dividuals per locality. Customs R scripts were written to sort each SNP 
based on major allele frequency (higher to a lower frequency) after 
removing SNPs with the minimum allele frequency lesser than 5 %. 
Then, a second round of sorting was performed, from the point there was 
no more SNP within species 1, to sort SNPs within the second species. 
Within each species, individuals were randomly sorted. Next, we con-
verted the alignment of each simulation and dataset into a biallelic 
matrix, with n rows and k columns, corresponding to the number of 
samples and SNPs, respectively. This matrix (i.e., the ‘1’ and ‘0’ of the 
biallelic SNPs) was converted to a black and white image with each SNP 
corresponding to a pixel in the image. Finally, rows (representing in-
dividuals) were organized assuming always the same spatial configu-
ration. For the demographic model, we sampled individuals on each 
genetic cluster and assigned it randomly to a spatial locality that 
correspond to its genetic cluster. 

2.3. Model selection using machine learning 

We used a convolutional neural network (CNN) to calculate the 
relative probability of the different models given the empirical data for 
each species. We implemented a two-dimensional CNN architecture as 
follows: a two-dimensional convolution layer (kernel = 3 x 1) followed 
by a two-dimensional maximum pooling layer (kernel = 3 x 1). Then, the 
CNNs were flattened from the pooling layer and connected to an arti-
ficial neural network of 40 neurons and connected to the output layer 
with three neurons, each represent a different evolutionary model. For 
all layers, we used rectified linear unit activation functions (ReLU), 
except for the last one where we used a softmax function. This function is 
a generalization of the logistic function and used for multiclass predic-
tion. We compiled the CNN using the Adam optimization procedure 
(Kingma & Ba, 2015), a categorical cross-entropy loss function, and a 
mini-batch size of 100. We ran the CNN for 10 epochs. The CNN was 
trained using 80 % of the simulated datasets and used the remaining 20 
% to evaluate model accuracy. Lastly, we used the trained model to 
predict the model that likely generated the empirical dataset. We built 
all CNNs with the Keras python library (https://keras.io). 

SML approaches such as the CNN implemented here enable re-
searchers to analyze genetic data directly from a DNA alignment (e.g., 
Flagel et al., 2019; Fonseca et al., 2021; Perez et al., 2021; Torada et al., 
2019) rather than after dividing the samples into populations or lineages 
and then estimating some metric from these groups. While this shift may 
appear superficial, it transforms data analysis in three ways. (i) Avoiding 
summary statistics maximizes the retention of the information contained 
within genetic data. (ii) The analysis of DNA alignments sidesteps the 
potentially difficult question of choosing which summary statistics are 
best suited for a particular system (e.g., Prangle et al., 2014). (iii) 

Avoiding summary statistics allows models that include both deep 
population divergence and continuous processes such as genetic IBD to 
be analyzed in the same model selection framework, which greatly in-
creases the power of the resulting inference by increasing the range of 
potential processes considered by the analysis (e.g., Pelletier & Carstens, 
2014). 

3. Results 

Our simulation approach couple with machine learning showed that 
for the sibilator frog the historical demographic scenario (model 1) was 
the best supported model with probability of 100 % (Table 2). Mean-
while for the granular toad, we recovered the isolation by distance 
model as the best model (model 2), with over 99 % of the total model 
probability (Table 2). Both trained CNNs model had a high accuracy 
when predicting the test set labels, reaching an overall accuracy of 99.2 
% and 97.3 % for the sibilator frog and granular frog, respectively 
(Fig. 3). Our results are consistent with the findings reported by Thomé 
et al., (2021a) and Thomé et al., (2021b) in the sense that they show that 
the two species have distinct evolutionary histories that are likely due to 
differences in their life history and ecologies. These ecological differ-
ences likely impacted how each species responded to historical processes 
such as Pleistocene climatic fluctuations. Interestingly, the sibilator frog 
showed signals of recent population expansion in two of its three pop-
ulations and we recovered the demographic model as the best support 
for this species. Recent investigations have shown that Caatinga com-
munity have responded synchronous to past Pleistocene climatic fluc-
tuations (Bonatelli et al., 2021; Gehara et al., 2017). Thus, Quaternary 
climatic cycles likely promoted cycles of contraction followed expansion 
in the range of this species. Conversely, an isolation by distance model 
best described the evolutionary history of the granular toad, which 
showed no evidence of population size change over time. 

The model selection framework proposed here is computationally 
efficient. For example, under the historical demographic model each 
simulation requires an average of 7 s to conduct (~2 s to conduct the 
simulation in fastsimcoal2 and ~ 5 s to process the image). Models with 
a spatial component were more computationally demanding, taking on 
average ~ 15 s to create the migration matrix, ~40 s to run the simu-
lation, and ~ 5 s to process the image, but still reasonable. Once the data 
are simulated and processed, the actual analysis of the simulated dataset 
using the CNN is relatively fast. Each epoch of training required 
approximately 3 min, so the total CPU time required here was 30 min for 
the 10-epoch analysis. In total, the complete analysis would require 
fewer than 100 h on a modest computer (i.e., we generated these 
reference values using a 2018 Mac mini with a 1.6 GHz Intel Core i5 and 
8 GB RAM). The analysis is amenable to parallelization, for example the 
data simulation could easily be conducted on a cluster computer. 

4. Discussion 

Evolutionary genetics is challenging because every species has a 

Table 2 
Probabilities of model comparisons obtained from three diversification scenarios 
tested using convolutional neural networks (CNN) for the Brazilian sibilator frog 
(Leptodactylus troglodytes) and the granular toad (Rhinella granulosa). The overall 
accuracies of the trained model were 99.2% and 97.3%for L. troglodytes and 
R. granulosa, respectively.  

Model Leptodactylus 
troglodytes 

Rhinella 
granulosa 

Model probability Model 
probability 

Historical demographic model  1.0  0.01 
Isolation by distance model  0.0  0.99 
Historical demographic + isolation by 

distance model  
0.0  0.0  

E.M. Fonseca and B.C. Carstens                                                                                                                                                                                                             

https://keras.io/


Molecular Phylogenetics and Evolution 198 (2024) 108116

6

unique history and thus a unique response to their environment and the 
landscape that they inhabit. For example, even though the focal taxa are 
broadly co-distributed and have evolved under similar environmental 
and geological processes, they exhibit idiosyncratic evolutionary his-
tories. Research is made much more interesting by this reality, because 
the unique interplay among factors that include life history, habitat 
specificity, and ecological niche engender questions that can be explored 
and hypotheses that can be tested. For example, the focal taxa differ in 
their in their reproductive strategies; the Brazilian sibilator frog re-
produces continuously throughout the wet season, the granular toad is 
an explosive breeder with reproduction restricted to a short period 
annually. While the granular toad can be found in a broader range of 
habitat, the sibilator frog is also widespread. Genetic variation in the 
granular toad is best explained by landscape processes such as isolation 
by distance (Thomé et al., 2021b). In contrast, intraspecific genetic 
variation in the sibilator frog is largely shaped by historical divergence 
between the populations living in major biomes and sporadic gene flow 
that may be linked to climatic events (Thomé et al., 2021a). Notably, as 
data analysis was ongoing for the granular toad and the sibilator frog, it 
was conducted without a clear indication of whether landscape or his-
torical processes were most important to the focal taxon. As a result, 
both publications discussed both landscape and historical factors as 
potential forces that influence genetic diversity (Thomé et al., 2021a,b). 

Discordant genetic patterns among taxonomically-similar species 
have highlighted the importance of taxon-specific traits in phylogeog-
raphy and landscape genetics (Papadopoulou & Knowles, 2016; Zamu-
dio et al., 2016), and trait-based approaches have helped to elucidate the 
nature of discordant genetic patterns (e.g., Papadopoulou & Knowles, 
2016; Sullivan et al., 2019). Recently, Bonatelli et al. (2021) demon-
strated that habitat preference is one the strongest predictors of de-
mographic responses across many taxa in the dry diagonal region (a 
region encompassing our study area). For this reason, it may be that the 
ephemeral nature of the granular toad reproduction is responsible for 
mitigating the effects of historical climate on survival. In contrast, in the 
sibilator frog, Pleistocene climatic fluctuations likely led to demographic 
collapses and to periods of small population sizes because of the 
continuously reproductive behavior of this species and its preference for 
a drier habitat which was affected by Pleistocene climate dynamics. 

Knowledge about ecology, evolution, distribution, and population 

dynamics remains obscure for many species (Hortal et al., 2015). This 
uncertainty has important implications for data analysis. While re-
searchers have available dozens of different programs and frameworks 
to help them to address their scientific questions, the choice of analytical 
method is ideally informed by information about the life history, dis-
tribution, and population dynamics of the focal species. When such in-
formation is lacking, there is a higher chance that inappropriate 
analytical methods will be used. Phylogeography and landscape genetics 
originally relied on different kinds of genetic data. For example, phy-
logeography traditionally incorporated sequence data, inferred histori-
cal processes based on gene genealogies, and has more recently 
incorporated summary statistics such as site frequency spectrum, 
nucleotide diversity, Tajima’s D, and FST, that are calculated from 
discrete units (e.g., Garrick et al., 2020; Hickerson et al., 2006). In 
contrast landscape genetic investigations were traditionally based on 
allelic data such as microsatellites, and these data were analyzed in large 
part based on metrics calculated among demes or individuals (Waits & 
Storfer, 2015). More recently, researchers in both disciplines have begun 
to collect SNP data because these data are economical to generate in 
non-model systems. While the incorporation of these data has been a 
boon for both disciplines, they blur the distinction between them. One 
remaining difference is how genetic variation is partitioned, for example 
in lineages, populations, demes, or individuals. In contrast to methods 
such as Approximate Bayesian Computation (ABC), where choices made 
by the researcher about how to summarize genetic variation can influ-
ence the statistical power of the analysis (e.g., Beaumont, 2002; 2010), 
the use of alignment images here enhances the capacity to infer discrete 
and continuous genetic processes. 

As phylogeography and landscape genetics have become more 
reliant on model-based methods over the last decades, the choice of an 
analytical model is often based on researcher beliefs regarding the 
processes that might have shaped the genetic variation (Zamudio et al., 
2016). Since all models are inherently mis-specified to some extent 
given the complexity of the natural world (i.e., genetic drift, selection, 
hybridization, biological interactions, etc.), potential bias or erroneous 
inference can result if researchers choose an inappropriate analytical 
model (Koopman & Carstens, 2010). This is particularly problematic 
when researchers ignore either historical or landscape-level analyses 
when designing their investigations. In such cases, there is likely 

Fig. 3. Confusion matrix measuring the accuracy of the CNN on the training dataset. Numbers represent percentages, which were calculated based on 500 images for 
each model. 
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confirmation bias (Nickerson, 1998) in the resulting inferences about 
the empirical system (Carstens et al., 2009). Our findings showed that 
two species, largely distributed over the same geographic region and 
likely evolving under similar climatic conditions, have different evolu-
tionary histories. The inclusion of demographic and landscape genetics 
model under the same framework demonstrates the importance of 
including both discrete and continuous processes for a more reliable 
biological inference. 

5. Conclusions 

While thousands of investigations have been published that would be 
recognized as phylogeography or landscape genetics, it has been less 
common to explicitly consider landscape and deeper historical processes 
in the same investigation. Conducting an integrated analysis is possible 
when the genetic data can be analyzed in a framework that allows for 
both demographic history and landscape processes. Our work is a first 
step towards such a framework, but it can be improved by increasing 
both the number and variety of models. The incorporation of processes 
such as natural selection may be a logical expansion of the approach 
described here, as would information about habitat suitability and 
landscape resistance to dispersal. SML coupled with simulation-based 
exploration of models that incorporate both historical and landscape 
factors represent an important direction for molecular ecology because 
it can potentially unite multiple processes that accumulate over evolu-
tionary time scales to processes acting in the present. It joins a growing 
number of research investigations that incorporate artificial intelligence 
approaches. For example, Thom et al. (2021) used artificial neural 
network and a stepping-stone model to demonstrate that populations in 
tropical mountains in the Brazilian Atlantic Forest have high rates of 
gene flow, and Pless et al. (2021) implemented a random forest analysis 
to map landscape connectivity in an invasive mosquito in North Amer-
ica. Burbrink et al. (2020) used an artificial neural network to infer how 
landscape and environmental features predicted the genetic structure of 
North American rat snakes and demonstrated that their model could 
accurately predict genetic distance. Kittlein et al. (2022) trained a CNN 
to predict local FST and mean allelic richness in a landscape genetic 
investigation. Like our work, the flexibility of the artificial intelligence 
methods utilized by these studies allowed researchers to ask (and 
answer) questions that were tailor-made to their focal systems 
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