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A multiple access channel describes a situa-
tion in which multiple senders are trying to for-
ward messages to a single receiver using some
physical medium. In this paper we consider
scenarios in which this medium consists of just
a single classical or quantum particle. In the
quantum case, the particle can be prepared
in a superposition state thereby allowing for a
richer family of encoding strategies. To make
the comparison between quantum and classi-
cal channels precise, we introduce an opera-
tional framework in which all possible encod-
ing strategies consume no more than a single
particle. We apply this framework to an N-
port interferometer experiment in which each
party controls a path the particle can traverse.
When used for the purpose of communication,
this setup embodies a multiple access channel
(MAC) built with a single particle.

We provide a full characterization of the N-
party classical MACs that can be built from a
single particle, and we show that every quan-
tum particle can generate a M AC outside the
classical set. To further distinguish the capa-
bilities of a single classical and quantum parti-
cle, we relax the locality constraint and allow
for joint encodings by subsets of 1 < K < N
parties. This generates a richer family of clas-
sical M ACs whose polytope dimension we com-
pute. We identify a "generalized fingerprint-
ing inequality" as a valid facet for this poly-
tope, and we verify that a quantum particle
distributed among N separated parties can vi-
olate this inequality even when K = N—1. Con-
nections are drawn between the single-particle
framework and multi-level coherence theory.
We show that every pure state with K-level
coherence can be detected in a semi-device in-
dependent manner, with the only assumption
being conservation of particle number.

1 Introduction

A quantum particle is fundamentally different than
its classical counterpart. From the second quantiza-
tion picture, a quantum “particle” can be regarded as
a single mode excitation of some field, and hence it is
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endowed with certain wave-like features that a clas-
sical particle lacks. Modern experimental techniques
are able to individually address these quantum parti-
cles, or “quanta”, and use them for information pro-
cessing. Hence it is a practically relevant endeavor to
identify the advantages that a single quantum particle
can offer in some particular information task over a
classical particle. This provides an operational com-
parison between classical and quantum information
systems in terms of one of their basic building block
— particle.

In this work, we consider the task of multi-party
communication with N spatially-separated senders
(A1, Az, ---Ay) and one receiver (B). The receiver
B obtains some output data b that depends on the
collection of messages (a1, a2, -+ ,an) chosen by the
senders. Ideally, b would be a perfect copy of all the
N messages, b = (a1,az2, - ,ay). However in prac-
tice there are some physical limitations that prevent
perfect communication. In such scenarios, the com-
munication is described by the transition probabilities
p(blay ---an). The distributions p(bla; - --ay) col-
lectively represent a multiple-access channel (MAC)
[1, 2]. Ultimately, the probabilities p(blay - - -an) are
determined by the particular physical system used to
transmit the information. The question we raise here
is what MACs can be generated under the restriction
that the communication channel be implemented us-
ing only a single particle, with none of its internal
degrees of freedom being accessible. More precisely,
information is only allowed to be encoded in external
relational degrees of freedom, such as what particular
points in space-time the particle occupies. We are in-
terested in comparing the MACs that can be realized
when a quantum versus classical particle is used to
transmit information in this way.

This question can be pushed in a variety of dif-
ferent directions. In point-to-point communication,
one very active line of research considers communica-
tion enhancements that can arise when a single quan-
tum particle is subjected to different configurations
of quantum communication devices [3]. For instance,
non-classical effects can be generated when a parti-
cle is subjected to two noisy channels with indefinite
causal order [4-9].

It is also possible to explore the communication
power of a single particle that travels through chan-
nels in a superposition of different trajectories or
times [3, 10-12]. In these strategies, the superposition
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in trajectories or causal order have to be determined
by an extra control bit, and there are subtleties in in-
terpreting precisely what types of enhancements are
physically realizable [13]. In this paper, we adopt a
more basic model in which quantum superpositions
are limited to just the spatial path traveled by the
particle and accessed by the different senders. The
encoding of information is delocalized among the par-
ties (A1, A, -Ayn), and the encoding is assumed to
be implemented at a definite moment in time. Yet
even in this more familiar and simpler setting, oper-
ational advantages of using quantum versus classical
MACs can be identified.

Consider, for example, the task of quantum finger-
printing. In the two-party scheme, the goal of this
task is for receiver B to decide whether or not a; = as
based on some partial information sent from A; and
Ao, which represents their “fingerprints” [14]. While
there are many variations to the problem, one version
compares the task when A; and A have pre-shared
classical versus quantum correlations [15-17]. As ob-
served by Massar [16], a single quantum particle ini-
tially prepared in a spatial superposition state can be
used for B to decide if a; = as when ay,as € {0,1}, a
feat that is impossible with a single classical particle.
In this example, parties A; and A, encode the parity
of their bit values in the phase of the single-particle
state.

The results of this paper are inspired by this finger-
printing task but go well beyond it. Mathematically,
every classical single-particle fingerprinting protocol
can be described as a point in a polytope, the so-called
“classical polytope”. The best possible classical finger-
printing protocol, in terms of the probability that B
correctly decides matching inputs, lies on the bound-
ary of this polytope. Using a single quantum parti-
cle allows for protocols that go beyond this boundary,
thereby identifying a genuine quantum advantage. As
we move to more senders and more inputs/outputs,
the classical polytope becomes much more complex,
and the classical-quantum boundary is no longer char-
acterized by the simple fingerprinting task. One goal
of this paper is describe new features that emerge in
this higher-dimensional polytope that do not reduce
to two-party fingerprinting.

Other sources of inspiration for this work are a
series of recent results showing different types of
single-particle enhancement in quantum communica-
tion. Del Santo and Dakié¢ have devised a protocol
that allows for two-way communication between two
parties using a single quantum particle, whereas the
communication is always one-way if a single classical
particle is employed [18]. A cascaded implementation
of the Del Santo and Dakié¢ protocol has also been de-
vised in which one of the parties can gain even more
information through the use of a single particle [19].
Advantages of quantum particles in the reverse com-
munication setting of two senders and one receiver

have also been discovered [20], and very recently, Hor-
vat and Daki¢ have found that the superposition state
of a single particle can provide significant enhance-
ment to the speed of information retrieval in some
globally-encoded data [21]. More generally, methods
are known for mapping multi-qubit quantum informa-
tion into the spatial or temporal degrees of freedom of
a single photon [22, 23]. These results reveal the re-
source character of single-particle superposition states
for building enhanced multipartite classical communi-
cation channels. It is natural to consider how powerful
this resource can be for generating classical channels
and whether it can be formally characterized in the
context of a quantum resource theory [24-26].

Traditional studies of quantum-enhanced MACs
have focused on the capacity rate region [27-29],
which quantifies the optimal asymptotic communi-
cation rates between the senders and the receiver.
From an information-theoretic sense, this is perhaps
the most natural object to consider. However, capac-
ity is just one property of a channel, and two differ-
ent channels can have the same rate region. Conse-
quently, a comparison of rate regions can be too broad
for the purpose of separating classical and quantum-
generated MACs. Our analysis is fine-grained in that
it distinguishes MACs on the level of individual tran-
sition probabilities p(b|a; - - - an). This has the advan-
tage that, when expressed in terms of these probabili-
ties, the collection of MACs generated by a single clas-
sical particle forms a convex polytope, provided the
output variable is binary. This allows us to employ
standard techniques from convex analysis to construct
experimentally-implementable methods for certifying
non-classical MACs.

The main results of this paper and its organization
are as follows. In Section 2, we propose an opera-
tional framework for building multiple-access chan-
nels with a single particle based on an N-path inter-
ferometer experiment. Sender A; encodes information
along path 7 using a map that obeys the central con-
straint of not increasing the overall particle number
(as characterized in Eq. (9)). Included in these al-
lowed operations are phase encoding and path block-
ing [30], the latter is also known as vacuum encoding
[3, 12]. We also introduce communication models in
which shared randomness is introduced and other re-
laxations on the allowed operations are considered.
The interested reader can jump to Section 2.4 and
compare the figures within for a high-level overview
of the different models we consider.

In Section 3 we analyze the structure of classical
local MACs in more detail. In Theorem 1, we show
that these MACs are characterized entirely in terms
of vanishing second-order interference terms. Roughly
speaking, this means that the particular linear com-
bination

I = p(blai, a;) + p(bla;, aj) — p(bla;, a;) — p(blai, aj)
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must equal zero for any output b and arbitrary inputs
ai,a;,aj,a’; chosen by parties A; and A;. The quan-
tity I is well-known in the study of double-slit exper-
iments [31-33], and here we prove that its vanishing is
essentially the only constraint that assures the MAC
has an implementation using a single classical particle.
A similar observation for binary input/output MACs
was made independently in Ref. [34]. In contrast, ev-
ery quantum state with a non-zero off-diagonal term
in the path basis can generate I # 0, as explicitly
shown in Section 4 Proposition 9.

We also consider the family of MACs obtained by
partially relaxing the locality constraints on the en-
coders and allowing joint encoding schemes among
subgroups of size K < N. In low dimensions, the re-
sulting classical polytope is presented in Section 3.2.
For arbitrary N and K, we show that the classical
polytope exhibits a tight facet inequality, which we
call the generalized fingerprinting inequality [21]:

K+1
=1

This inequality is shown to be violated by a fully lo-
cal quantum MAC in Section 4, a result previously
demonstrated in Ref. [21] but one we slightly opti-
mize here. Along the way we also derive a number of
other structural properties of single-particle classical
and quantum MACs. Finally, in Section 5, we draw a
direct connection between our framework and the re-
source theory of multi-level coherence. In particular,
we design new semi-device independent witnesses for
multi-level coherent states.

Near the completion of this manuscript, we became
aware of another paper [35] by Horvat and Daki¢ that
is similar in spirit to this work. The setup in their
paper also involves local encoding in an N-path inter-
formeter, however the restriction to a single particle is
not made and the analysis focuses on the emergence
of higher-order interference effects. The latter refers
to realizing nonzero values for the quantities

K
> TIED»p0las, - ak),

ar, - ax €{0,1} i=1

with K = 2,--- , N. Notice that K = 2 corresponds
to the second-order interference given above. The
quantity Ix arises naturally in K-slit interference ex-
periments, and while quantum mechanics can gener-
ate Iy # 0, it is known that Ix = 0 for K > 2 in all
standard single-particle quantum mechanical setups,
an intriguing fact that has motivated multiple studies
into the nature of higher-order interference [30, 35—
40]. In Ref. [35], it is shown that Irx can nevertheless
be nonzero in interferometer experiments involving K
particles, while Ik still vanishes in K-particle exper-
iments when K’ > 2K. In Section 4.3 of this paper,
we describe a similar effect in single-particle inter-
ferometer experiments. Namely, when K parties are

Ix =

allowed to jointly encode on a quantum system of just
one particle using operations constrained to particle-
number conservation, Isx can be nonzero, but [x
vanishes for all K’ > 2K. We thus see Ref. [35]
and this work as being complementary and reflect-
ing once again the richness of N-path interforemeter
experiments for demonstrating quantum information
primitives.

2 Definitions and Operational Frame-
work

Let us now introduce our framework in more detail.
In Subsection 2.1, we will provide a general recipe
for building MACs with M quantum particles. Mov-
ing beyond that section, we focus exclusively on the
single-particle case with M = 1. In Subsections 2.2
and 2.3, the structure of single-particle MACs is an-
alyzed for both a quantum and classical particle. In
Subsection 2.4, we include shared randomness as an
extra resource, which further modifies the communi-
cation setup. Finally, in Subsection 2.5, we partially
relax the locality constraint on the N senders and in-
troduce the idea of (N, K)-local MACs.

2.1 MACs with Quantum Particles and
Number-Preserving extendible Operations

We model our communication scenario as a gen-
eralized N-port interferometer experiment in which
sender A; sits along path ¢ and wishes to send a clas-
sical message a; drawn from set A; (see Fig. 1).
We denote the full collection of senders as A =
(A1,Aq, -+ ,An) Throughout this work we will as-
sume that all message sets are finite, and they can
thus be represented by a set of non-negative inte-
gers. For an arbitrary real number x, we denote
[x] :={0,---,|z] — 1} so that A; is in a one-to-one
correspondence with the set [|.4;]]. We will be par-
ticularly interested in the binary set [2] = {0,1} and
its N-fold Cartesian product [2]V := {0,1}*V. For
a general Cartesian product of input sets A; we sim-
ply write A := A; x Ay x --- x Ay, and likewise for
random variables A; we write their joint variable as
A :=A1Ay--- Ay. For an output set B, the N-sender
MACs we consider are the collection of stochastic
maps ppja : A — B whose transitions probabitilies
we denote by p(bla) for b € B and a € \A. In this way
PB|a can be viewed as a (|B|-|.A|)-dimensional vector
with coordinates being p(b|a).

In a general M-particle communication experiment,
an M-particle state p? is prepared and sent along the
N possible interferometer paths, with its final desti-
nation being the receiver B. Here p® has support on
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Figure 1: A physical implementation of the MAC pg|4 using
a single particle and a generalized interferometer setup.

space

Y-
(1)

where {|0)a,,|1)a,, - - - } are number states for the par-
ticle along path i. We assume the particles are of the
same species, and an additional restriction holds de-
pending on whether they are fermions or bosons. In
the fermionic case, we must have |z;| < 1 while no
such constraint holds for bosons. To encode the mes-
sage a;, sender A; performs some completely-positive
trace-preserving map 5:\; so that the final state ob-
tained by B has the form

"HQ[ = span{|x) := |z1)a, - - |ZN)A

Oay-any = gﬁll @ ® gé\fv\] (0" (2)
The decoding by B is performed using a positive
operator-valued measure (POVM) {II;}pep so that
the generated MAC has transition probabilities

plblas-+-an) = T [(Gayoay)].  (3)
Here we do not require that the output set B be equiv-
alent to the input set .A. For instance in the task of
quantum fingerprinting described above, B = [2] and
the value b just represents partial information about
the collective inputs (a1, as, - ,an).

The crucial aspect of our approach is that we de-
mand a strict accounting of all particles used in the
communication protocol, and we prohibit the use of
more particles than what is present in the initial state
p. Hence, the local encoding maps Sﬁfj need to be re-
stricted so that they cannot increase particle number.
Even more, to make this constraint experimentally
feasible, we require that each map be implementable
by a process that preserves overall particle number.
This can be modeled by giving party A access to a
collection of ancilla ports Ei,Es, -+ Ex, with each
port j =1,---, K having its own set of number states
{|0YEi |1)Bi ...} (see Fig. 2). Here we have tem-
porarily omitted the party-labeling subscript on A for
simplicity. A valid encoding map will then have a

|0) : E:
|0) ] E2

0)—— Ua Ex
From ﬁ

Particle Source

Decoder

Figure 2: The number-preserving extendible (NPE) encod-
ing maps have a dilation in which overall particle number is
preserved. The effective channel on system A is obtained
by tracing out the ancilla systems F1, Ea,--- , Ex, and the
output is sent to the decoder.

dilation U on systems A, E;,--- ,Ex that is number-
preserving extendible. More precisely, for every inte-
ger 0 < J < M, the dilation U must satisfy

Ullz)alr) € My (4)

whenever z + Zfil x; = J. Since no additional parti-
cles can be introduced along the path to B, we require
that the ancilla systems always begin in the vacuum
state [0)g := |O)g, -+ |0)g,. Then every allowed en-
coding map on system A will have the form

EM) = Tre [UG @ 0)0FUT],  (5)

where U has the block-diagonal form of Eq. (4). It
is natural to assume that each party has access to
some local randomness, and so convex combinations
of these maps are also allowed.

B TR )EK]

Definition 1. A completely positive trace-preserving
(CPTP) map is called number-preserving ex-
tendible (NPE), if it can be extended as written as a
convex combination of channels each having the form
of Eq. (5).

The structure of an NPE map £ can be character-
ized in terms of its Kraus operators. Here we restrict
attention to M bosons occupying the input mode of
party A since the fermionic case is formally equivalent
to the M = 1 bosonic case. Let E := E,--- ,Ex de-
note the collection of all ancilla ports for a given NPE
operation. We then write

M
U= [$m)(m, 0" (6)

m=0

where

W)m Z ‘k |§0mm k (7)

and | @, m—k) is an (m — k) particle state for systems
E. Let {|eyx)}nr be an orthonormal basis of HE
such that |e, ») is an m-particle state. Here, A =
1,---, (”Jrlrf*l) is ranging over the number of ways n
particles can be distributed among the K ancilla ports
E. Then a partial contraction with |e,, 1) on systems
E will lead to

<en,>\|¢m>AE

= Cpam|m —n) (8)
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with ¢, »m = 0 if n > m. Thus, the induced map on
system A will have Kraus operators

M
En,)\ = Z cn,/\,m‘m - n> <m|7 (9)
m=n

with n = 0,--- ,M and A = 1,---, ("5 71). The
range of A can grow unbounded for each value of n > 0
by taking more ancilla ports; however when n = 0,
there is only one permissible value of A regardless of
the size of K. Each F,  can be seen as a matrix
whose only non-negative elements are on the n*® up-
per diagonal. Conversely, suppose we have a complete
set of Kraus operators having the form of Eq. (9). A
number-preserving dilation can be formed by defin-
ing states [@m,m—k) = D\ Cm—k,A,m|€m—k,x) and then
using the above construction. We summarize in the
following Proposition

Proposition 1. A CPTP map £ is NPE if and only
if it is a convex combination of CPTP maps, each
of which has Kraus operators {E, x},,n satisfying
Eq. (9) for some finite K.

We note that these operations represent a subset of
U(1)-covariant operations [41]. However there is a
subtle constraint on the index A when n = 0 that
does not appear in the definition of a U(1)-covariant
map.

2.2 MACs with a Single Quantum Particle

In this work, we focus on MACs that can be generated
by a single particle and so henceforth we will take
M = 1 exclusively. In this case, the structure of a
general NPE map has a particularly nice form. From
Eq. (9), a full set of Kraus operators will have the form
{A, B\, with A = ((1) 2) and By = (8 2 ), and the
normalization constraint being 1 = |y|2+ ", 2] It
is easy to see this map can be equivalently represented
by Kraus operators {4, B} in which

Gy o

with z = 3", [23|>. In summary, for M = 1, an NPE
operation is simply a mixture of amplitude damp-
ing channels. Furthermore, to physically implement
them, no more than a single ancilla port E; is needed,
e.g. phase encoding with |y| = 1 and path block-
ing with y = 0 can be realized with no ancilla port,
and an arbitrary damping operation with 0 < y < 1
can be implemented by coupling vacuum state with a
beam-spiltter.

Definition 2. For fixed input/output sets A and B,
an N-local quantum MAC is any channel in which
p(blar - an) = Tr[Up(0a;.ay)], With 04,...ay being
a single-particle state encoded by NPE operations.
The collection of all such channels will be denoted as
On(A; B), or simply Qn when the input/output sets
are clear.

It is also interesting to consider the family of MACs
that can be generated by a fixed input state p® under
the restriction of NPE encoding. We will write this
set as On(A; B;p), or simply Qn(p). According to
the formalism introduced here, we thus have

U o~ (11)

pEB(HY)

On =

2.3 MACGs with a Single Classical Particle

The classical case can easily be modeled by taking the
initial state p® to be diagonal in the number basis.
The classical NPE operations correspond to U being
a permutation in Eq. (4) and the decoding POVM
being a projective measurement in the number basis
followed by some post-processing of the measurement
outcome.

To characterize the generated channels, we work
this process out in more detail. Every single-particle
classical state has the form

N
pa = Zpi|ei><ei|a (12)
=1

where e; is the " unit vector and |e;) :=
|0)a, -+ |1)A, -+ |0)ay. This can be understood as
sending a classical particle (like a tennis ball) along
path 7 with probability p;. A local NPE operation
amounts to stochastically letting the particle continue
along its respective path or blocking it from reaching
B. For each party A;, we can model this action by a
collection of encoding maps ¢; : A; = M; := {0,e;}
with ¢;(0]a;) being the probability that the particle
along path 7 is blocked for input a; and g;(e;|a;) be-
ing the probability that it is transmitted. Hence for
input state |e;)(e;|, the state received by B is

00, = @ 10)(01N ® £ (|1)(1))
i
= qieilai)lei)(ei® + q;(0]a;)|0) (0. (13)

The decoding process of party B is defined by a pro-
jective measurement with classical post-processing.
Physically, this amounts to party B examining each
path to see if it contains a particle, and then sam-
pling from B with probability distribution d(ble;) if
a particle is received along path ¢ and distribution
d(b|0) if no particle is received. The stochastic map-
ping d : UN, M; — B with transition probabilities
d(ble;) is referred to as the decoder, and the channel
obtained after averaging over all input states is

N

p(blar---an) =Y pild(b]0)gi(0]a;) +d(blei)gi(eila:)]
i=1

(14)

Definition 3. Any channel admitting a decomposi-

tion like Eq. (14) will be called an N-local classical
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MAC. For given input/output sets A and B, we de-
note the family of all such channels by Cy(A; B), or
simply Cy.

2.4 Shared Randomness Models

We can modify the communication setup of Fig. 1 by
equipping the senders and receiver with various addi-
tional resources. In this section, we introduce three
additional communication models that have clear op-
erational meaning. We will see that these three mod-
els, along with Cy previously defined, are all equiva-
lent when the output is binary (Proposition 2) , while
they may be distinct when |B| > 2 (Tab. 1). Let us
begin by recalling the general definition of a MAC in
Cn (A, B):

p(blay - -- sz Z d(blm)g;(m|a;). (15)

m=0,e;

2.4.1 Which-Path Information

Our first generalization allows the decoder to share
correlations with the particle source (see Fig. 3).
Operationally, this model captures the scenario in
which the decoder knows which path the particle
takes in each run of the experiment. Crucially in this
model, when the decoder receives no particle, he/she
knows which party performed the blocking operation,
whereas for channels in Cy this information is not
known. MACs generated in this scenario will have
transition probabilities of the form

p(blay -+ ay Zpl Z d;(blm

m=0,e;

Qz ml“l) (16)

and we denote the collection of these channels by

~ (A, B). Notice that now the decoding function d;
can depend on the path i. The set Cj (A, B) arises
most naturally in the context of nonlocal games where

Ay

e

As

— Ea,

Ax

de 1

Encoders 1

Decoder

| Particle
n| Source

Figure 3: When randomness is shared between the source
and the decoder, the decoder knows which path the particle
takes, and the generated channels have the form of Eq. (16).
These MACs constitute the set Ciy (A, B).

the decoder B (often called a “referee”) both prepares
the particle and receives it in the end [21, 42].

2.4.2 Global Shared Randomness

An even more general model allows for shared ran-
domness between the particle source, the encoders,
and the decoder (see Fig. 4). In the classical
case, this describes the convex hull of Cx (A, B), de-
noted by conv[Cn(A,B)], and a general MAC in
conv[Cy (A, B)] has the form

p(blas - th Zptuzd blm, A)g;(mla;, \)

m=0,e;
N
= Z szd (blm, A)gi(mlas, A).
i=1 m=0,e;

(17)

One way to interpret the difference between Eqns.
(17) and (16) is that Eq. (16) still allows for some pri-
vate randomness in the local encoding ¢;(m|a;). This
is no longer the case for MACs in conv[Cy (A, B)],
and without loss of generality it can be assumed that
the g;(m|a;, \) are deterministic functions in Eq. (17)
since any randomness can be absorbed into the dis-
tributions #y;.

2.4.3 Separable MACs

A final classical model we analyze is simply a con-
vex combination of point-to-point channels between
senders A; and receiver B. This scenario removes the
one-particle constraint entirely while still maintain-
ing locality. Since we provide a full characterization
of these MACs in Section 3.1, we highlight them in
the following definition.

Definition 4. Any N-party MAC whose transition
probabilities decompose like

N
pblar---an) =3 pigibla),  (18)
i=1

Shared A A
Randomness
Er

L1 &g
Particle Q

Source |, An
- |

Encoders

Decoder

Figure 4: When randomness is shared between the source,
the encoders, and the decoder, the generated channels have
the form of Eq. (17). These MACs constitute the convex hull
of C and is denoted by conv|[Cn (A, B)].

Accepted in (Yuantum 2022-02-07, click title to verify. Published under CC-BY 4.0. 6



Ay

Eﬂ_l

As

Ea B

2

Particle l— N,
Source Ax i AN

| e Decoder

Encoders

Figure 5: A physical implementation of the (N, K)-local
MAC pp|a using a single particle, where at most K parties
are allowed to encode jointly (the case K = 2 is depicted).
Classically, the joint encoding will be simply implemented as
a permutation between K paths and the vacuum ancilla port.
The joint encoding will be represented by stochastic encoding
maps gs : X s As = Ms where Mg = {0,e,:5s€ S}

will be called separable. We denote the set of sep-
arable MACs by Cl(iep) (A; B), or simply Cl(iep) when
the input/output sets are clear.

Physically, any MAC in Cﬁep)(A; B) can be im-
plemented by point-to-point communication between
party A; and B with probability p; and using a noisy
channel with transition probabilities g;(bla;). Such
communication could be facilitated by introducing
more particles to the system or using internal degrees
of freedom of the single particle.

By examining Eqns. (15) — (18), we see that

N (A; B) C Cliy(A; B) C conv[Cx (A; B)] C CEP)(A; B)

(19)
2.5 (N,K)-local MACs with a single classical
particle

In both the quantum and classical scenarios con-
sidered thus far, spatial separation is enforced be-
tween the parties and they are unable to communi-
cate with each other. However, we can consider re-
laxations to the locality constraint and again com-
pare the powers of classical and quantum MACs [21].
The construction is as follows (See also Fig 5). Let
S C {1,2,--- N} represent a subset of |S| paths
with |S| < N. We now suppose that all parties be-
longing to these paths can coordinate their signal to
the receiver. This means that for each choice of mes-
sages, the parties can map a particle traveling along
any path in S to any other path in S. Like be-
fore, we represent this by a stochastic encoding map
qs : XsesAs — Mg where Mg ={0,e,:s € S}.

Definition 5. For non-negative integer K, a classical
MAC will be called (N, K)-local if it can be decom-

p(b'al “e

posed as

=2 s ) |

S meMsg
|S|=K

d(blm)qs(ml(as)ses)],

(20)
where the outer sum 1is over all subsets of
{1,2,--- , N} whose cardinality is K, and pg is the
probability that the particle is initially prepared in
one of the paths belonging to S. The collection of all
such MACs will be denoted by Cn k (A; B), or simply
CN,K- Note that CN = CN,1~

For the sets Cn x with K > 1, even more models
can be considered under the introduction of shared
randomness. This is due to the fact that the receiver
need not know which subset of K parties are jointly
encoding, even if the initial particle is known. A some-
what less complex scenario is when the decoder knows
both the initial particle as well as the jointly encoding
parties. MACs generated in this way have the form

ZPS > lds(blm)gs(ml(as)ses));

meMg
512K

p(blay -

(21)
with M, being an encoding set consisting of K + 1
elements {0,es : s € S}. We denote the collection of
these MACs by Cly i (A, B). Compare this with the
set Cn, i (A, B) in Eq. (20), which consists of MACs in
which the decoder d(b|m) does not depend on knowl-
edge of the encoding parties S. We can also consider
the convex hull conv[Cy (A, B)] and the set of (N, K)-
separable MACs, C(bep)(A B). The latter consists of
MACs having the form

pblar---an) = Y psgs(l(as)ses).  (22)
|S|S:K
Similar to Eq. (19), we have an inclusion rela-

tionship between different (N, K)-local MACs as
Cnix(A;B) C Cy(A;B) C conv[Cy k(A B)] C
C](\fe;? (A; B). More discussion on the relationships be-
tween these classes will be given in Section 3.3. How-
ever, we close this section by making an important
observation for binary-output MACs.

Proposition 2. Cy i (A;[2]) = CJ(\??]I;) (A;[2]) for ar-
bitrary input set A and any K > 1.

Proof. Clearly Cyx(A;[2]) C CRN%(A;[2)), con-
versely Let p(bla) = Y., psgs(b|(as)ses) be an ar-
bitrary separable MAC with b € {0,1}. Consider
the deterministic decoder d(0|0) = 1 and d(1]e;) =1
for all 4, and encoders ¢g(0|(as)ses) = gs(0|(as)ses)
and gs(eg|(as)ses) = gs(1](as)ses), where eg can be
any fixed element in Mg. With these choices, we
can construct any point in Cﬁ?}?(A; [2]) with point in

Cn,x (A;[2])
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The above proposition can not be generalized to ar-
bitrary classical MACs. For example, with N = K =
1 and |B| > 2, the MACs in C; 1(A; B) can generate
at most one bit of information since there are only two
different outputs (one particle/no particle), however,
Macs in Cﬁfp) (A; B) doesn’t have such limitation. A
more general discussion will be given in the next sec-
tion.

3 Classical MACs

Let us now examine in more detail the structure of
the classical sets Cn (A; B) and Cn,x (A; B). This will
allow us to make a comparison with quantum MACs
in the next section. Following the standard approach
[43], we envision each MAC in Cy x(A; B) as a point
pPpla in (|B] x 1o, | Ax|)-dimensional Euclidean
space with coordinates (p(blai---an))beBa;ea,- TO
proceed with our analysis, the question of whether
or not Cn i (A; B) is convex is vitally important. As
a consequence of Proposition 2 above, when |B| = 2
the set Cn i (A;[2]) is a convex polytope whose ver-
tices are deterministic K-party MACs, which are
those satisfying p(blay ---an) = p(blai,, - ,a;,) €
{0,1} for {41, ---,ix} C {1,---,N}. Consider-
ing all possible groupings of K parties with M =
max{|Ai|, -, |An|}, we see there are no more than
(%)2MK such vertices, denoted by vy, and Cy i is
the polytope contained in their convex hull; i.e.

Psa €CNEK € PBlA= ) PAVa (23)
A

for a valid probability distribution (py)x.

Before moving forward, let us first recall a few gen-
eral facts about convex and affine sets (see Ref. [44]
for the details). An affine subspace A C RY is a col-
lection of points that is closed under affine combina-
tions, i.e. linear combinations of the form ) . \;v;
with >~ A\; = 1. A collection of points {vg,vy,---v;}
in R? are called affinely independent if the I vectors
{vy — vp, -+ ,v; — vg} are linearly independent. An
affine subspace A is said to have dimension dim A if
the maximum number of affinely independent points
it contains is dim.4 + 1. For an arbitrary collection
of points P C R?, its dimension is the dimension of
the smallest affine subspace that contains P. If all
the vectors in P are known to satisfy a system of k
linearly independent equations, then Gaussian elimi-
nation shows that P is contained in an affine subspace
of dimension d — k. If, further, d — k 4 1 affinely inde-
pendent vectors are shown to exist in P, then P has
dimension d — k.

Let P be a convex polytope. For a fixed r € R? and
s € R, we say that an inequality v-r < s is “valid” for
a P if it is satisfied by every v € P. Valid inequal-
ities of a polytope are useful when trying to certify
that some element v is not a member of P since it

suffices to show that v does not satisfy the particu-
lar relation v - r < s, a simple linear calculation. On
the other hand, if v satisfies the inequality, then in
general one cannot conclude that v € P; additional
conditions are needed to certify membership. Specif-
ically, the Weyl-Minkowski Theorem states that any
d-dimensional polytope P can be characterized by a
finite family of valid and “tight” inequalities. In other
words,

vEPeP={veR|v.ry<sy VA=1,--- ,n}.

(24)
Associated with each inequality v - ry < s) is the
hyperplane Hy = {v | v-ry = s)}, and since P
is d-dimensional, its intersection with H) forms a
(d — 1)-dimensional affine subspace. The property
dimHy NP = d — 1 is what it means for the cor-
responding inequality to be tight, and hence a point
v is an element of P if and only if it satisfies a finite
family of valid and tight inequalities. In the language
of quantum information science, these are known as
tight Bell Inequalities [45, 46].

Returning to the problem at hand, we aim to
compute tight Bell Inequalities for the polytope
Cn k(A;B). Moving from the V-representation of
Cn.x (A; B) given in Eq. (23) to an H-representation
in the form of Eq. (24) can be a formidable task. We
rely mainly on numerical software such as PORTA,
which for small dimensions performs the calculation
using the Fourier-Motzkin elimination method in a
short amount of time [47]. However, we are able to
analytically prove that the so-called fingerprinting in-
equality (see Eq. (49)) is a tight Bell Inequality for
arbitrary N and K when dealing with binary inputs
and output. This is done in Section 3.2.3 by first
calculating the dimension of Cx x ([2]V;[2]) and then
showing that a sufficiently large number of affinely
independent points saturate the inequality. The case
of N-local MACs (i.e. K = 1) is special in that its
dimension is N 4 1 and the only inequalities are pos-
itivity constraints. We turn next to establishing this
result.

3.1 N-Local and Separable MACs

In this section, we aim to characterize the sets of N-
local MACs Cn (\A; B). As indicated above, Cy (A; B)
is a convex polytope when |B| = 2, whereas this fails
to be the case when |B| > 2 (see Section 3.3). To
provide a unified treatment based on convexity, we
will therefore consider conv[Cn(A; B)] and the more
general Cﬁep)(A; B) when |B| > 2.

Important quantities in our study of N-local poly-
topes are the so-called second-order interference [31,
32, 36, 48]. The physical meaning of this name orig-
inates from double-slit experiments, as will be de-
scribed more in Section 4. However, for the moment
we simply identify it as a particular linear functional
on the set of N-partite MACs [49]. For two parties

Accepted in (Yuantum 2022-02-07, click title to verify. Published under CC-BY 4.0. 8



with binary inputs, the second-order interference is
given by

Iz = p(0[0,0) + p(0[1, 1) — p(0[0, 1) — p(0[1,0). (25)

As we add more parties and more inputs/outputs,
we consider this basic linear combination for certain
pairs of two-party inputs. For a given MAC pp| 4, let
M@ (ppja) denote the set of all two-sender MACs
obtained by fixing different inputs for ax, k # 1,j.
Then define Iéw)(pBM) as:

— p(blai, a}) — p(blaj, a;)|
st Ppjaa, € M) (ppla)
be B, aja; € Ai, aj,a; € Aj. (26)

max |p(bla;, a;) + p(blaj, a})

If [él’])(me) = 0, then parties A; and A; cannot
demonstrate any nonzero second-level interference us-
ing pp|a, regardless of what inputs the other parties
choose and what output is considered.

Definition 6. The set of all N-sender MACs A — B
whose second-order interference vanish for all 4, j will
be denoted by Ty (A; B); i.e.

Peja € IN(A;B) & Iéi’j)(PB\A) =0 VY(i,j). (27)

The main result of this section is that J 5 (\A; B) cor-
responds precisely to the set of N separable MACs.
For binary input/output MACs, this fact has also
been independently established in the Masters The-
sis of Horvat Ref.[34]. Here we prove the relationship
for arbitrary inputs and outputs.

Theorem 1.
CS)(A; B) = In(A; B) (28)
for any A and B.

Since CSCP)(A; [2]) = Cn(A;[2]) (as shown in Propo-
sition 2), this theorem immediately implies the fol-
lowing.

Corollary 1.
Cn(A;[2]) = Tn(A;[2)) (29)
for any A.

We now turn to the proof of Theorem 1. From

a direct evaluation of 12(1’] )(pB‘ a) for any separa-
ble ppja given in Eq. (18), it is easy to verify that
CyP (A B) € In(A;B).

To prove the converse, the main idea will be to
identify the extreme points of Ty (A; B). Recall that
a MAC ppja € JIn(A;B) is extremal if it cannot
be decomposed into a convex combination of other
MACs belonging to Jn(.A; B), i.e. ppja # )\pjg‘A +
(1= A)pg 4 for distinct pig) 4, P54 € In(A; B) and

A € (0,1). We will show that every extremal MAC in
In(A;B) is local deterministic. This means that it
has the form

p(blay---an) = 6bf(a¢) (30)

for some party A; and function f : A; — B. Since
these MACs belong to Cﬁep)(A; B), it follows that
In(A;B) C C](\?ep) (A;B). We first prove the case
when A = [2] x [2].

Lemma 1. Every extremal MAC in J5([2] x [2]; B)
is local deterministic, and therefore Jx([2] x [2]; B) C

P ([2] x [20; B).

Proof. We begin by expressing Jo([2] x [2];B) =

{pB|a | such that Eqns. (31a) — (31c) hold}:

1= Zp(b|a17a2),V(a1,a2) #(1,1) (31a)
beB

0 = p(b]0,0) + p(b|1,1) — p(b]0, 1) — p(b]1,0) (31b)

0 < p(blay, az). (31c)

Note that 1 = >, p(b/1,1) is also implied when
Eqgns. (31a) and (31b) hold. If we consider MACs
in J5([2] x [2]; B) as elements of R*B| (with compo-
nents p(blay,az)), then pp 4 is extremal if and only
if 4|B| linearly independent constraints are binding
(i.e. tight) among those listed in Eqns. (31a)—(31c).
We see that Eqns. (31a) and (31b) represent 3 + |5|
equality constraints. Thus, the remaining binding
constraints must come from (31c). Hence if pp|4 is
extremal, then it has at least 4|B8|—(3+|B|) = 3|B|-3
vanishing probabilities p(bla1, az).

For the case when |B| = 2, an extremal ppgja
must have at least 3 vanishing probabilities. Equa-
tions (31a) and (31b) then imply that the only pos-
sibilities for (p(0/0,0),5(0]|0,1),p(0|1,0),p(0|1,1)) are
(0,0,0,0), (1,1,1,1), (0,1,0,1), (1,0,1,0), (0,0,1,1),
and (1,1,0,0). Each of these corresponds to a deter-
ministic local MAC (i.e having the form of Eq. (30)).

For the case when |B| = 3, an extremal pp| 4 must
have at least 6 vanishing probabilities, and let us con-
sider these for each output b € {0,1,2}. If there is
some b such that p(V'|a;, a;) = 0 for three (or more)
distinct input pairs, then Eq. (31b) implies that it also
vanishes for the fourth input pair. In this event, out-
come b’ occurs with zero probability and pp| 4 reduces
to an extremal MAC with |B] = 2; i.e. it is a local
deterministic MAC. The only other alternative is that
for each b € {0, 1,2}, the probabilities p(b|a;, a;) van-
ish for exactly two input pairs (a;,a;). Hence only
two nonzero terms can appear on the right-hand side
of Eq. (31b) for each b € {0,1,2}. This means, up
to relabeling, we must have relationships of the form
1= $(0[0,0) = $(0]0,1), p(1]1,1) = p(1|1,0) > 0, and
p(2]1,1) = p(2|1,0) > 0. However, Eq. (31a) then
does not represent three additional linearly indepen-
dent constraints, and so pp|4 cannot be extremal.
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For |B| > 3, the lemma is easily proven by induc-
tion. Indeed, suppose that every extremal MAC is
local deterministic for |B] = N > 3. Then consider
an extremal MAC ppg|4 in J2([2] x [2]; [N + 1]). By
the above observation, there must be at least 3|B| —3
vanishing probabilities. Consequently, there will be
at least one outcome b’ such that p(V'|a;,a;) = 0
for three (or more) distinct input pairs provided
3|B| — 3 > 2|B|, which is true since |B| = N +1 > 4.
Thus, Eq. (31b) requires that p(b'|a;, a;) vanishes for
the fourth input pair as well. Like before, this means
that outcome &’ occurs with zero probability. Hence
PB|a is extremal in J5([2] x [2]; [N]), which by our
inductive assumption means that ppg| 4 is local deter-
ministic.

O

We next consider the set J5(A; x Ag; B) for arbi-
trary A; and As. It follows as a corollary of Lemma
1 that Jo(A; x Ay;B) C CSP)(A; x Ay;B). This
can be seen by considering binary representations of
the inputs a1 = a1 a1, and as = asy - - a9p,
where a1;,a2; € [2]. For simplicity, suppose that
m =n = 2, but the general case follows by the same
reasoning. Suppose that p(blaj1a12,az1az22) are tran-
sition probabilities for a MAC in Jo([4] x [4]; [2]). The
key observation is that for each fixed values of ajo
and agg, the probabilities p(bla11a12, aziasze) describe
a MAC in J5([2] x [2]; B) with inputs aj; and ag;.
By Lemma 1, we have a separable decomposition of
p(blaiiaiz, aziazz) as:

Ap(blaiiaiz, azz) + (1 — A)p(blaiz, asiass).

Next, we let only a;; and age vary. In doing so we
observe that p(blai1a12, az2) € J2([2] x [2]; B) so that

p(b|a11a12, 022) = >\2p(b|a11012) + (1 - >\2)p(b|&127a22)-

Similar reasoning for a varying aio and as; allows us
to decompose

p(blaiz, agrazz2) = Azp(blaiz, azz) + (1 — A3)p(blagiazs).
Thus p(bla11a12, az1a22) becomes
pp(blaiz, azz) + pap(blaiiaiz) + pap(blaziazz)

for some probabilities ;. Finally, by letting just the
inputs a1 and a9y vary, we obtain the decomposition

p(blaiiaiz, azraze) = p1(vp(blaiz) + (1 — v)p(blazz))
+ pep(blaiiarz) + psp(blasiass).

S
I}(( )(pB‘A) 1= max
ay,,ax€{0,1} =1

K
> [T-D“pOlas - ax) | oA, ax € MP(Dp)a)

Clearly this is an element of CéSCp)(Al x Ag; B).
In general, for inputs a; = a1 a1, and ay =
a1 - -+ G2y, one considers varying each pair of binary
inputs (a1;,a2;) to construct a separable decomposi-
tion.

This binary splitting technique also works to scale
up the number of parties. Specifically if p(bla)
are transition probabilities for an N-sender MAC
in Jn(A; B), then one fixes the inputs for all but
two senders. What remains is a two-party MAC in
J2(A; x Ag;B) that can be separated between the
two non-fixed senders. On each of the remaining
branches, again fix all but two of the senders, and
a further separation can be performed. Reiter-
ating this procedure, one arrives at an N-party
separable MAC. These arguments thus establish

In(A;B) CCEP)(A;B).

3.2 Binary (N, K)-Local Channels

We next turn to (N, K)-local MACs. In this section
we restrict attention to binary inputs and output (i.e.
A; = B =12]), and to simplify the notation, we write
Cn.x = Cn.x([2]V;[2]). A more general discussion on
MACs Cn(A; B) with arbitrary inputs and outputs
will be given in Appendix B. In light of Proposition
2, every MAC in Cy i is separable and therefore has
a decomposition like Eq. (22).

Much of our analysis will involve generalizing the
I, quantity given in Eq. (25). This can be done by
considering the expression

K
S L0 p0lar--ax).  (32)

ai, - ,ax €{0,1} i=1

I =

which is the K*-order interference [36]. For N par-
ties, take S C {1,---,N} with |S| = K, and let
M) (pBja) be the collection of K-sender MACs ob-
tained by fixing different inputs for a; € {0,1} with
1 ¢ S. Then define the quantity

(33)
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The condition Ig{s)(me) = 0 means that parties S
have no K'-order interference in the MAC PBlA-
We let Jn x denote the collection of MACs such
that It) (ppja) = 0 for all S C {1,---, N} with
|S| = K 4+ 1. One can simply observe that Jy1 C
JNn,2 C -+ C JIn,n by definition. Notice that Ty =
In([2]7;[2]), with the latter introduced in the previ-
ous section.

It is easy to see that Cyx C Jnk-. In-
deed by convexity it suffices to observe that
Zax+1€{0,1}(_1)aK+1p(0‘a17"' ’aK) = 0 for all
choices of a1, -+ ,ax. However, unlike the case for
Cn,1, the converse inclusion is not true for K > 1
and more constraints are needed to characterize Ciy g
than just vanishing (K +1)*"-order interference. Nev-
ertheless, Cn x and Jn,x have the same dimension,
as we demonstrate next.

U U qus)=

ke{0,-- N} SC{1,--,N}

There are Ziv:o (JZ ) = 2V elements in this set, which
is the same as the original set of transition coordi-
nates p(0lay - --an). Now we show that they are also
linearly independent. For |S| = k, consider the spe-
cific interference coordinate with S = {1,--- , k}

N—k

q(9) 3T TI0 p0las - a0 0).

as€{0,1}i€S
ses
(35)
k N—k

—~—
Focus on the term p(0|1---1,0---0) which appears
in this term. Different interference coordinates g(S”)
with |S’| = k can be obtained by permuting the 0’s
and 1’s, yet, for each permutation there will be ex-
actly one and only one distinct probability term in
the sum that is conditioned on k values of 1. Hence,
the different permutations generate (]Z ) linearly inde-
pendent coordinates. By the same reasoning, as we
consider different k' € {0,---, N}, the coordinates
q(S") with |S’| = k' will be linearly independent from
the coordinates ¢(S) with |S| = k < k. In total, we
obtain Y3 () = 2V linearly independent coordi-

nates.

We can thus represent each point ppja € Cnx
in the interference coordinates. In doing so, we use
the above observation that I,ES) (pBja) = 0 for all
k =|S| > K+1. This indicates that pp|4 has coordi-
nates ¢(5) = 0 for all |S| > K + 1, and therefore the
dimension of (N, K)-local MAC Cn g can be upper

¢ 2 D p0lar---ax)

as€{0,1}i€S
|S|=k s€S

3.2.1 The Dimension of Cy g

As explained above, Cy x is a polytope in R? v

To compute the dimension of Cy, K, we will ﬁrst
show that its elements satisfy 2V + Zk K41 ( ') lin-
early 1ndependent equatlons We then show that
N+ _ Zk K1 ( ) + 1 affinely independent
points belong to Cn,kx. From this, we obtain the fol-
lowing theorem

Theorem 2. dimCy x = Efzo (1/1/)

Proof. Each ppja € Cn i satisfies 2N normaliza-
tion conditions 1 = p(0lay ---an) + p(1la1, - ,an),
with a; € {0,1}. To facilitate our analysis, in-
stead of working in the previous transition coordi-
nates p(0la; - - - an), we introduce interference coordi-
nates, whose definition is based on the Iy equalities
in Eq. (32):

a;j =0for j &S ;. (34)

bounded by:

dim Cy. x < i (JZ ) (36)

k=0

To compute a lower bound on dimCy k, we are
going to form a family of affinely independent points.
Consider first the constant MAC that has transition
probabilities

p(Olay---an) =0 Yayi, - ,an (37)

which has interference coordinates q(S) = 0 for all
S C{l,---,N}. Next, for each S C {1,--- ,N} with

1< |S\ < K, consider the (N, K)-local MAC pBlA
defined by transition probabilities

=[[61a.- (38)

ses

p(Olay ---an) = gs(0|(as)ses)

When S = 0, we define pB‘ 4 as the constant MAC
with
p(Olay -+ an) =1 Yai, - ,an. (39)

It is straightforward to verify that pgl)A has interfer-

ence coordinates ¢(S') = 1if S’ = S and ¢(S") =0
if 8’ # 5. In other words, in interference coordi-
nates, the MACs we have constructed in Eqns. (38)
and (39) correspond precisely to the standard unit
vectors, while the MAC in Eq. (37) corresponds to
the all zero vector. Clearly, this generates a set of
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ZkK:O (JZ ) + 1 affinely independent points belonging
to Cn k. In summary, the dimension of the C x poly-
tope is Zf::o (],\C]) forany 1 < K < N.

Note that we can use the same coordinates and
affinely independent points (Egs. (34) and (38)) to
arrive at dimJy g = ZkK:O (]Z) O

Remark. For K = 1, Theorem 2 says that the di-
mension of Cy([2]V;[2]) is IV + 1 and the interference
coordinates we introduced in Eq. (34) are:

{p(bleo), p(ble1) — p(bleo), -, p(blen) — p(bleo)}-
(40)

with p(ble;) = p(bl0,---,1;,---,0) for ¢ # 0 and
p(bleg) = p(b]0,--- ,0). In this case, it is more natural
to work in the transition coordinates

{p(bleo), p(bler), - -, p(blen)} (41)

For any L € {1,---, N} and any permutation on the
input set, one can show that

L  N-L I
p(b|1---1,0---0) = —(L = 1)p(bleo) + ) _ p(ble;)

i=1
(42)

for every b € B. Hence according to Theorem 1, the
only constraints on these coordinates for them to de-
fine a MAC in Cy([2]V;[2]) is positivity:

0< (S| = )p(bleo) + Y _plbles) <1 (43)
seS

forall S C {1,---,N}.

The proof of Eq. (42) follows by induction on N.
Clearly it is true when N = 1, so suppose it holds for
arbitrary N > 1. Consider an (N + 1)-sender MAC
PB4, Axs, € INt1([2]VTE B). If we fix the input
value of any party to be zero, then what remains is an
N-sender MAC. Hence by inductive assumption, for
any L =1,---, N and any permutation, it holds that

L N+1-L I

p(b| 17 Ty 1707 e 70) = _(L - 1)p(b|eo) + Zp(b|ei)'

=1

(44)

It just remains to prove the case when L = N + 1.
Since pp|a; . any, € In41([2]VT1 B), we have

N+1 N-1 N-1

N-—-1
—~ =
N+1
= — (L —1)p(bleo) + Y _ p(ble:), (45)
=1

where the second equation follows from Eq. (44) and
its parties’ permutation. This proves the claim.

3.22 (3,2)-Local MACs

The C32 polytope is formed by the set of correla-
tions generated according to Eq. (22) with N = 3
and K = 2. From Theorem 2, our analysis involves
a seven-dimensional affine subspace with 38 vertices.
Upon running the PORTA software, we find there are
96 facet inequalities characterizing the polytope Cs o,
with 16 of them being positivity constraints. By re-
moving equivalent inequalities that can be obtained
by relabelling the inputs and output, we find the fol-
lowing three nontrivial inequalities (see also [34]):

p(0000) + p(1]001) + p(1]010) + p(1|100) < 3 (46)

p(0[000) + p(1]001) + p(1]010) + p(0[101) < 3 (47)

p(0000) + p(1]001) + p(1]010) + p(1]011)
+p(0]111) < 4. (48)

Among these, only the first one is symmetric among
the senders. It is of particular interest in our inves-
tigation, and we will refer to it as the fingerprinting
inequality in what follows. The reference to “finger-
printing" is due to the fact that Eq. (46) can be in-
terpreted in terms of a task that loosely resembles the
two-party fingerprinting task described in the intro-
duction. To see that, when relabeling all the inputs
in Eq. (46), we will obtain an inequality of the form:

p(O[111) + p(1[110) + p(1[101) + p(1]001) < 3.

If we assume the input bit of each party is given uni-
formly at random, Eqgs. (46) and its relabled counter-
part imply that the probability the decoder can decide
whether a; = ay = a3 is at most 3/4, classically.
Moving beyond C3 > to general Cn x polytopes can
be done by working in a larger affine subspace. How-
ever, it becomes increasingly more resource-intensive
to perform the numerical analysis since the number
of vertices increases exponentially. Therefore, instead
of trying to fully characterize the polytopes Cn x, we
will consider just a few useful facets for each of them.

3.2.3 The Generalized Fingerprinting Inequality

To identify facet inequalities for higher-dimensional
Cn, K, we invoke the idea of “lifting” a Bell inequality,
which has been previously used in the study of non-
locality [50][46]. The basic idea is to identify a facet
inequality for Cy_; x and then generalize its struc-
ture by the addition of one more party. To verify that
this constructed inequality indeed defines a valid facet
of Cn,k, it suffices to show to that it is satisfied by
dim Cy  affinely independent points [46].

Having computed the dimension of dim C i in Sec-
tion 2, we will specifically apply this procedure to lift
inequality (46) to higher-dimensional polytopes. Let
us consider the (N, K)-local generalized fingerprint-
ing inequalities, which, up to a relabeling of inputs
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N-local MACs Cn (A, B) ‘

Inclusion relations \

Propositions

Arbitrary inputs and binary output
Binary inputs and arbitrary output
Arbitrary inputs and arbitrary output

Cn = C}V = COHV[CN]
Cy CT Cly = conv[Cy] = C](\, P) Prop. 4, Prop. 5
Cy CT Cl C conv[Cy] C C(

Cy (sep) Prop. 2

P) Prop. 6

Table 1: A comparison of N-party classical MACs and the corresponding propositions. The inclusion C is proper for all N > 1.
The inclusion C' is proper only for N > 1 whereas it becomes a trivial equivalence when N = 1.

and permutation of parties, have the form

N Kol K+1 N-K-1
—~
0|0 +Z (10---,1;,---0,0---0) < K+1.
(49)
Here, 1; means that party A; has input 1. When

N = 3 and K = 2, we obtain the fingerprinting in-
equality studied above; when N = 2, and K = 1,
the corresponding inequality can be derived from I
equality Eq. 25 along with a positivity constrains
p(0]1,1) > 0. These inequalities has been previously
studied in Ref. [21], although its tightness as a facet
inequality of Cn x was not considered. One can eas-
ily check that these inequalities cannot be violated by
any correlation with the decomposition Eq. (22) for a
given N and K. Furthermore based on Theorem 2,
the dimension of Cn k is Z?:o (]Z) Therefore, to
show that Eq. (49) is a valid facet of the Cn g poly-
tope, it is sufficient to find Zk 0( ) affinely inde-
pendent MACs that saturate it.

Proposition 3. The (N, K)-party generalized finger-
printing inequalities are valid inequalities of the Cn g
polytope.

Proof. The list of affinely independent points satu-
rating the inequality in Eq. (49) is not unique, and
here we construct one using MACs similar to those in
the proof of Theorem 2. Among the Zkl-(zo (]Z) +1
affinely independent points constructed in Theorem
2 (Eqns. (37) — (39)), a total of Ziio (JIX) -K-1
will saturate the inequality in Eq. (49). In particu-
lar, it will not be saturated by the constant MAC,
with p(0lay---an) = 1, as well as the MACs with
p(0lay---an) = [l,cg01,a, for [S| = 1 and S C
{1,---,K + 1}. We replace K + 1 of these points
by MACs defined by

K+1

p(0|(l1 i H 60 a9 (50)
Jsﬁz

for each ¢ € {1,---,K + 1}. Each of these is an
(N, K)-local MAC since it only depends on the inputs
of K parties, and it can be readily seen to saturate the
inequality in Eq. (49). They are also affinely indepen-
dent from each other and from the S5 o () — K —1
previous points since they have probability values
p(0]ag - - - an) equaling 1 when only one or fewer par-

ties have an input equaling 1. In summary, we have

identified Zszo (JZ ) affinely independent points sat-
urating Inequality (49). This inequality and all its
permutations are thus valid facets of the Cn i poly-
tope. O

3.3 Beyond Binary (N, K)-Local MACs
We now draw some general conclusions about (N, K)-

local MACs.

3.3.1 Polytope Dimension and Generalized Fingerprint-
ing Inequalities

The dimension of Cn x(A,B) for general in-
put/output sets can be computed using the same ar-
gumentation as in Section 3.2.1. For simplicity we
assume that |A;] = |A| for all parties A;. Then one
finds

Theorem 3.
al N

dim Cy,x (A, B) = (1B = 1) > _(|A| - 1)* < >(51)
k=0

While in general Cn x (A; B) is a proper subset of
I~k (A; B), the two sets have the same dimension:

dim jN,K(A; B) = dim CNJ((A; B) = dim C;V,K(A; B)
= dim conv[Cy k (A; B)] = dim C](\S,?II;) (A;B). (52)

Details on its proof is provided in Appendix A. We
can likewise extend the generalized fingerprinting in-
equality to more outputs. That is, we have

N K+1 K+1 N-K-1
/—"*ﬁ /—A—/—"*ﬁ
b‘o +Z b|0 ) a0707a0)SK7
(53)

for all b € B and all other inequalities obtained by
relabeling inputs and permuting parties. These are
valid facets for Cﬁe}? (A;B), as can be shown by fol-
lowing the procedﬁre taken in Proposition 3 .

3.3.2 Non-Convexity and Separating Different Classes
of (N, K)-Local MACs

In Section 2.4, we introduced four classes of MACs,
Cn k(A B), C;V’K(A, B), conv[Cyn k(A,B)], and

CSZ‘?(A, B). We have seen in Proposition 2 that they
are all equivalent when |B| = 2. This is a special
case, however, as shown in Proposition 4(whose proof
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(N, K)-local MACs Cn,k (A, B) | Inclusion relations | Propositions
1B =2 Cn.x = Cly g = conv[C i) = C\ R Prop. 2
K+1>|Bl>2 Cnx CT Cy e = conv[Cn k]| = CS?}? Prop. 7, Prop. 8
B > K +1 Cn.x CT Chy i € conv[C, ] € CHY Prop. 6

Table 2: A comparison of (N, K)-party classical MACs for K > 2. The inclusion notation is the same as in Table 1.

is given in Appendix A) they are not equivalent or
even convex in general. The inclusion and convex-
ity structure will be discussed in this section. The
results are summarized in Table 1 for K =1 and Ta-
ble 2 for K > 1 (with addition information given in
Appendix A). Here we assume the cardinality of the
input sets A; and the output B are all greater than
one.

Proposition 4. For |B] > 2 and N > 2, the set
Cn (A, B) is non-convex; hence Cn (A, B) # Ci (A, B).

Remark. The convexity of Cn(.A;[2]) is established
in Proposition 2 essentially by absorbing the decod-
ing function d : UY; M; — {0,1} into the encoding
functions ¢; : A; — M;, where M; = {0,e;}. The
is possible because |B| < |M;| in the binary-output
case. The non-convexity shown in Proposition 4 fol-
lows from the fact that |B] = 3 and so |B| > |[M;];
hence it is not possible to absorb the decoder into the
encoders.

While Cy([2]";B) is non-convex for |B| > 2, if
shared randomness between the particle source and
receiver is allowed, then convexity can be restored

by absorbing the encoding function into the decod-
ing function.

Proposition 5. Cy([2]V;B) = Csep)([Q]N; B) for ar-
bitrary output set 5.

Proof. For p(bla) = Zijilpigi(bmi) we define de-
coders with d;(b|0) = g;(b|0) and d;(ble;) = g¢:(b|1),

as well as deterministic encoders ¢;(0/0) = 1 and
gi(e;|1) = 1. With these choices, Zf\il pigi(bla;) has
the form of Eq. (16). O

However, as shown in Proposition 6 and the follow-
ing remark (whose proof is given in Appendix A), this
no longer holds when the input sets are not binary, i.e.
Ci (A, B) with |B| > 2 and |.4;| > 2 will no longer be
convex.

Proposition 6. For |[B| > K + 1 and |A;| > 2 for
some party A;, the set Cy (A, B) is non-convex;
hence Cy (A, B) # conv[Cy k (A, B)].

Remark. When |B| > K + 1 and |A;| > 2, one can
also have conv[Cy (A, B)] # CS;I})(A, B)[? ]

Similarly propositions 7 and 8 discussing the rela-
tion specifically between different (N, K)-local MACs
with K > 2 can be found below while their proofs

and other discussions are also given in detail in Ap-
pendix A and the results are summarized in Table 2.

Proposition 7. For |B| > 2, the set Cy x(A,B) is
non-convex; hence Cy,k (A, B) # Cy (A, B).

Proposition 8. Cy ;(A; B) = CJ(\S,?}?(A; B) for arbi-
trary input sets A and output set |B] < K + 1.

4  Quantum MACs

4.1 Quantum Violation of N-Local Classical
MAC

According to Theorem 1, an N-partite binary MAC
can be generated by a single classical particle if and
only if the interference term I5 vanishes for every pair
of parties. In contrast, quantum mechanics allows
for single particles to demonstrate nonzero interfer-
ence, a fact demonstrated most conspicuously in a
double-slit experiment [31-33]. Let us here describe
a simplified version of this effect. Suppose that a
particle is prepared in a superposition of two paths
[) = x]|0)a,|1)a, + y|1)a,]|0)a,. The particle is then
subjected to interference described by the path trans-
formation

1
V2
1
V2

In the end, if the particle is found in path B; we say
this is “outcome 0” and if it is found in path Bs it is
“outcome 1.” According to Born’s Rule, the probabil-
ity of outcome 0 is

(|0>A1‘1>A2 + ‘1>A1|O>A2) - |1>BI|O>B2

(0)a 1A, = [1)a,[0)a,) = [0)8, 1), (54)

1 1 1 .
Sl yP = Sl + Iy + Re(ay).  (59)

The term %\x|2 we can recognize as the probability of
outcome 0 if path A; is blocked prior to the interfer-
ence, and similarly, %\y|2 is the probability of outcome
0 if path Ay blocked. If we let 0/1 denote the event of
blocked /unblocked path, then we can rewrite Eq. (55)
as

Re(xzy”) = p(0[1,1) = p(0]0,1) = p(0]1,0).  (56)

Since p(0|0,0) = 0, as both paths are being blocked,
we can add this to the right-hand side. A compari-
son with Eq. (25) shows that Iy = |Re(zy*)| in this
simple path-blocking interference setup. It is referred
to as second-order interference since it is quadratic in

Accepted in (Yuantum 2022-02-07, click title to verify. Published under CC-BY 4.0. 14



the wave-function amplitudes, and it is nonzero if and
only if both amplitudes are nonzero.

The setup just described falls under the communi-
cation scenario of Fig. 1. Namely the “path blocking”
action of A; or As is a valid NPE operation, and thus
the fact that I = Re(zy*) implies Cz is a strict subset
of Q5. Even stronger, every non-classical pure state
(i.e. one with a nonzero superposition of paths) is
capable of generating a MAC outside the set C5. A
natural question is whether the same holds for mixed
states, and whether an even higher value of Iy can
be achieved by using an encoding scheme other than
path blocking. To answer this question, let us define
for an arbitrary state p € ’H?I“'AN the quantities

15 (p) := max{Iy"" (pp|a) : Prja € Qu(p)}-

(57)
In other words, I{"?)(p) is the largest value of I, that
can be achieved between parties ¢ and j using state p
and NPE encoding. The following proposition shows
these values directly correspond to the off-diagonal
matrix elements of p.

Proposition 9. For p € HY let p;; = (e;|ple;). Then
IQ(i’j ) (p) = 4|pij|. Moreover, this value can be attained
by parties ¢ and j performing a {0, 7} encoding, i.e.
Eu(X) = 02(X)o? for a € {0,1} and o, = [0)(0] +
e [1)(1].

Proof. As discussed in Eq. (10), every NPE operation
&M on qubit system A, is characterized by Kraus oper-
ators {((1) yg ) , (8 Zé )} such that [y} |24z |2 = 1.
Notice that

Eni @ £3(]00)(00]) = |00)(00|

EM @ ER([10)(10]) = AL, [10)(10] + (1 — XZ,)|00)(00]
En @ ER(|01)(01]) = AJ 101)(01] + (1 — A;,)[00)(00]
Epi @ E9(101)(10]) = Ka,a,101)(10] (58)
in which kg, o, = 9 yi and N = |yi[2. If EAA

is any local NPE map collectively performed by all
parties other than A; and A;, it can then be easily
seen that
(& —EM) @ (&7 — &) ® EMN (p)
= rpijlei)(e;| + K7 pjilej) (el (59)
where
K = Kg,0 + K1,1 — Ko,1 — K1,0- (60)

For any decoding POVM {IIy, II; } we have
1" (p) = Tr [Ty (kpislei) (e;] + K" pjile;) (ei])]
< |kpij| < 4|pisl, (61)

where the last inequality follows from the triangle
inequality and the fact that IIy < I. The inequali-
ties are saturated when choosing {0, 7} phase encod-

. 1
ing and Iy = [|¢i;)(tij|, where [¢;;) = ﬁ(leﬁ +
Pz}

le;)). O
i)

4.2 Quantum Violation of (N, K)-Local Clas-
sical MACs

For K > 1, the polytope Cn, k is constrained by the
vanishing of all Ix; expressions (see Eq. (32)) as
well as other non-trivial facets. We just showed that
quantum states can violate the I5 equality using NPE
operations. However, for K > 1 this is no longer pos-
sible. To see this explicitly, consider the I3 expression
for parties S = {1, j, k}. Using the notation of Propo-
sition 9, for any p € H% the relevant encoding for I3
is

(€ —EM) ® (6 — €M) @ (& — &) @ EMNA(p)

= (69" — &) (kpijles) (e;] + K" pjile;)(eil) = 0,
(62)

where x is defined in Eq. (60). The second equal-
ity holds because 85: is an NPE operation and so
ER(lei)(e;]) = lei)(ej|. One can easily extend this
argument to show that Ix; = 0 for all K > 1 when
the quantum encodings are required to be N-local,
NPE operations.

Ultimately, the vanishing of I3 for quantum MACs
is a consequence of Born’s Rule [36, 40], and it has
been experimentally verified [37]. Recently, it was
shown by Rozema et al. that I3 and all higher-order
interference must vanish in any multi-path interferom-
eter experiment using path-blocking operations [30].
Equation (62) offers a slight generalization in that the
encoding maps 5{3;“ need not just be a path-blocking
operation but rather any NP-operation. Nevertheless,
the spirit of the trace argument presented in Ref. [30]
is implicit here since Eq. (62) is a traceless operator.

While quantum mechanics cannot violate the
I 41 = 0 constraints of Cn i for K > 1, it is possi-
ble for quantum systems to violate some of the other
facet inequalities. For example, in the case of (3,2)-
local MACs, all channels in Cs 5([2]3; [2]) must satisfy
Egs. (46)—(48), namely

p(0]000) 4+ p(1]001) + p(1]010) + p
p(0]000) + p(1]001) + p(1]010) + p
p(0]000) 4 p(1]001) + p(1]010) + p

+p

1]100)
0[101)
1j011)
0[111) < 4.

<3
<3

e N

However, by using the equal superposition state
v/1/3(]100) + |010) + |001)), it is possible to generate
a MAC in Qsz1([2]%;[2]) for which the left-hand side
attains a value of 3.66, 3.15 and 4.66 correspondingly.

In this section we will generalize this example by
demonstrating On.1([2]V;[2]) ¢ Cn.v—1([2]V;[2]) for
every N. In other words, N quantum parties re-
stricted to local encodings can generate a MAC that
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cannot be simulated using N classical parties with the
locality restriction relaxed on all but one party. This
result was previously shown in Ref. [21] and given
the interpretation that quantum mechanics allows for
a greater “information speed” with respect to com-
municating information shared among spatially sepa-
rated senders. As in Ref. [21], we show this result by
finding a violation of the (N, N —1)-party generalized
fingerprinting inequality,

N N N

i=1

,0) <N, (63)

which we have proven to be a valid facet of Cy ny_1
in Proposition 3. Here we provide a slightly improved
quantum strategy than the one presented in Ref. [21],
and we are thus able to obtain a larger violation in
many cases.

To show the quantum violation, we suppose the
quantum particle is prepared in an equal superposi-
tion among N paths, that is, |Uy) = LN vazl le:)
with |e;) = 10)4, ---|1)4, ---]0)a,. Consider the lo-

cal phase encoding map for party A; characterized

N -1
1 | N=3+¢e2 fein

M=—_
N

This matrix depends on N parameters and there
appears to be no easy way to compute its trace norm.
Nevertheless, after performing exhaustive numerical
searches for small IV, we find that a maximal violation
can be obtained with some simple encoding strategies
(see Table 3). This strategy consists of setting ¢1 = ¢,
P2 = —¢, ¢; = w, Vi # 1,2. In this case M will be
simplified as:

N — 3+ i1 4 e7i¢2
N -1

N —3+4¢€9y 41 N34 €N 4 i¢2

by two angles (6;,¢:): E5(p) = U(8:;)pU(—b;) and
EXN(p) = U(gi + 0;,)pU(—; — 6;), where U(h) =
|0)(0] + €*[1)(1]. With this encoding, Eq. (63) be-
comes

N
Te[Mo(00..0)] + Y Tr[M1 (00.1,.0)] < N, (64)
i=1
where 04,0y = ENF @ - @ EMV(|¥N)(¥N]) and
{IIp, I, } is the decoding POVM. From Helstrom’s
Theorem [51], the maximum value of the left-hand

side is $(N + 1 + ||[M||;), where |M|, = TrvVMTM
and

N
M = E gg.--1;---0 — 00-..0-

i=1

(65)

A violation of the generalized fingerprinting inequality

can then be cast as the condition § > 0 in which
1

5= (IM], = N +1). (66)

Notice that 5@1 R ® 5@” is a global unitary, and

since the trace norm is invariant under a global uni-

tary, it can be factored out. Therefore, M can be
simply characterized as an N X N matrix of the form

N — 3+ el 4 emion
N — 3+ eif2 4 emion

N -1

2 (e%ler) + X% lew)) and W) =
\/% (|e2) + ei® Zf\;z |ei)>. With these simplifica-
tions, we can set a new basis |e]) = |e1),|eL) = |ea),
and |ef) = \/%ZZI\LB le;) (for N = 2, there is no
need for the third basis). Hence the matrix M can be
expressed as:

where | \I'/N> =

4 -
]_ / / 17 12
M= N(4H+(N*3)‘\IIN><\IIN|*|\I’N><\I’N|*|\I’N><\I/N|)’ with M3 written in the subspace {|e}), |e5), |e3)} and
(68) I is identity in the orthogonal subspace:
\
1 N-1 N — 3+ 2¢'? N —2(N — 4 +¢%)
My =~ N —3+2¢% N -1 VN —2(N —4+e7%9) (70)

VN —2(N — 4 +e7%?)

Since TrM = N —1, a necessary condition for § > 0
is that Apin < 0, where A, is the smallest eigenvalue

VN —2(N — 4 + €'?)

(N —2)(N —5)+4

M3;. Moreover, from the Cauchy Interlace Theorem,
M3 will have at most one negative eigenvalue since its

Accepted in (Yuantum 2022-02-07, click title to verify. Published under CC-BY 4.0.

16



Number of parties N | Quantum violation §
2 1
3 0.6667
4 0.1250
5 0.0333
6 0.0139

Table 3: Quantum violation § for different generalized fin-
gerprinting inequality based on full numerical search over N
phase parameters.

first and second leading principal minors are positive.
Therefore, the quantum violation can be expressed as

§ = max{0, —Amin }- (71)

The smallest eigenvalue of a 3 x 3 matrix is analyti-
cally calculable. Two useful criteria can be obtained
as follows:

(1) Quantum violation ¢ > 0 if and only if

cosp # 1
(N—-2)(N-3)—14
(N =2)(N = 3)

ifN =23 (72

cos ¢ > if N >3 (73)

(2) Maximal quantum violation 4 is given as:

5:% N =23 (74)
1
= if N
4] NN —2) (N =3) it N >3 (75)

which is achieved at ¢ = w for N = 2,3 and cos¢ =
2 3

53— 1021(\’1\}"7%\/(1;203];[ +2N% for N > 3. Surprisingly,

these violation saturate the maximal violation in Ta-

ble 3 where we were considering all phase encoding

strategies.

Remark. The optimal encoding strategy for achiev-
ing the maximal quantum violation Eq. (75) is not
unique. We can get the same violation with other en-
coding strategies: e.g. for even N, ¢ = ¢ Vi
and ¢; = —¢ otherwise [21]; for odd N, ¢y
¢;=¢ Vi <[] and ¢; = —¢ otherwise.

Il iA
Aoz

4.3 Beyond N-Local Quantum Channels

In the previous section, we showed that N-local quan-
tum MACs have a much richer structure than N-local
classical MACs, and they cannot even be simulated
using (N, K)-local classical MACs for any K < N.
Here we consider other structural properties of quan-
tum MACs. Similar to our consideration of (N, K)-
local classical MACs, we can relax the locality con-
straint in N-local quantum MACs by allowing K par-
ties to collaborate and perform a joint NPE encod-
ing across all their subsystems. For some collection of
parties S, we will write S((S:)): to denote the joint map

performed on systems @), g HAs for collective input

(as)s € Xes A,. Channels that are built in this
fashion will be called (N, K)-local quantum MACs,
denoted as Qn k. We will first show that MACs
in On k can demonstrate higher-order intereference;
more specifically, the Irx equality can be violated.
We then calculate the dimension of binary (N, K)-
local quantum MACs Qy k([2]V;[2]) and generalize
this result to arbitrary inputs and output.

Proposition 10. For K < |£ ], a state p € Hf can
produce a quantum MAC in Qu, i that exhibits non-
vanishing 2K-order interference if and only if it has
some off-diagonal term p;; # 0 .

Proof. Clearly, for an incoherent state p with p;; =0
for all i # j, the state is incoherent and it cannot
even violate any Ix 11 equality. Conversely, suppose
that p;; # 0. To get a quantum violation for the Irx
equality, let us consider two K-collaborating groups
S; and Sj with i € S;, j € Sj, and S; N Sj = 0.
Each group performs a {0,7} phase encoding on
path 7 and j conditioned on the parity of their in-

puts in S; and S; respectively, i.e. 5((5 ))S;S (X) =

®s€Si\{i} idh ® (0259 )A(X) (0<% )A where

= 10)(0| + €™[1)(1]. The decoder then measures

Wlth POVM {II, = |¢”><¢U| II; =1 —1lp}, where
1 P5; . .
i) = —= <e'> + — e-)). With this scheme, we
YV T il
can achieve I(S YSi) = 22K p.. O

Remark. Similarly, for any & < 2K, we can obtain
nonzero k*'-order interference I ]gsiusj) (p) = 2¥|pi;| by
choosing disjoint S;, S; € {1,---, N} such that |S;|+
|S;] = k. In fact, for each k < 2K, we can achieve
maximal k*P-order interference I(S s, )( ) =2F1 by
a maximally coherence state on partleb A; and A; with
lpij| = 1/2. However, for a general quantum state
p" shared between N senders, it remains open what
strategy extracts maximal higher-order interference.

In Theorem 2, we demonstrated that Cy x violate
Ik equality but has vanishing (K + 1)-order interfer-
ence, thus has at most K-order interference, analo-
gously, we will show here that Isx 1 can not be vio-
lated by any quantum MAC in Qy k.

Proposition 11. A quantum MAC in Oy g can have
at most 2K-order interference.

Proof. As discussed in Section 4.2, MACs in Qn can
exhibit second order interference, whereas they never
violate the I3 equality. Now, we will to general-
ize this result and demonstrate that any given MAC
PB|A € On, i always satisfies Iog41 = 0. For a gen-
eral quantum state p =, pijle;)(e;| € HA, we have

(As)sesl
(a ).sESl

(As)s g(Ao)s
fZ*f @ ) [pigle) e, (76)

(As)sesc [ }
(aS)SGSG

®--®E

Oayay =

Accepted in (Yuantum 2022-02-07, click title to verify. Published under CC-BY 4.0. 17



where we have G different groups with |S;| < K, S; N
S;=0foranyi,je{1,---,G} (i #j)and 7, S; =

{1,---, N}. To get the last equality, we assume i € Sy
. (As)seSI (AS)SesJ
and j € Sy, and thus only 5((15)563[ and 5(%)565‘] act

non-trivially on the operator p;jle;)(e;| since these

maps are NPE operations; i.e. 5((:);5: [|ei)(e;]] =

le;)(e;| for any S;NSkx =0 and S; NSk = 0. Hence,
the IQ(f()H(p) quantity for a given S with |S| = 2K +1
becomes

I (p) = Tr[TTo Y (~1)®=" 040 ] = 0, (77)
as€{0,1}
seS
where the final equality holds because each map on
pijle:)(e;| depends on at most |S; US| < 2K inputs,
but the summation is over 2K + 1 parameters. O

This observation is intimately connected to the con-
clusion drawn in [35], where the authors noted that
classical and quantum theories exhibit different levels
of interference depending on the number of particles
used in the experiment. Here we observe a similar re-
sult except in a different operational setting: a single
particle is still used, but a different numbers of parties
are allowed to collaborate.

Finally in this section, we study the dimension of
the set Qn . For simplicity, here we restrict our
attention to the binary channel and defer the proof of
the more general Oy x(A; B) to Proposition S4 in [?

!

Proposition 12. dim Qy x([2]V;[2]) = Zi]:(o (%)
for K < [§], dim Qn k([2V;[2]) = 2V for [§] <
K<N

Proof. Let us first consider the case when K < [ ].
The set Qn x ([2]V;]2]) lives in a (2-2V)-dimensional
space, and there are 2"V normalization condition for
cach pgla € On([21V;[2]). Additionally, Proposi-
tion 11 shows that any ppa € Qn k is constrained
to have vanishing Isx 1 and any higher-order in-
terference. This means that there are a total of
2N ZQZQK_H (],:) constraints. Hence, we have

2K
N
dim O x ([21V: [2)) < NS
vk g%(k)

To lower bound dim Qx  ([2]VV;[2]), we use a subset
of the interference coordinates, originally defined in
Eq. (34) by keeping k € {0,--- ,2K} only:

U U g(S) = (=¥ Y JJ(-D*p(0lar---an)|a;=0forjgS . (79)
ke{0,- 2K} SC{1,---,N} as€{0,1}i€S
|S|=k s€S

We consider two classes of points:

(i) Classical MACs: This is the set of Z,I::O (Zlg) +1
affinely independent points in Cn x as we discussed in
Theorem 2 (Eq. 38). Since these MACs are in Cy k,
they are also in Oy .

(ii) Quantum MACs: we consider quantum state
[W)Ah = Z5(le:) + lej)) (with [pyj| = 3) shared
between parties i € S;, j € S; and disjoint groups
S;NS; = 0, then we can construct quantum MAC

pggsl)A as in Proposition 10 and the remark below.

This quantum MAC can demonstrate maximal ktP-
order interference among and only among senders
S = 5;US; where |S| = k. The above strategy applies
for different groups S with K < |S| < 2K. Clearly,

there are in total ZifKH (IZ) such quantum MACs.

Points in class (i) do not violate I}, equalities for any
k > K hence have ¢(S) = 0 for any |S| > K, while
each point considered in class (ii) violates one and
only one I} equality for integer k = |S| > K. Specifi-
cally, it has ¢(S) = 2! but ¢(S") = 0 for any S’ # S
and |S’| > k (For any S’ we can find one element

s € 8 but s ¢ S, and therefore ¢(S’) will vanish
(%)
BlA
put as ). Hence these points form a upper-triangular
matrix and thus are affinely independent. e.g. the

upper-traingular matrix for Qg ; is:

since the quantum MAC p doesn’t depend on in-

q(0)
q({1})
q({2})
q({3})
q({1,2})
q({1,3})
q({2,3})

OO O OO oo
OO O O OO
O O OO OO
SO OO~ OO
OO OO OO

(80)
where the first five columns correspond to the classi-
cal MACs, and the sixth to final columns are pg_slz4

introduced above with |S| = 2.

In total then, we obtain a collection of Zii{o (JZ) +1
affinely independent points belonging to Qn k. Hence
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we have:
2K N
di > . 1
lmQNJ(_kZ_O(k) (8)

In summary, the dimension of the set Oy g is
ifo (]]X) for any 1 < K < L%J Following the same
line of reasoning, we can also deduce that dim Qn x =

S (M) =2Nfor [¥|<K<N O

Proposition 13. for K < |§] and |4;| = |A4] , we
have

2K
dim O s (A, B) = (18] — 1) (4] - 1)} (N)

k
k=0
The proof is given in Appendix B

Remark. The dimension of (NN, K)-local quantum
MAC Qn i coincides with the dimension of (N, 2K)-
local classical MACs Cn ox. However, the two sets
are distinct, that is, QOn x # Cn,2k in general. For
instance, for N = 3 and K = 1, the separation can
be directly seen from the quantum violation of finger-
printing inequality in Section 4.2. For the simplest
case with N = 2 and K = 1 however, this separation
is less obvious. We detail a proof for Qs 1 # Ca2 in
Appendix C and conclude it as the following proposi-
tion .

Proposition 14. Qs 1([2]%;[2]) # C2.2([2]%; [2]).

5 Connections with Multi-Level Coher-
ence

5.1 The Channel Discrimination Task and
Multi-Level Coherence of Pure States

In quantum resource theories, channel discrimination
tasks have been used as a way to witness different
types of resourceful states [52]. Here we would now
like to relate our framework to the notion of multi-
level coherence, which has recently been studied in
the resource theory of coherence [53, 54]. We begin
by reviewing some elements of this theory [55, 56].
For a d-dimensional quantum system, one begins by
fixing an orthonormal basis {]i)}%_; referred to as the
incoherent basis. Any state p € B(C?) that is diagonal
in the incoherent basis is called incoherent, and we
denote the collection of all such states as Z. Then
all states not belonging to Z, i.e. all states with non-
vanishing off-diagonal terms, are considered to be a
resource.

In what sense is a state p € Z a resource? One
answer can be found in the context of phase discrim-
ination games [49, 57-59], a special case of channel
discrimination games. In its most basic form, a phase
discrimination game is a two-party communication
task in which Alice first encodes one of many possi-
ble phases {6y }x, with respective probabilities {p }«,

in a d-dimensional quantum state p € B(C?%) by ap-
plying the unitary U(6) = E?;& €% |5)(j| where |5)
is the fixed incoherent basis . Bob receives the state
pr = U(0k)pU(—0)) and attempts to determine the
encoded variable k. As a figure of merit for how well
the state p can support the transmission of a phase en-
semble © = {(p, 0k) }x, one could consider the maxi-
mum average success probability

p = ma, Tr [prI1L], 82
P5(p) {n&iz;pk w11k (82)

where the maximization is taken over all POVMs
{IIx}r on Bob’s end. Notice that if Alice attempts
to encode in an incoherent state, the information of
k is lost: U(0x)0U(—0;) = § for all 6 and all § € T.

From this we see

o) :==p5(0) = max Tr [611;] < max p Vo € 7.
po(Z) := po(9) {Hk}kzk:pk [61Lk] < max p,

(83)
One of the main results established in Refs. [58, 59]

is that for any state p &€ Z,

max pf) (p)
O={(px.0%)} Po (Z)

> 1. (84)

Thus every coherent state offers an advantage in some
phase discrimination game.

The bound of Eq. (84) has been tightened in Ref.
[54] by considering multi-level quantum coherence. To
explain this, let us say that the coherence rank of a
pure state |¢)) € C? is the number of nonzero coher-
ent amplitudes it possesses [53]. That is, given the
expansion |¢) = Z?:l ¢i|t), the coherence rank of |¢))
is crk(|v)) = [{ei | ¢i # 0}]. Beyond pure states, the
coherence rank of a density matrix p can be defined
as

crk(p) = min mﬁxcrk(|¢i>), (85)

{pi;lbi

where the minimization is taken over all ensembles

{pi, [1i)} such that p =", pi|[v;)(1;]. A state is said
to have (K + 1)-level coherence if its coherence rank
is K 4+ 1, and the set of all states with coherence rank
no more than K will be denoted by Zy. Clearly

=1 CIQC"'CId:B(Cd).

Consider the special case of noisy maximally coher-
ent states p = (1 — A\)I/d + A\ ¥q)(¥,|, where |¥4) =
1/V/d Zle |i). For the above state with coherence
rank K + 1, Ref. [54] has strengthened Eq. (84) to
read

P6(p)
O0={(pr,01)} P& (0)

> 1 Vo € Tk. (86)

Whether such an inequality holds for general states
of coherence rank K + 1 remains an open problem.
However in Theorem 4 and the following remark, we
show that it is true for pure states after generalizing
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the phase discrimination game into a channel discrim-
ination game. That is, if |1))(1)| has coherence rank
K + 1, then

max pf (P)
E={(pr.&0)} PE(0)

where similarly the maximum average success proba-

>1 VoeIx, (87)

bility is pg(p) = maxym,}, > _p PeTr [Ex(p)ILx]. This is
a consequence of the following theorem.
Theorem 4. For |¢) € ’H?“”’AN, crk(|)) = K +1

if and only if it violates at least one (N, K)-party
generalized fingerprinting inequality.

Proof. By definition, an N-level state without (K +1)-
level coherence can be written as p = Y, p;|¥;) (1]

where [¢;) has coherent rank no more than K and
Aio oA
thus has support on a subspace H;' "*. States

of this form will only admit MACs having transition
probabilities

pOlar, - a) = T {TTy [€4 @ - @ £4Y (o4)])

=> pigi(Olai,, - ,ai), (88)
i

where TT{HO [53? ® alK X (i) (w0 |)}} =
9i(0las,, -+ ,ai,) with 5(/;\11 ® -+ @ EXN being ar-
bitrary NP encoding operation, and {IIp,I — T}
being any decoding POVM. If the encoding maps
are required to be NPE operations, these MACs will
belong to Cn i, and thus they cannot violate any
(N, K)-generalized fingerprinting inequality.

To show that the converse is also true for pure
state, let us consider an arbitrary pure state |¢)) =
Zij\;l cile;) in HY with coherent rank crk|y) = K +1.
Without loss of generality, we assume the state has
non-zero amplitude ¢; # 0 for ¢ € {1,--- , K + 1} and
consider the (N, K)-party generalized fingerprinting
inequality among the first K + 1 parties of the form
of Eq. (49). Since |¢) only has support on a subspace
H?l"'AK“7 we can treat the (N, K)-party generalized
fingerprinting inequality as a (K + 1, K )-party gener-
alized fingerprinting inequality among the first K + 1
parties with all the other parties having fixed inputs.
And then we will show the violation of this inequal-
ity based on the violation we obtained for maximally
coherent state in section 4.2

To begin with, let us rewrite the quantum state
) = SoEtleles) in terms of the (K + 1)-
party maximally coherent state |¥g.1) as: [|[¢) =
C|Uky1), where C is the coefficient matrix C =
VK + 1diag[ey, . .., cx41]. Since the map Eﬁj we used
in defining M in Eq. (65) consists of diagonal uni-
taries, we can define a similar matrix M (|1)(¢|) for

any pure state |¢) (1| as:

M) (]) = M(CT[Wge11) (P 11|C)
= CTM(| W1 (Vgiq])C =CTMC.

(89)

In Section 4.2, we have shown that TrM = K but
|M|l, > K for some specific encoding strategies,
which implies that there exists some normalized vec-
tor |a) = ZZK:T a;le;) such that (a|Ml|a) < 0.
Based on this result, for an pure state with (K + 1)-
coherent rank, we can define a normalized vector
o) = ﬁc_ﬂa% where N¢ is the normalization
factor. Hence we can easily observe that:

1
(o [M () (¥} = 7~ (alCTCTMCC ™ o)
C
1
Thus, M (|¢){(¢|) is not positive semi-definite.

Since TrM(|¢)(¢p]) = K still holds, we have
| M (|1)(2])|]; > K, which implies quantum violation
0 >0 in Eq. (66).

To summarize, by using the same encoding strat-
egy we have found for the maximally coherent state
|U k1) in section 4.2, we can always obtain a quan-
tum violation of a (I, K)-party generalized finger-
printing inequality for any pure state as long as it
has (K + 1)-level coherence. We can apply the same
strategy above for any N —1 > K > 1, the violation
of different (N, K)-party generalized fingerprinting in-
equality will then herald the existence of different level
of coherence for a given pure state. O

Remark. If p = |¢)(¢)| is a pure state with erk(p) =
K +1, we can take & = {(p, ) }}_, being the chan-

Eel ensemble with pg = ﬁ, 1=k and & given
y:

Eo=EV @ &N
1 K
_E25§1®~-~®5{*®
=1

where SZA can be any NPE operation. The maximum
average success probability will then be expressed as:

(91)
S ® 56AK’

(o) = max Zkar [Ek (o)1) = max[lr] (92)

{Hkk
with:
) K K K
— —T—
o= — 10,1,
PR p(0[0 0)+i§:1p(|0 ; 0)

From Theorem 4, we have that

sp)>pslo)=—— Vo€l 93
P) > pilo) = g Vo eTi  (93)

An important consequence of this corollary is that
a state must have (K + 1)-level coherence whenever
it can win with probability greater than KLH the
channel discrimination game given by the channel
ensemble in Eq. (91). There is no information one

needs to assume about the measurement device a
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priori nor the channels themselves besides their in-
ability to increase particle number. Hence we con-
clude that the channel discrimination task here, or
the (N, K)-party generalized fingerprinting inequal-
ity Eq. (49), is a semi-device-independent witness of
multilevel coherence, and it is capable of measuring
all pure multi-level coherent states. The witness is
device-independent on the decoder part, but still have
some constrains on the encoder, i.e, local and NPE
operation

5.2 Three-Level Coherence Witness

For K + 1 = 3, we have a stronger inequality-based
criterion for three-level coherence, and the violation
of this inequality is both necessary and sufficient for
a large class of three-level quantum state.

Lemma 2. A quantum state has coherence three-
level coherence if and only if HM (p)H1 > 1, where

M (p) is the associate comparison matrix of p:

As showed in Theorem 1 of [54], a quantum state p
has three-level coherence if and only if its associated
comparison matrix M(p) is not positive-semidefinite
or equivalently ||M(p)“1 > 1, where ||A]|; is the trace

norm of A: [|Al|; = Trv AT A and the associated com-
parison matrix is defined as:

|Al;; if i#j

Proposition 15. A three-level quantum state p has
multi-level coherence if it violates fingerprinting in-
equality Eq. (49). The converse is also true if UfpU
is a non-negative matrix for some unitary U.

Proof. From Theorem 4, if a state p has rank at most
2, it does not violate the fingerprinting inequality.

Conversely, consider a state p € B(H?1A2A3). As
has been discussed in section 4.2, the violation of fin-
gerprinting inequality is equivalent to ||Ear(p)||; > 2.
If we take the {0,7} phase encoding strategy with
Eu(X) = 0%(X)o2 for a € {0,1} and o, = |0)(0] +
e'™|1)(1], it is easy to see that:

- 245 if i=j
M(A)if{ C oA, i i)

where M (A) is defined similar as in Eq. (65).

For a three-level coherent state p in H*2A2 M (p)
has a similar form as the associate comparison matrix
M (p). More precisely, if there exists some unitary
U such that UfpU is a non-negative matrix, M (p)
and M(p) are only different by a global unitary and
a factor of 2, i.e 2M(prA2Rs) = UTM(prAA)U |
hence from Eq.(66):

1
)

(95)

5= S+ M) = 5@+ 2], > 3. (96)

O

Remark. However, the conclusions drawn in Theo-
rem 4 and Proposition 15 are not true for some three-
level coherent mixed states with complex matrix el-
ements. One counterexample can be found based on
the following state:

p:

I m‘)—‘;‘H

@\P—‘E‘)—'OOM—‘
0] -
S YN S

One can check ||]\7[(p)|| > 1, which indicates that
it has multi-level coherence from Lemma 2; how-
ever, it can not violate fingerprinting inequality with
any phase encoding and decoding strategy. Actu-
ally, it can not violate any inequality in C3 » polytope
(Eqns. (46), (47) and (48)) with phase encoding strat-
egy. Whether there is a quantum violation for a more
general encoding strategy is yet unknown.

6 Discussion

The study of multiple-access channels in this paper
provides an operational comparison between classical
and quantum information processing in the context
of multi-party communication. We have focused on
a fine-grained analysis of the MACs that can be gen-
erated using only a single classical/quantum particle
without touching any of its internal degrees of free-
dom, combined with a restricted type of encoding.
The main results we have established focus on char-
acterizing different MACs and showing the separation
between classical MACs and quantum MACs in an op-
erational way. Standard quantum fingerprinting can
be seen as just one of many different enhancements
that emerge when using quantum MACs. We have
also analyzed the situation in which the locality con-
straints on the encoders are partially relaxed and a
richer structure of these MACs was revealed.

In particular, we have identified the generalized
fingerprinting inequalities as valid facets for differ-
ent (N, K)-local classical MACs. This provides one
route for quantifying the quantum advantage of a sin-
gle quantum particle in multi-party communication
scenarios. Further, N-local quantum MACs can out-
perform N-party classical MACs, even when N — 1
of the parties are allowed to collaborate. Finally, we
have highlighted the connection of our framework to
the resource theory of multilevel coherence and pro-
vided a semi-device independent approach to witness-
ing multi-level coherence for a quantum state.

Our operational framework for analyzing the
multiple-access channel is important, not only for
showing the fundamental differences between a classi-
cal particle and a quantum particle with spatial super-
position, but also for quantum enhanced multi-party
communication and potential applications in sensing
of complex quantum systems due to the connection to
multi-level coherence [54, 60].
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There are many questions remaining from our in-
vestigation. We have identified the generalized finger-
printing inequality as a valid facet for all Cy x poly-
topes. It would be interesting to identify other facets,
something which is infeasible to do using the stan-
dard numerical approach. A related question is to
decide which of the Cn i polytopes can be violated
by a given N-partite quantum state and how large
such a violation can be. For the case of Oy i, we
showed that the I>x equality can be violated for all
non-classical states, yet the maximal violation for a
given state is still unknown. Additionally, in Section
4.2 we found a quantum violation of the (N, N — 1)-
party generalized fingerprinting inequality that scales
like N3, which is consistent with the previous results
of Ref. [21]. It would be good to know whether an
O(N~3) violation is optimal, for not only the gener-
alized fingerprinting inequality but also for all other
facets of Cy v—1([2]";[2]). It would also be interest-
ing to further pursue the connection between general
multi-level coherent states and the (N, K)-local facet
inequalities. Finally, the current results we have ob-
tained are based on using just a one single particle.
Though, the C’g\?e;? already encapsulate MACs attain-
able with K classical particles and arbitrary internal
degrees of freedom, a natural next question is how
the classical and quantum MACs compare when more
than one particle or multiple internal degrees of free-
dom are utilized.
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Here we provide detailed proofs of proposition 4, 6, 7 and 8 for the inclusion relation between different classical
MAC:Ss in section A; proposition 13 and theorem 5 for the dimension of classical and quantum MACs for arbitary
inputs and output in section B; and proposition 14, conjecture 1 for the separation between the most simple
classical MACs Cs5([2]%, [2]) and quantum MACs Qs 1([2]?,[2]) in section C.

A Separation and convexity of (IV, K)-local Classical MACs

Proposition 4. For |B| > 2 and N > 2, the set Cx (A, B) is non-convex; hence Cx (A, B) # Ci (A, B).

Proof. Tt suffices to prove the statement for C3([2]%;[3]). Consider PB4, 4,0 PBla 4, € C2([2]%;[3]) having
respective coordinates p’(blay,as) = g1(blai), with ¢1(0]0) = 1 and ¢;(1]1) = 1, and p”(bla1, az) = ga2(blas),
with g2(0[0) = g2(1|0) = 1/2 and g2(2[1) = 1. We will show their mixture pp|a,,4, = AP5|4, 4, +(1=A)Pp 4, 4,
does not belong to C2([2]?;[3]) for A € (0,1). For if it did, then we could write

Ag1(blar) + (1 — A)ga(blaz) ZplZd blm)g;(m|a;). (97)

i=1 m=0,e
Define g/(bla;) = X, e, d(blm)gs(mia;)
Agi(blar) + (1 = N)ga(blaz) = p1gi(bla1) + p2gs(blas).
Then p(0]1,1) = p(1]0,1) = p(2]a1,0) = 0 for a; = 0,1 implies ¢} (0|1) = g5(0|1) = 0, g1(1]0) = g5(1]1) = 0, and
g1(2]a1) =0 for a; = 0,1. Hence
p(0[0,1) = Ag1(0]0) = p1g1(0]0) + p2g5(0[1) = p1g1(0[0). (98)

Hence we have gj(bla1) o gi(blay) for all b,a;. By normalization, they must, in fact be equal. A similar
argument shows g5 (blaz) = ga(blas).

g1(blay) = Z d(blm)q1(mlay)

m= 0e1

g2(blaz) = Y d(bjm)qz(mlaz).
m=0,ez

With ¢ being a deterministic MAC, we must have that d(b|0) € {0,1} and 0 = d(2]0). By considering 1 =
92(2|1) = d(2|0)g2(0]1) + d(2]|e2)g2(e2|1) = d(2]|e2)ga(e2|1), we then have d(2|ez) = 1. But since d(b|0) € {0, 1},
it follows that go cannot output values {0, 1,2} each with nonzero probability. As this is a contradiction, we
conclude that C2([2]%;[3]) is non-convex. On the other hand, since C5([2]?;[3]) is convex by the Proposition 5,
it follows that Cn (A, B) # Ci (A, B).

O

Proposition 6. With |B| > K + 1 and |A;| > 2 for some party A;, the set Cly (A, B) is non-convex; hence
C&)K(A, B) 7& COnV[CN,K(A, B)]

Proof. We consider the extreme case of one party with N =1 and K = 1; i.e. one-local MACs C}([3]; [3]). Note
that in this case we always have C1(A; B) = C1(A; B). Let pp 4 € C{([3]; [3]) have coordinates p (b|0) = 0p,0 and
p'(b]1) = p'(b|2) = bp,2, and let p7 4 € C1([3];[3]) have coordinates p”(b[1) = dp,1 and p”(b|0) = p”(b]2) = by
We will show that their mixture ppja = App 4 + (1 — A)plp) 4 does not belong to Ci([3]; [3]) for any A € (0,1).
For if it does, we could write

p(2(2) = M (212) + (L= Np"(212) = D d(2m)q(m]2) = 1.
me{0,e1}
If follows 3m € {0,e1} such that d(2|m) = 1. Without loss of generality, we let d(2|0) = 1, and so d(1]|0) =
d(0]0) = 0. This means that
p(0lay) = d(0le1)q(e1as)
p(1]ar) = d(1le1)q(e1lar).
However, it easily leads to a contradiction. The mixture ppj4 has coordinates {p(0[0),p(0[1)} = {A,0} which

requires g(e1|0) # 0 and g(e;|1) = 0. Likewise, pp|4 has coordinates {p(1|0),p(1]1)} = {0,1 — A} which can
only be obtained when g(e;|0) = 0 and g(e;[1) # 0. Therefore, pp|4 cannot belong to C;([3];[3]). O
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Remark. In fact, a distinction between conv[Cy] and C](\?Cp) can also be seen when |B| > 2 and |A;| > 2. As

a simple example, consider the one-local MACs conv|[Cy([3]; [3])] and C; (sep) ([3];[3])- The latter consists of all
channels [3] — [3] (including the identity); in contrast, the former must be built by the exchange of just a single
particle, and therefore all such channels will have a bounded capacity of one bit.

For K > 1, the problem is even more intricate, from proposition 2, we know that the four classes of (N, K)-
local MACs are equivalent when |B| = 2; the counterexample in proposition 6 can also be applied to (N, K)-
local MACs if [B] > My = K + 1 ([[;cg|Ail > M, always holds), thus, we can conclude that Cly (A, B),
conv|[Cn, k (A, B)], and CS%‘?(A, B) are distinct when |B| > K + 1. For the remaining cases, their relation are
provided by the following two propositions.

Proposition 7. For |[B] > 2 and N > K > 2, the set Cy i (A, B) is non-convex; hence Cy x(A,B) #
Cn.x (A, B).

Proof. We consider p/B|A1A2A37p/E,3|A1A2A3 and pglAlAQAS € C32([2]% [3]) having coordinates p’(bla1, az,a3) =
gi2(bla, az), p”(blai, az, az) = g13(blai, az) and p”(bla1, az, as) = go3(blaz, az) with gs(0|0,0) = 1, gs(1/0,1) =
1, g5(2/1,0) = 1 and gs(2[1,1) = 1 for any S € {12,13,23}. We will show that their mixture ppja, a,4, =
AMPBA, Asas T A2PBa a4, T (1= A1 = A2)P 4, 4,4, does not belong to C32([2]%;[3]) for Ay € (0,1) and
A2 € (0,1 — Aq). For if it did, we could write p(blai, as,as) as:

A1g12(blar, az) + Argis(blar, ag) + (1 — Av — A2)gas(blaz, as) ZPS > d(blm)gs(ml(as)ses).  (99)
meMg

Since all gg are extreme, one can verify that p(bla1, az,as) has unique decomposition similarly as what we did
in proposition 4, thus the previous equation implies that:

gi12(blar, az) = Z d(blm)qi2(m|a1, az)

m=0,e1,e2

g13(blar,az) = Y d(blm)qis(mlar, as)

m=0,e1,e3

g23(blaz,ag) = Y d(blm)qas(mlaz, as).

m=0,ez,e3

Because gg are deterministic MAC with three distinct outputs conditional on different inputs, we should have
d(b]0) = d(b'|e1) = d(b'|es) = d(b"'|e3) = 1 for some b £ b # b"” # b"'. This contradicts with the fact |B| = 3
hence ppja, 4,4, is not in C3([2]*;[3]) and it follows that C32([2]*;[3]) is non-convex. On the other hand, as
has been shown in Proposition 8, C4 5([2]%; [3]) is convex, we have in general Cn,x (A; B) # Cy x (A; B). O

While Cy i (A; B) is non-convex for |B| > 2, if shared randomness between the particle source and receiver
is allowed, then convexity can be restored if |B| < K + 1.

Proposition 8. Cy (A;B) = (SCP)(A B) for arbitrary input sets A and output set |B| < K + 1.

Proof. Clearly Cy x(A; B) C C(SEP)(A B). Conversely, we can construct a deterministic decoder by dg(0|0) =1

and dS(b|éb) = 1; encoders by qS(O‘(as)SES) = gS(OKas)sES) and QS(éb‘(as)SGS) = gS(b|(as)sES)a where &, is
the b'" non-zero element in M. Thus, any MAC having form Eq. (22). can be written as Eq. (21). O

Different from proposition 2, the shared randomness in the (N, K)-local setting is crucial. Without knowing
the grouping S, the decoder will not be able to correctly associate the encoding e; to the group of parties.

B Dimensions of (N, K)-local Classical MACs and quantum MACs

In this section, we extend Theorem 2 and Proposition 9 and discuss the multiple access channel with arbitrary
inputs set A; and output set B. To proceed this section, the notations have to be generalized as follows.

Any MAC in Cy x (A, B) or Qn k(.A, B) can be envisioned as a point pp|4 in (|B| - ngl | A |)-dimensional
Euclidean space with transition coordinates (p(blai,- - ,an))seB,a;en,- To facilitate our analysis, we first
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introduce the new interference coordinates analogous to Eq. (39):

U U U q(b, S, {as}s) == (—l)k Z Hf a;)p(blai, -+ ,an) | a; =0for j €S », (100)

beB ke{0,-- ,N} a,eA;\{0} as€{0,as} €S
SC{1,--,N} sES seS
|S|=Fk

where f(a;) = 1if a; =0 and f(a;) = —1 when a; # 0. Comparing to Eq. (39), these new coordinates will have
extra dependence on the output b and input set {cs}s. And there are exactly |B| - [T, |Ax| elements in this

basis since
N N N N N
Bl-Y N N o > (ALl =) x - x (JA | = 1) =B T 1Axl-
k=1

k=0i1=1ig>i1  ip>ik_1
This equality can be established as follows. We define the polynomial function:

N

pe) = [T10AK = 1) +a] = Zakw

k=1

with the coefficients of the polynomial given as:

N N N
=30 D S (A =1 e x (A - 1),

i1=112>1%1 i >k —1

Hence,

N N N N N N

HIAklzp(1)=Zak=ZZZ © Y (ALl =1 % x (A | - 1),

k=1 k=0 k=0i1=1iz>i1  ix>ip_1
Since the transformation between the interference coordinates Eq. (100) and the original coordinates
{p(blai,--- ,a,)} is invertible, we can safely using them to discuss any given point pp|4 in both Cxn x and
ON K

Theorem 5. dimCy x(A,B) = (|B] — 1) Zszo(|A| - 1)’“(];7) with all |A;| = |A| for simplicity.

Proof. Each ppja € Cn (A, B) satisfies Hfj:l | Ax| normalization conditions 1 = > p(blay,- - ,an), with

a; € [A;]. As observed before, I;(Sll(me) =0 for all |[S| > K + 1 for binary inputs/output case. It is easy to
extend these constraints to arbitrary inputs/output by simply considering inputs/output relabeling, and hence
we can write each point in a subset of the interference coordinates in Eq. (100):

U U U q(b, S, {as}s) := (—1)]“ Z Hf (a;)p(blar,--- ,an) | a; =0for j &S »,

beB  ke{0, ,K} as€A\{0} as€{0,as} €S
b#|B|-15c{1,--,N}  s€S ses
|S|=Fk
(101)
with all the other elements being redundant. e.g. for k& > K + 1, those terms are actually zero (no k*-order
interference for k > K 4 1) and for b = |B| — 1, the information can be retrieved from the normalization
constraints.

There are (|B] — 1) Sy (JA] — 1)*(¥) elements in the above set, which upper bound dim Cy, (A, B) as

K
dim Cx i (A, B) < (B — 1 Z Al - 1) (N> (102)

To compute a lower bound for dim Cy g we need to find a set of affinely independent points. To do that, we
consider the following (N, K)-local classical MACs (analogy to Eq. (15)):

p(blai,--- ,an) = dug, BeB

pBlar, -+ an) = d(Bl0)gs(0l(as)ses) = [[ Sara,dss: B € 1Bl - 1], S| < K and ay € A\{0},  (103)
seS
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These MACs have exactly one interference coordinate being 1 (only when the inputs set {as}s and output
b match with the coordinate in Eq. (100)) and are obviously from Cn (A, B). In total then, we obtain a

collection of (|B| —1) ZkK:o(V” - 1)k(],\€[) + 1 affinely independent points. Hence we have:
X N
dim Cy x (A, B) > (|B] — 1) Z Al —1) ( ) (104)

In summary, the dimension of the Cny i (A, B) polytope is (|B] — 1) Zf=0(|A| — 1) (%) for any 1 < K < N.
Note the above calculation also works for Cly x (A, B), conv[Cn i (A, B)], Cy'% (A, B) and Iy x (A, B) since
all the above constraints and affinely points constructed in Eq. (103) work for all of them. O

Remark. Theorem 5 says the dimension Iy x (A, B) is (|B] — 1) S, (lA] — 1)% (%) with new coordinates we
introduced in Eq. (101). With these coordinates. In fact, for any L € {1,---, N} and any permutation 7 on
parties,

L N—-L K
—_— —
p(blalv"' 70[L,O7"' ,O)ZZ Z Q(bvsa {Oés}s) (105)
k=0 Sc{1,- ,L}
|S|=k

Proposition 13. dim Qn x (A, B) = (|B] — 1) S35, (A — 1)F(Y) for K < [ Y]

Proof. The set Qn, x (A, B) lives in a (|B] - vazl |A;|)-dimensional space, and there are also Hi\il |A;| nor-
malization condition for each ppja € Qn(A,B). Additionally, proposition 8 shows that ppja € Qn (A, B)
can not violate Iak 11 equality and obviously any higher order equality (The proposition works for arbitrary
inputs/output), which introduces some extra constraints. And hence, we can write each point in a subset of
the interference coordinates in Eq. (100) with k£ € {0,--- ,2K} and b # |B| — 1 as:

U U U a5 {a}s) = (=" > [l f(@p@®las,--- an) |a;=0forj &S5,

bEB  ke{0, 2K} as €A, \{o} as€{0,as}i€S
b#|B|-1 sC{1,---,N}  s€S s€S
|S|=k

(106)

There are (|B| — 1) ZkKZO(LA\ - 1)"“(];[) elements in the above set, which upper bound the dimension of
dim Oy k (A, B) as:

2K N

dim O x(4.8) < (8 1) S04 - * () (107

k=0
To get the lower bound, we consider the following two classes of points:
(i) Classical MACS: The set of (|B] —1) Zszo(|A| — 1)k (]I\Cf) affinely independent points in Eq. (103) in Cn x as
are obviously also in Qn k (A, B).
(ii) Quantum MACS: We consider quantum MACs generated by quantum state [¢)AA7 = %(\ei) + lej))
shared between party ¢ € S;, j € S; in disjoint groups S; N S; = 0. Each group performs a {0,7} phase
encoding on sender i or j conditional on the ‘parity’ of their inputs, i.e. gha)ees, (X) = Qsesiniiy id* @

(as)ses1
(055[(%)565])“ (X)(ofS[(aS)SES})A" where o, = |0)(0] 4+ ¢™|1)(1| and the parity function Ps[(as)ses] depends on

the input set {c}ses,us; as:

aa bES Z(Sas,as HlOd (108)
ses
The decoder then measures with POVM II, = |¢)(¢|**and Iz _y = I — |1)(4|**. This quantum MAC can
demonstrate maximal k*P-order interference (K < k = |S|) among and only among senders S = S; U S, input
set {as}s and output b.
The same strategy applies for all groups S with K < |S| < 2K, input sets {as}ses,us, and outputs b,

thus we can obtain (|B| — 1) Y7 K+1(|A| 1)k (],X) different MACs, now let’s check whether they are affinely
independent.
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Points in class (i) do not violate Ij equalities for any k& > K hence have (b, S, {as}s) = 0 for any |S| > K,
while each point considered in class (ii) violates one and only one I} equality for integer k = |S| > K, specifically
has q(b, S, {as}s) = 2¥~1. By a similar reasoning as for proposition 9, the collection of these points forms a
upper-triangular matrix similarly as Eq. 80 thus being affinely linear independent. In total then, we obtain a
collection of (|B] — 1) ifo(\fu - l)k(];f) + 1 affinely independent points belonging to Qn, k (A, B). Hence we

have:
2K

N
dim Qu x(4.8) > (8- 1) S04 - * () (109
k=0
In summary, the dimension of the Qn x (A, B) polytope is (|B] — 1) Zk 0 (JA| = 1)*(}) for any 1 < K < [§ ],
and obviously we can similarly conclude that Qn (A, B) = (|B] = 1) S, (JA| — 1)* ) = (Bl = 1) [Tyes sl
for L%J <K<N O

)

C Separation of Qy1([2]%[2]) and Ca2([2]%;[2])

As we alluded to earlier, in general, while they have the same dimensions, Qn g are fundamentally different
from Cy 2. Here we give a proof for the simplest case with N = 2, K = 1 and binary inputs/output, i.e.,

Q2.1([2]% [2]) # Ca2([2]%5 [2]).
Proposition 14. Qs 1([2]%;[2]) # C2.2([2]%; [2]).

Proof. Consider the MAC pgja,a, given by p(0laiaz) = 00,q,00,,, which is clearly in Co2([2]?;[2]) since
C2.2([2]?;2]) contains all channels from [2]? to [2]. Assume, towards a contradiction, that this channel is in
05.1([2]%; [2]) as well. Suppose that the senders A; and A, share the state p having support on H4'*2, then we
have

p(0j00) = Tr [Ty (£ © £3+(0)) |
p(0j01) = Tr [Ho (55‘1 ® £ (p))} .

Notice that the channel pp|4,4, cannot be expressed as a convex combination of two channels; therefore, p
must in fact be a pure state [))(1h|. Let p/ = 8 @ id™? (|9)(1)]), then

p(0[00) = Tr [HO (idA1 ® &M (p'))} ,
p(0[01) = T [HO (idA1 ® &M (p'))} .

We can write p’ = ppo + (1 — p)p1 where pg and p; are projections of p to the vacuum subspace Hy and the
one-particle subspace H; respectively. This is because NPE operations always map [¢) (1| to a block-diagonal
state (see Eq. (65)). Then

pTr M (10 @ £32(00)(00]) ) | + (1 = p)Tr Mo (id* © €02 (p1)) | =1,

pTr [HO (idA1 ® EM (|oo><00\))] +(1—p)Tr [HO (idA1 ® EM (pl)ﬂ —0. (o)

We then proceed to show that Eq. (110) always leads to a contradiction for any p € [0, 1].
If p € (0,1], then Eq. (110) implies that

Tr [Ho (idA1 ® 55‘2(|00><00|)ﬂ -

and

Tr [Ho (idA1 ® €1A2(\00><00|)>] _

Since £52 and 2 are both NPE operations, id** @ £52(]00)(00]) = id™ @ £2(|00)(00|) = |00)(00|. Therefore,
these two equations cannot be true simultaneously, and we have a contradiction.

Next, suppose that p = 0. In this case, p’ = 56\ 'R idA"'(h/J)(wD remains a one-particle state. Following a
similar argument, we can see that £ ®id*2(|)(¢]) and id* ® 55\721 (|1){(3]) also have to be one-particle states.
Therefore, all of the encoded states oo, 001, 010, and o011 (recall 04,a, = EXF ® EX2(|1)(Y])) are operators
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on the two-dimensional space H;. Additionally, note that p(0jaiaz) = d0.4,%0.4, implies that the encoder can
perfectly distinguish ogg from {cg1,010,011}, i-e., 600 L 001,010,011 Thus, it must be that og1 = 019 = 011,
which means that £ = £ and £ = 2. However, this will imply that all of the four encoded states are
the same, that is, ogg = 0g1 = 019 = 011. We thus arrive at a contradiction as well.

To conclude, we have shown that the MAC p is not in Qs1([2]%;[2]), and therefore Qs 1([2]%;[2]) #
Ca (121 [2]). O

Remark. While in our formalism, the two parties A; and As are limited to NPE operations, the proof above
in fact works for a more general class of operations that preserves the vacuum state.

Conjecture 1. Q5 1([2]%;[2]) is not a polytope.

Proof. Here we give a proof of the special case with projective measurement (in 1-particle subspace), for the
general POVM case, we have strong numerical evidence that this is also true.

From proposition 13, dim Q1 ([2]?; [2]) = 4, and MACSs ppja, 4, € Q2,1([2]?;[2]) can be written in coordinate
{p(0]00), p(0]01), p(0|10), p(0|]11)}. By convexity, we can always assume the state to be pure (in subspace

{l01),10)}):

(111)

_ cos? b, sin 0, cos 0,¢s
P = \sin 0 cos O e s sin? 6

As discussed in Eq. (10), every NPE operation £ on qubit system A; is characterized by Kraus operators
{((1) yg ) , (8 zgi )} with [y [* + |2} |* = 1. Hence the final state will be given as:

|22 |2 cos? 0, + |22, |* sin? 6, 0 0
Oaray = EX ®EN (p) = 0 [ya, [? cos? 0 Yo Y2 sin b, cos e’
0 yLry2, sinf; cos B,e ly2, | sin® 0,
(112)
We further assume the measurement POVM to be projective in the 1-particle subspace:
2 i 1Pm
o = ¢|00){00] & (sin wagzs ZZ;—i¢vn o Gn;ifl(;szlne ) ’ (113)

with 0 < ¢ < 1. Then,
p(0laras) = Tr [Mo0a,q,] = (|22, |* cos® O + |22, |* sin® 05) + |ya, cos O, cos br, + 2, sin O, sin O,,e? =9 | (114)

To show that Qs 1([2]%;[2]) is not a polytope, we can just look at one of its cross-section. As an illustive example,
we set p(0|00) = 1 and p(0|10) — p(0|11) = 0 and look at the cross-section represented in the coordinates
{p(0]01),p(0]10)}.

With p(0]00) = 1, we have the following two extreme cases:

case 1: ¢ = 28] = |23 =1
case 2: |yd| = |v3| = 1, 05 = 0., and ¢s — Py, — O + 2 =0
All other cases can be written as affine combination of these two, e.g: ¢ = 1, |2}| = |23], |vd] = |¥8], 05 = Om

and(bs_(bm_(b(l)""(b(%zo
Then with p(0/10) = p(0|11), we have:
case 1: |27| = 1, therefore every MAC can be written as:

{1, ]21] cos? @ + sin® O, + |y1|* cos® O cos? 0, }
case 2: 2(d1 — @) = (2 — ¢2) := ¢ and |y?| = 1, therefore every MACs can be written as:
{| cos? 0, + sin? 0, =?|2, ||yt | cos® O, + sin® O,e?/2 |2}
case 2t (¢ — ¢f) = 3, (63 — ¢3) — (o] — ¢¢) = 5 and |yi| = 1, and MACs are written as:
{cos® 0 +sin? 0, |y1|? cos @ + sin’ 9}

We now identify the boundary of the above set. From the supporting hyperplane theorem, it is necessary to
find all the supporting hyperplane, which in the case of two-deimensional space, will be of the form ¢p(0/10) —
p(0]01) = C. One can already check that the three extreme points on the lower-right {{0,0},{1,0},{1,1}} can
be obtained. Therefore, we only have to look at hyperplane on the upper-left corner:

tp(0]10) — p(0]01) = C  for ¢ € (0, c0),
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Figure 6: Cross-section of Q21([2]%,[2]) with p(0]00) = 1 and p(0[10) = p(0|11), the boundary is obtained with the subset of
measurement considered in eq. 113 (projective in the 1-particle subspace). However, based our numerical simulation, no other
points can be found even when general POVM is used.

which are maximized only by point in case 2 when

1 L forte (0,4
|y%|:1; (3080:77 COS(?): 4 or 6(7 ) .
V2 1 forte[4,00)

And the upper right boundary now can be calculated out as: { %’ é + %},
O

Obviously, the above boundarys form a convex set, but the set is not a polytope, and it follows that the
original set Q 1([2]'[2]) is not a polytope with projective measurement. Our numerical search find no point
generates from POVM locates outside this set, thus we conjecture that Q; 1([2]°[2]) is not a polytope
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