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Abstract— We study the problem of sampling from a target
distribution in Rd whose potential is not smooth. Compared
with the sampling problem with smooth potentials, this problem
is much less well-understood due to the lack of smoothness. In
this paper, we propose a novel sampling algorithm for a class of
non-smooth potentials by first approximating them by smooth
potentials using a technique that is akin to Nesterov smoothing.
We then utilize sampling algorithms on the smooth potentials
to generate approximate samples from the original non-smooth
potentials. We select an appropriate smoothing intensity to
ensure that the distance between the smoothed and un-smoothed
distributions is minimal, thereby guaranteeing the algorithm’s
accuracy. Hence we obtain non-asymptotic convergence results
based on existing analysis of smooth sampling. We verify our
convergence result on a synthetic example and apply our method
to improve the worst-case performance of Bayesian inference
on a real-world example.

I. INTRODUCTION

Sampling from a target distribution π(x) ∝ exp(−s(x))
known up to a normalization constant is an important problem
in many areas such as (particle) filtering and estimation,
inverse problems, machine learning, and plays a pivotal role
in Bayesian statistics and inference [1], [2], [3], [4]. For
instance, in nonlinear filtering problem, one can infer from
the posterior distribution of the state by sampling from it. Over
the past decades, there has been a vast amount of research
carried out on sampling problems from smooth distributions
[5], [6], i.e., the gradient of the potential s(x) is Lipschitz. In
contrast, the understanding of non-smooth sampling is still
relatively limited.

In this work, we consider the task of sampling from a
specific class of non-smooth distributions

π(x) ∝ exp(−s(x))

whose potentials s(x) permit an explicit max-structure as

s(x) = f (x)+max
y∈Y

{⟨h(x),y⟩−g(y)} (1)

where f is smooth, g is convex, Y is convex and bounded,
and h is Lipschitz and smooth. s(x) can be non-smooth.
For instance, when f (x) = 0 and h(x) = Ax, s(x) becomes
a piece-wise affine function and is clearly non-smooth. A
special instance of particular interest is

s(x) = f (x)+max
i
{h1(x),h2(x), . . . ,hn(x)}. (2)
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The optimization of minimizing s(x) has been widely used for
science and engineering problems to optimize the worst-case
performance [7], [8]. Its Bayesian counterpart that accounts
for uncertainties can be captured by a sampling problem from
the potential s(x).

Compared to other recent work [9], [10] for sampling
from black box non-smooth distribution, we assume certain
structures in the target distribution and hope to leverage these
structures to achieve better performance. Indeed, in practice,
it is rare to have a black box model as a target distribution; we
almost always know some structures of the problem. It could
be advantageous to utilize such structures in the algorithm
design. With this in mind, we take one step forward in the
direction of sampling beyond black box models and propose
a sampling method for non-smooth distribution that utilizes
the specific max-structure (1).

Our strategy is akin to Nesterov smoothing [11] in
optimization that constructs a smooth function sβ (x) whose
difference with s(x) can be controlled through the smoothing
intensity β . In Nesterov smoothing, the idea is to use a fast
smooth optimization algorithm to minimize sβ (x) for the
purpose of optimizing the non-smooth function s(x). In our
problem, instead, we sample from πβ (x) ∝ exp(−sβ (x)) for
the purpose of sampling from π(x) ∝ exp(−s(x)). Thanks
to the smoothness of sβ (x), we can take advantage of the
many existing sampling algorithms for smooth potentials to
sample from πβ (x) ∝ exp(−sβ (x)). Our smoothing strategy
is compatible with any such algorithms requiring only first-
order smoothness. The complexity bounds we obtained
with Nesterov smoothing have exactly the same dimension
dependency as their smooth counterparts. In a high level, this
work is along the direction of the recent line of research that
tries to bridge optimization and sampling [12], [13], [14].
Our results prove that some smoothing techniques used in
optimization are equally effective in sampling.

a) Related Works: Over the last few years, several
algorithms for sampling from potentials that are not smooth
have been developed. A majority of them is devoted to the
analysis of Unadjusted Langevin Monte Carlo (LMC) in the
non-smooth setting [15], [16], [10]. These theorectical results
are challenging and significantly different from those in the
smooth setting. In [17], [18], [19], the non-smooth sampling
problem is studied and analyzed from an optimization point
of view. Another algorithm that is effective for non-smooth
sampling is the proximal sampler developed in the sequence of
work [20], [9], [14], [21]. The methods that are most related to
ours are Gaussian smoothing [22], and Moreau envelope [23],
[24]. Gaussian smoothing can be applied to any convex
potential, however the evaluation of the smoothed potential is
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difficult. Normally one can only get unbiased estimation of it
through Gaussian sampling, inducing additional variance in
the algorithm. Moreau envelope can be applied to any weakly-
convex potential. To evaluate the smoothed potential or its
gradient, one needs to solve an optimization problem (to get
the proximal map), inducing additional complexity, especially
when the potential is not convex. We include a more detailed
comparison with these two smoothing techniques in the end
of Section III-B.

We summarize our contributions below:
i) Inspired by Nesterov smoothing, we develop a smoothing
technique, different from the existing ones like Gaussian
smoothing and Moreau envolepe, for sampling problems
for a class of potentials that permit the max-structure (1).
Our smoothing technique is compatible with any first-order
sampling algorithm for smooth potentials and the convergence
is guaranteed via a proper smoothing intensity β .
ii) Combining this smoothing technique with existing sam-
pling algorithms for smooth potentials we obtain non-
asymptotic complexity bounds for strongly-log-concave distri-
butions, log-concave distributions, and distributions satisfying
log-Sobolev inequality (LSI). In particular, the complexity has
the same dimensional dependency as its smooth counterparts.
Besides, our analysis covers certain composite potentials
with non-smooth (Lipschitz continuous) components and the
distribution satisfies LSI.
iii) We show one synthetic example to verify our non-
asymptotic analysis and demonstrate that the structure (1) can
be useful for improving the worst-case performance through
a real-world logistic regression example.

II. BACKGROUND

We assume the norm in the space of x and y can be different
and denote them as ∥ · ∥X and ∥ · ∥Y respectively. We use
Jh(x) : Rd → Rn×d to represent the Jacobian matrix of the
function h at x. The norm of a matrix A :Rd →Rn×d is defined
as ∥A∥X ,Y =maxx,y{⟨Ax,y⟩Y : ∥x∥X = 1,∥y∥Y = 1}. Given
a primal space equipped with norm ∥ ·∥, we denote the norm
in its dual space as ∥ · ∥∗. In this article, we assume the
probability measure have density with respect to the Lebesgue
measure.

A. Nesterov smooothing

It is well-known that with subgradient methods, the optimal
bound of non-smooth convex minimization complexity is
O(1/ε2) to achieve ε error in the function value [25], [26].
However, beyond the black-box oracle model, there are
various structures that can be used to improve this bound.
Nesterov smoothing [11] is an interesting technique for
functions with explicit max structure (1). In doing so, the
complexity order can be improved to O(1/ε). The underlying
principle of Nesterov smoothing is that the dual of a strongly-
convex function is smooth and vice versa [27]. Specifically, it
adds a σ -strongly-convex penalty function ℓ(y) to the original
maximization such that

sβ (x) = f (x)+max
y∈Y

{⟨h(x),y⟩−g(y)−βℓ(y)}, (3)

where β is the smoothing intensity. In the original paper of
Nesterov smoothing, they consider the specific task h(x) = Ax
and find sβ is smooth with constant L f +∥A∥2

X ,Y /βσ . Then
they apply the Nesterov accelerated gradient descent algorithm
to minimize sβ , an optimal scheme for smooth optimization.
Our idea is very similar on the high level: use smoothing for
the non-smooth potential first, and then apply the existing
sampling algorithm for the smoothed distribution.

B. Smooth sampling

In this section, we summarize several popular sampling
algorithms for smooth distributions. In general, there are
several dominant popular algorithms: LMC [28], Kinetic
Langevin Monte Carlo (KLMC) [29] Metropolis-Adjusted
Langevin Algorithm (MALA) [30], and Hamiltonian Monte
Carlo (HMC) [31]. Suppose we are given the target distribu-
tion π ∝ exp(−V (x)) for some smooth potential V (x). The
LMC algorithm runs the update

xk+1 = xk − γ∇V (xk)+
√

2γεk, (4)

where εk is the standard Gaussian random variable in Rd .
The initial point x0 is user-defined and the step size γ > 0 is
chosen sufficiently small to ensure limited discretization error.
Indeed, (4) is the Euler discretization of Langevin diffusion
dynamics,

dxt =−∇V (xt)dt +
√

2dBt . (5)

This dynamics has an invariant density π no matter what x0
is. The underdamped Langevin diffusion adds a Hamiltonian
ingredient to the standard Langevin diffusion (5), so that an
additional random variable vt := dxt/dt controls the velocity
in the dynamics. Similarly, HMC maintains a velocity term,
but with a different randomization manner. MALA is also a
variant of LMC. As its name implies, it adds a Metropolis-
Hastings rejection step to LMC, in order to eliminate the bias
induced by discretization.

In spite of the canonical role of LMC in sampling, it is
not the fastest algorithm empirically. Theoretically, in the
standard strongly-convex potential case, the complexity of
LMC can achieve Õ(d) [5], whereas KLMC, HMC algorithms
can achieve Õ(d1/2) [32], [33]. The complexity Õ(d1/2) also
holds for MALA, however, under a warm start [34]. Decades
of extensive research have led to the recent proposal of several
innovative sampling algorithms and their variants. Notable
examples include the proximal algorithm [20], [35] based on
the restricted Gaussian oracle and the randomized midpoint
method for KLMC [36]. The proximal algorithm has been
proved to have the state-of-art dimension dependency for
log-concave distribution [35].

III. NESTEROV SMOOTHING FOR SAMPLING

In this section, we will introduce our Nesterov smoothing
sampling algorithm in Section III-A and bound the error
caused by smoothing in Section III-B.
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A. Problem setup and algorithm

Formally, we consider the task to sample from a non-
smooth distribution π(x) ∝ exp(−s(x)) where

s(x) = f (x)+max
y∈Y

{⟨h(x),y⟩−g(y)}.

We will assume f (x) : X →R is L f -smooth; h(x) : X →Y
is λh-Lipschitz and Lh-smooth; g(y) : Y → R is continuous
and convex through out the paper. A function f (x) is L-smooth
if

∥∇ f (x1)−∇ f (x2)∥∗X ≤ L∥x1 − x2∥X

for ∀x1,x2 ∈ Rd . Correspondingly, we say a multivariate
function h(x) is L-smooth if

∥Jh(x1)− Jh(x2)∥X ,Y ≤ L∥x1 − x2∥X

for ∀x1,x2 ∈ X . We say a multivariate function h(x) is
λ -Lipschitz if

∥h(x1)−h(x2)∥∗Y ≤ λ∥x1 − x2∥X ,

which is equivalent to ∥Jh(x)∥X ,Y ≤ λ for ∀x ∈ X if h(x)
is differentiable. This boils down to that the operator norm of
A is bounded when h(x) = Ax; this allows us to compare the
smoothing effect with the case considered in [11]. Without
more specifications, we assume ∥ · ∥∗X = ∥ · ∥X = ∥ · ∥2 is
Euclidean norm to be consistent with the sampling literature.

It is very likely that s(x) is not differentiable since it is a
"piece-wise" function segmented by different maximizer y. As
such, it is not feasible to directly apply the smooth sampling
algorithms. Inspired by the Nesterov smoothing technique,
our strategy is to 1) smooth s(x) as sβ (x), 2) apply smooth
sampling algorithm to πβ (x).

For smoothing, we consider the surrogate function in
equation (3) where ℓ(y) is a σ -strongly-convex prox-function

ℓ(y)≥ σ

2
∥y− y0∥2

Y .

The center of Y is defined as y0 = argminy{ℓ(y) : y ∈ Y }
and we can assume that ℓ(y0) = 0. The compactness of Y
also allows us to define

D = max
y

{ℓ(y) : y ∈ Y } , R = max
y

{∥y∥Y : y ∈ Y }.

From the definition, D is the squared diameter of the set Y ,
and R is the furthest distance of any point in the set to the
origin. By the triangular inequality, it holds that

R ≤ ∥y0∥+
√

2D
σ

.

In this way, sβ (x) is a smooth function, which is justified by
Lemma 1. Proofs can be found in the extended version [37].

Lemma 1: Let φβ (x,y) := ⟨h(x),y⟩ − g(y)− βℓ(y), and
yβ (x) := argmaxy∈Y φβ (x,y), then

∇sβ (x) = ∇ f (x)+ J⊤h (x)yβ (x). (6)

Moreover, sβ (x) is Lsβ
-smooth with

Lsβ
= L f +RLh +

λ 2
h

βσ
.

Algorithm 1 Nesterov smoothing sampling framework

Input: A first-order based smooth sampling algorithm, the
target distribution π ∝ exp(−s(x)), number of iterations K,
initial point x0 ∼ µ0
Initialization: Choose the smoothing intensity β

for k = 0, . . . ,K −1 do
# Calculate ∇sβ (x) according to (6)
Iterate xk+1 by the smooth sampling algorithm

end for
Output: xK

If h(x) = Ax, then Lh = 0 and λh = ∥A∥X ,Y , we get
Lsβ

= L f +
1

βσ
∥A∥2

X ,Y in this special case. This recovers
the smoothness constant in [11, Theorem 1]. In many cases,
λh is dimensional-free. For example, when h(x) = Ax and
A = cIm, then λh = c regardless of the dimensionality.

We will also assume that we can solve maxy φβ (x,y) for
any x ∈ X in a fast dimension-free manner, which has
been verified by the complexity analysis [38, Section 3] and
especially several examples in [11, Section 4]. Thus we can
query the gradient of sβ (x) according to (6) and resort to first-
order sampling algorithm to sample from πβ ∝ exp(−sβ (x)).
The pseudo-code of our scheme is presented in Algorithm 1.

B. Bounded distance between π and πβ

When β → 0, it holds that πβ → π . In this section, we
rigorously bound the distance between π and πβ . A key
observation is that sβ (x) is a uniform smooth approximation
of s(x) [11, Eq. 2.7], i.e.,

sβ (x)≤ s(x)≤ sβ (x)+βD.

To bound the difference between π and πβ , we select two
widely-used distributional distances as the error criteria. The
first one is the total variation TV(p,q) = 1

2∥p−q∥1, which
can be bounded by Kullback–Leibler divergence KL(p∥q)
through Pinsker’s inequality

TV(p,q)≤
√

1
2

KL(p∥q).

The second one is the Wasserstein-2 distance [39]

W2(p,q) :=

√
inf

ν∈Π(p,q)

∫
Rd×Rd

∥a−b∥2
2dν(a,b),

where Π(p,q) denotes the set of the all joint distributions of
p and q. The W2 distance can also be bounded by KL(p∥q)
through the Talagrand inequality [40]

W2(p,q)≤
√

2CLSIKL(p∥q),

if q satisfies the following log-Sobolev inequality with
constant CLSI.

Definition 1 (Log-Sobolev inequality): A probability dis-
tribution q satisfies a log-Sobolev inequality with constant
CLSI if, for all smooth functions u : Rd → R, it holds that

Eq[u2 logu2]−Eq[u2] logEq[u2]≤ 2CLSIEq[∥∇u∥2].
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LSI is a powerful tool for sampling convergence analysis
when there is no log-concavity. It has nice properties, for
instance, it implies the sub-Gaussian concentration prop-
erty [41]. Moreover, if s(x) is α-strongly-convex, then π(x)
satisfies the LSI with constant 1/α [42]. With the help of
the above inequalities, we show that Proposition 1, 2 hold.

Proposition 1: TV(π,πβ )≤
βD
2 .

Proposition 2: If π satisfies the LSI with constant Cπ , then

W2(π,πβ )≤
√

Cπ βD.
We next compare the smoothing effect of Nesterov smooth-

ing, Moreau envelope and Gaussian smoothing. Define the
non-smooth part in our potential as

ρ(x) = max
y∈Y

{⟨h(x),y⟩−g(y)}

and denote the Lipschitz constant of ρ(x) as λρ . All three
smoothing methods can deal with composite smooth+non-
smooth potential, but Moreau envelope and Gaussian smooth-
ing require the convexity or weakly-convexity of ρ(x), while
Nesterov smoothing does not require so.

a) Moreau envelope: The Moreau-Yosida envelope of
a lower semicontinuous (weakly) convex function ρ(x) is
defined as

ρβ (x) := min
y∈Rd

{
ρ(y)+

1
2β

∥x− y∥2
2

}
.

The smoothed composite potential is then written as sβ (x) =
f (x) + ρβ (x). If ρ is convex, then ρβ is Lρ -smooth with
Lρ = 1

β
. If ρ is r-weakly convex, and β ≤ 1/(2r), the

same smoothing effect still holds [43], [44]. According to
Proposition 1 in [23], there is TV(π,πβ )≤ 1

2 βλ 2
ρ , which is

implied by 0 ≤ s(x)− sβ (x)≤ β∥λρ∥2/2.
b) Gaussian smoothing: Unlike the proposed method

in [22], where they apply Gaussian smoothing to both the
smooth part f (x) and the non-smooth part ρ(x) in s(x), our
discussion is based on only smoothing the ρβ (x) here. We find
smoothing both parts would introduce a worse dimension
dependency in bounding the difference between π(x) and
πβ (x). The Gaussian smoothing for ρ(x) is defined as

ρβ (x) = Eξ [ρ(x+βξ )],

where ξ ∼ N (0, Id×d). The smoothing effect of Gaussian
smoothing only applies to convex functions. Indeed, according
to Lemma 2.2 in [22], if ρ(x) is convex, then ρβ (x) is Lρ -
smooth with Lρ = λρ d1/2/β . Then by Lemma E.2 in [22],
TV(π,πβ ) ≤ 1

2 βλρ d1/2. Additionally, if f (x) is α-strongly

convex, by Lemma 3.3 in [22], W2(π,πβ ) = Õ
(

βλρ d
α

)
.

Now, if we want to achieve TV(π,πβ ) = E /2, then Moreau
envelope results in

Lρ =
λ 2

ρ

E
;

Gaussian smoothing needs

Lρ =
λ 2

ρ d

E
;

Nesterov smoothing results in

Lρ = RLh +
λ 2

h D
E σ

.

Given the same smooth sampling algorithm, the dimension
dependency in Lρ determines the dimension dependency
in the final convergence rate. Normally, σ = 1. Assuming
λρ = λh, D = Õ(1), then Nesterov smoothing effect is the
same order as Moreau envelope, and better than Gaussian
smoothing. However, Moreau envelope requires more strict
assumption on ρ(x), i.e. weakly-convexity; and since the
potential is not smooth, solving the proximal operator of
Moreau envelope requires additional complexity in each
sampling step, even for structured potential in (1).

IV. NON-ASYMPTOTIC CONVERGENCE ANALYSIS

In this section, we present non-asymptotic convergence re-
sults in several fundamental scenarios: strongly log-concavity,
log-concavity, and log-Sobolev inequality. Denote the un-
derlying distribution of xk as µk. We will give a sufficient
number of iterations for µk to reach a given error tolerance.
In Proposition 3, each complexity result is accompanied by a
concrete smoothing algorithm. As discussed in Section II-B,
there are multiple algorithm candidates to use for the smooth
sampling in Algorithm 1. We will choose the option with the
best complexity to our knowledge.

To obtain the non-asymptotic convergence results, we
notice that the error, for example, TV(µK ,π) can be split into
two parts TV(µK ,πβ ) and TV(πβ ,π) by triangular inequality.
The former can be bounded using existing convergence results
of smooth sampling, such as [36], [35]. Thanks to Proposition
1, 2, the latter is bounded by a carefully chosen β . The
convergence in terms of W2(µK ,π) follows similarly.

Proposition 3: 1) If f is α-strongly-convex, ⟨h(·),y⟩
is convex for any y ∈ Y , the smooth sampling
algorithm in Algorithm 1 is randomized midpoint
KLMC [36], and β =

√
αE

2D , then for any 0 < E <

2
√

d
α

, the iterate µK satisfies W2(µK ,π) ≤ E for

K = Õ

((
Ls

β

α

)7/6

( 2
E

√
d
α
)1/3 +

(
Ls

β

α

)
( 2

E

√
d
α
)2/3

)
. Fur-

thermore, if E is sufficiently small such that L f +RLh
λ 2

h D
=

O(1/E ), we obtain

K = Õ

(
λ 2

h Dd1/3

α11/6E 5/3 +
λ

7/3
h D7/6d1/6

α23/12E 3/2

)
.

2) If f is convex, ⟨h(·),y⟩ is convex for any y ∈ Y , the
smooth sampling algorithm is the proximal sampler [35],

and β = E
D , then for any 0 < E < O

(
λ 2

h D
L f +RLh

)
, µK satisfies

TV(µK ,π)≤ E within iterations

K = O

(
λ 2

h D
√

dW 2
2 (µ0,πβ )

E 3

)
.

3) If π(x) satisfies LSI with constant Cπ , the smooth
sampling algorithm is the proximal sampler [35], and β = E

D ,
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then for any 0 < E <O

(
λ 2

h D
L f +RLh

)
, µK satisfies TV(µK ,π)≤

E within iterations

K = O

(
λ 2

h DCπ

√
d

E

)
.

The dimension dependence in the above results matches
the corresponding convergence result for smooth sampling.
This is because the smoothing parameter β does not depend
on the dimension.

V. EXPERIMENTS

In this section, we consider two examples with the special
structure (2), which can be rewritten as

s(x) = f (x)+ max
y∈∆n−1

{⟨h(x),y⟩},

where ∆n−1 is the probability simplex on Rn. To construct
the smoothed sβ (x), we choose ∥ · ∥Y as 1-norm ∥ · ∥1, y0
is the uniform distribution, and ℓ(y) = log(n)+∑

n
j=1 y j logy j.

Thus by [11, Lemma 3], we have σ = 1 and D = log(n).
We will choose randomized midpoint KLMC as the smooth
algorithm.

A. Synthetic example

We consider s(x) to be the summation of a quadratic term
and the maximum of absolute values (also see Section 4.4
of [11])

s(x) = ∥x∥2
X + max

1≤ j≤m
{|⟨a j,x⟩−b j|}, a j ∈ Rd , b j ∈ R. (7)

It is not difficult to find that λρ = max1≤ j≤m ∥a j∥2 since it is
a piece-wise affine function. Denote the matrix A with rows

a j, b = (b1, . . . ,bm), and n = 2m. Then with Â =

(
A
−A

)
and

b̂ =

(
b
−b

)
, the form (7) is equivalent with

s(x) = ∥x∥2
2 + max

y∈∆n−1
{⟨Âx,y⟩−⟨b̂,y⟩}.

Clearly, s(x) is strongly-convex, and we have strongly-convex
constant α = 2, smoothness L f = 2,Lh = 0, and Lipschitz

λh = ∥Â∥X ,Y =max
x

{ max
1≤ j≤m

|⟨a j,x⟩| : ∥x∥2 = 1}= max
1≤ j≤m

∥a j∥2.

Putting these together in Proposition 3, we obtain the total

complexity Õ

(
λ

7/3
h d1/3

E 5/3

)
, which is experimentally confirmed

in Fig. 1.

B. Robust Bayesian logistic regression

We present a real-world example of robust Bayesian logistic
regression, where we design a special posterior distribution to
make the Bayesian prediction robust to feature perturbation.
Given a dataset L = {l1, . . . , lS}, a model with parameters
x ∈ Rn and the prior distribution p0(x), the nominal task is
to sample from the posterior distribution

πnom(x) := p(x|L ) ∝ p0(x)p(L |x).

Fig. 1: The number of iterations to reach a fixed error
tolerance. The reference dashed line is 2700 d

1
3 log(d).

Its potential is

snom(x) =− log p0(x)− log p(L |x).

Motivated by robust approximation problem [45, Sec. 6.4.2]
in optimization, we construct another worse-case posterior
distribution with the potential

swc(x) =− log p0(x)+max
i
{− log p(Li|x)},

where Li is the perturbed version of L . For example, random
noises are added to the features or some features are zeroed.
Here we choose to add random Gaussian noise scaled by a
noise level to the features, and a larger i corresponds to a
greater noise scale. Our setup can be viewed as a Bayesian
counterpart of the optimization problem min swc(x), which
is a robust approximation problem aiming to minimize the
worst-case objective.

We sample two sets of parameters from distributions
πnom and πwc, and test their prediction ability on a series
of the perturbed test dataset. They result in two Bayesian
predictions/likelihood

pnom(ltest |L ) =
∫

p(ltest |x)πnom(x)dx,

pwc(ltest |L ) =
∫

p(ltest |x)πwc(x)dx

which are then used to calculate the accuracy. In prac-
tice, we use posterior samples to estimate the above inte-
grals/expectations.

The dataset L we use is "german" dataset from [46], which
includes 1000 data and 20 features. The comparison in Fig.
2 illustrates the parameters sampled from πwc give a higher
accuracy/log-likelihood when there exist data perturbations.

Fig. 2: Averaged accuracy and the log-likelihood of Bayesian
posterior prediction on the test dataset.
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VI. CONCLUSION

We consider sampling from a non-smooth distribution
π(x) ∝ exp(−s(x)) that is endowed with the explicit struc-
ture (1). Inspired by Nesterov smoothing, we first transform
the non-smooth potential s(x) to a smooth potential sβ (x)
and then apply the smooth sampling algorithms directly to
πβ (x)∝ exp(−sβ (x)). Our smoothing technique is compatible
with any first-order sampling algorithm for smooth potentials.
The error introduced by smoothing can be controlled by a
careful choice of smoothing intensity β . We study the non-
asymptotic convergence rate under several common conditions
and present two examples. The logistic regression example
reveals our method can be potentially helpful for robust
Bayesian inference. In this paper, we only consider one class
of non-smooth potential with max structure (1) for Nesterov
smoothing. It is interesting to explore more structures that
can benefit from smoothing techniques.
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