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A B S T R A C T

The laser powder bed fusion (LPBF) technique has become increasingly prominent in metal additive man-
ufacturing. However, tuning parameters for printing defect-free parts requires labor-intensive experimental
work and computationally expensive simulations. Moreover, to calibrate LPBF models against the experimental
data, typically MCMC methods or similar methods are used which is also time-consuming. These procedures
are viable when calibrating LPBF models against data for individual chemistries but are not efficient for
alloy design. A rapid method to calibrate LPBF models is needed to design for printable alloys. We address
this challenge by integrating a low-fidelity analytical thermal model, a machine learning model, and proxy
experimental data to create an accurate and rapidly-trained model that leverages the principles of Bayesian
updating. As a case study in ‘printability extrapolation’, a dataset of 195 single-tracks on 16 unique chemistries
was used to probe the method’s ability to predict melt-pool dimensions on ‘unseen’ chemistries. As a case study
in ‘printability interpolation’ the framework was deployed on two compositions that were studied rigorously
in the literature for their printability, namely, the ultra-high strength martensitic steel alloy AF9628 and the
nickel super alloy 718. The interpolative/extrapolative abilities of the proposed method were compared to a
set of 4 control models under data sparse conditions.
1. Introduction

Among the different additive manufacturing (AM) technologies,
aser-powder bed fusion (L-PBF) has gained interest for the manufac-

turing of metallic parts for various applications [1,2]. In L-PBF, parts
are manufactured from alloy powder in a layer-by-layer manner. After
depositing each layer using a recoater or a roller blade, a laser beam
source selectively melts powder particles forming a thin layer of the 3D
part. Upon depositing all layers, the 3D part is manufactured.

For industrial applications, attaining high-quality parts via laser-
powder bed fusion (L-PBF) requires a meticulous selection of processing
parameters to avoid defects and ensure defect-free outcomes. Common
defects in L-PBF include keyholing, lack of fusion, and balling, all of
which contribute to porosity, adversely affecting layer adhesion and
the mechanical integrity of the as-printed product. To preemptively
dentify unsuitable processing parameters, single-track experiments are
 valuable preliminary screening method. These initial tests are crucial
or detecting potential issues in printing parameters before committing
esources to produce larger test pieces, such as tensile coupons or cubes.
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1 Authors contributed equally.

During L-PBF AM, melt pool dimensions are crucial for assessing
print quality – most porosity-induced defects can be correlated with the
characteristics of the melt pool – and are typically measured through
optical or scanning electron microscopy (SEM). The width of the melt
pool, often measured first due to simpler sample preparation, is consid-
ered the ‘easily seen/measured’ dimension of the melt pool. In contrast,
measuring the depth of the melt pool requires cross-sectioning, which
is more costly and complex, leading to its classification as an ‘unseen’
dimension. Consequently, one objective of this study is to simplify melt
pool depth quantification. Furthermore, a more accurate assessment
of the melt pool characteristics under AM could in turn be used to
a more efficient determination of the regions in the processing space
more susceptible to the formation of macroscopic solidification defects.

Various works have noted a strong linear correlation between melt
pool widths and depths [3,4], however to-date only Ref. [3] has ex-
ploited this correlation to use melt pool width as a proxy measurement
for depth. Both approaches use in-situ monitoring of the melt pool
width to predict depth. Ref. [4] uses an analytical model to predict
the melt pool aspect ratio to convert width measurement to depth.
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Fig. 1. Example of a printability map and the defect criteria used to generate printability maps. (a) Diagram of a melt pool that results in a keyhole. The width-to-depth aspect
ratio (W/D) is small indicating a keyhole. The exact threshold for keyholing, x, is determined experimentally. (b) Diagram of a melt pool that results in balling. The length-to-width
aspect ratio (L/W) is large, indicating an elongated melt pool. Elongated melt pools are susceptible to Rayleigh instability which results in balling. The exact threshold for keyholing,
, is determined experimentally. (c) Diagram of a melt pool that results in lack of fusion. The depth (D) is less than the specified layer thickness (t), indicating that there will
e insufficient binding between layers during LPBF. (d) The complete printability map that shows porosity defects for a composition as a function of power and scan speed. (e)
xperimental images of porosity defects. The experimental examples were obtained and reproduced from Ref. [5].
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Ref. [3] relates in-situ melt pool signatures (including width) to depth
via an SVM machine learning model. In this work, we take a Bayesian
approach to this concept, relating width to depth via Hierarchical Gaus-
sian Process regression (HGPR) instead. The benefits of this method are
detailed in Section 2.1.

In terms of the usefulness of these measurements, once the melt pool
imensions are determined, they are employed to categorize a single-
rack as either defect-free or not based on various defect criteria, as

shown in Fig. 1a–c. Typically, these defect criteria are based on the
melt pool geometry, i.e. width, depth, and length. Experimental images
f these porosity defects (modified from [5]) are shown in Fig. 1.

After classifying multiple single-tracks printed with different processing
parameters, a printability map can be generated. A printability map (or
processing map) is a visual tool that delineates defect-containing and
 t
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defect-free regions in the processing parameter design space. Fig. 1d
shows a typical representation of a printability map. As shown in
Fig. 1d, the processing space is often defined by the most two significant
rocess parameters; laser power and scanning speed. This makes it
asier to visualize printability maps as 2D plots.

As demonstrated in previous studies, single-tracks serve as useful
roxy experiments for more complex builds, such as cube and block
uilds, in terms of screening for porosity defects [6,7]. While we
cknowledge that single-tracks do not capture the full thermal histories
ssociated with multi-layer builds, they do provide a first approx-
mation of printability and can effectively narrow down processing
arameters that may lead to defect-free builds. This is particularly
seful in the scenario of alloy design, where there is a need for high-

hroughput models that can efficiently screen large alloy spaces for
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Additive Manufacturing 96 (2024) 104545 
compositions that are resistant to porosity defects, including keyholing,
alling, and lack of fusion. For more information between the relation-

ship between single-track and multi-layer builds, we refer readers to
Refs. [2,6].

Two approaches have been used in the literature for generating
printability maps: data-driven approaches and a priori physics-based
approaches.

Data-driven approaches rely on experimental measurements and
observations to determine the boundaries of different defect regions
via interpolation and/or machine learning models. Morcos et al. [8]
reviewed the printability maps for W and W-based alloys and found
that most printability maps are data-driven and do not make use of

achine learning models for interpolation and extrapolation [9–11].
On the other hand, Wilkinson et al. [12] and Wentai et al. [13] used
experimental data from Ti-6Al-4V single tracks to train an unsupervised
convolutional neural network model (CNN) while Zhang et al. [14]
treated printability maps as a classification problem and used support
vector machine (SVM) model to delineate the processing space into 4
different regions based on experimental data. Likewise, in Ref. [15] the
authors review commonly used machine learning models used in the
context of AM. While many of these models perform well, these models
have significant drawbacks when compared to Bayesian models.

Bayesian machine learning methods offer several distinct advan-
tages: Bayesian methods have the unique capability to systematically
improve prior models as new data becomes available, making them par-
ticularly suitable for integrating analytical models with experimental
data. This is important for machine learning in data-sparse conditions
where experimental data must be supplemented by prior knowledge.
Alloy design for AM is one such data-sparse scenario as designers must
consider a large pool of candidate compositions and processing condi-
tions using modeling trained on very little experimental data [16,17].
Furthermore, of the machine learning strategies reported in Ref. [15],

ayesian methods are the strategies that natively quantify uncertainty.
ncertainty quantification is crucial for alloy design, risk management,
nd qualification & certification processes. In fact, uncertainty quantifi-
ation is a prerequisite of any Bayesian optimization method. For these
easons we prefer to use Bayesian models. In Refs. [16,17] we further
xplain our perspective of why alloy design and alloy design for AM

should be conducted in a Bayesian manner.
Bayesian methods have been used to integrate physics-based ther-

al models with experimental measurements. Several studies were
ublished discussing the printability of different alloys [18–22]. In
hese works, the Eagar–Tsai (E–T) model [23] is used to predict the
elt pool dimensions at different laser power and scan speed val-
es that cover the entire processing space of interest. While the ET
odel is physics-based, it is not without limitations. The model only

imulates quasi-steady state heat transfer from a Gaussian beam on
 semi-infinite medium. The ET model is incapable of considering
emperature-dependent thermal properties. Furthermore, it only con-
iders conduction, but does not capture more complex physics such
s evaporative effects, recoil pressure, nor Marangoni convection. For
his reason, several works [19,24–27] have corrected the ET model via
ayesian updating.

Most relevant to the current work are Refs. [24,25]. In these works
he authors use experimental single-track data on various alloys to
erform Bayesian calibration on an altered version of the ET model,
.e. a version of the ET model that considers temperature dependent
roperties. The authors calibrate two difficult-to-measure parameters
sed by the ET model: the apparent absorptivity (𝜂) and powder bed
orosity (𝜙). After MCMC calibration, the posterior distributions for
hese two quantities are obtained. Ref. [25] takes this analysis further
y generating probabilistic printability maps. The advantages of these
ethods are their explainability and interpretability. For instance, by

alibrating the model parameters of the E–T model against single-track
ata, it was possible for the authors to gain insight into difficult-to-

easure quantities such as the absorptivity (𝜂) and its dependence on

3 
LBPF processing parameters. The disadvantages of these methods lie in
their computational expense. The MCMC method limits its application
in Bayesian optimization where a fast-acting surrogate model is needed.

In this study, we propose an alternative Bayesian approach for
constructing printability maps. The primary objective of this framework
is to reduce the amount of experimental data needed to produce an
accurate printability map. The approach is 2-fold: (1) We correct the
analytical ET model via Gaussian process regression. Specifically, we
consider our prior belief of melt pool dimensions across the chemistry-
processing space to be the ET model. We then update this prior belief in
light of experimental melt pool measurements. This data-fusion enables
accurate printability maps to be constructed using less experimental
data. (2) Melt pool depth measurements require more sample prepa-
ration (e.g. cross-sectioning) than width measurements (top-surface
imaging). We reduce the number of melt pool depth measurements
required by exploiting the correlation between width and depth via HG-
PRs, enabling width measurements to be used as proxy measurements
for depth.

Compared to the state-of-the-art Bayesian method in Ref. [25], our
framework presents some trade-offs. While our approach generates a
non-parametric correction to the ET model rather than directly learn-
ing the underlying physics, it is computationally efficient and does
not require MCMC methods. In Ref. [25], the authors calibrated the
ET model with experimental data on a per-alloy basis. To calibrate
their enhanced ET model for a single composition, they searched the
parameter space with a burn-in period of 500 runs and drew a total
of 10,500 samples for each run, necessitating the execution of the ET
model 10,500 times to achieve an explainable calibrated model for a
single alloy. The computational cost of MCMC calibration is comparable
in other studies for single-alloy calibration.

In our method, the ET model (or its surrogate) must be queried
for every point in the database and for each point in the design space
where predictions are desired. For generating the printability map for
a single alloy as shown in Figs. 8 and 9, we used 10,000 queries,
which is comparable to Ref. [25]. However, the resolution of the
printability map is arbitrary and can be adjusted as needed, unlike in
Ref. [25], where decreasing the number of ET queries adversely affects
the model’s accuracy. We direct readers to Fig. 12 for an example of
such useful but low resolution printability map. In our case, reducing
the number of ET queries will only decrease the resolution of the pre-
dictions. Additionally, since we are not calibrating parameters but are
instead interested in establishing a reasonable prior belief about melt
pool dimensions as a function of chemistry and process parameters, a
fast-acting surrogate or emulator of the ET model can be constructed
to overcome this bottleneck.

Furthermore, the work in Ref. [25] rigorously addresses the print-
ability of four alloys on a per-alloy basis, predicting printability as
a function of processing parameters. In contrast, we demonstrate our

ethod in printability extrapolation beyond the training set, predicting
rintability as a function of both chemistry and process parameters.

Both methods produce probabilistic printability maps, which are
ssential for qualification and certification. However, while our ap-

proach may lack the interpretability of a fully parametric model, in-
erpretability is not always necessary in a design context. Instead,

fast-acting accurate models with quantified uncertainty are required in
alloy design [16,17].

The proposed method is particularly well-suited for the case study
of predicting porosity defects because we have explicit priors from the
ET model for width and depth, making it ideal for GP regression with
informative priors. Likewise, width is a readily observable proxy for
depth, motivating the use of Hierarchical GPs. However, in order to
demonstrate the versatility of our method in addressing a range of
defects during AM we have benchmarked our method against modeling
of solid state cracking during AM [8,28,29].

Solid state cracking is a common issue during the AM of refrac-

tory metals such as W [8] or Mo [28]. Such solid state micro-cracks
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causes premature failure in printed artifacts [29] and therefore must be
liminated to achieve usable printed parts. Mullin et al. [30] showed

that single-track experiments on solid substrates can serve as a first
approximation to the cracking behavior of alloys during AM processing.
The authors showed that single-track experiments are indeed useful for
screening compositions for the purpose of alloy design for AM [30].
Based on this analysis, we apply our proposed framework to the issue
of solid state cracking using a dataset of crack number densities on 195
single-tracks printed on 16 unique refractory compositions. Specifically,
we exploit correlations between melt pool dimensions and the linear
crack number density. We show how when a GPR for the width is
equipped with a physics-based prior, the subsequent predictions from
a GPR for linear crack density are improved.

We explore the utility of this proposed method in 4 case studies:

1. Printability Assessment: We show by fusing the ET model with
experimental data and inferring depth from width, a printabil-
ity map for single alloys can be created using far fewer melt
pool measurements. This amounts to informed extrapolation and
interpolation within the processing space, resulting in a more
resource-efficient approach to printability assessment.

2. Printability Inference for Design: After deploying the method
in the processing-space, we extend the analysis to the union of
the chemistry and processing design spaces. We show that the
proposed method is better able to extrapolate printability predic-
tions for alloys for which no single-track data is available. The
method proves valuable in predicting the intrinsic printability
of alloys prior to experimental efforts, contributing to a more
informed and streamlined printable-alloy design process. This
case study is conducted on 16 solid refractory multi-principal
element alloy (RMPEA) substrates with at least 10 single-tracks
per alloy.

3. Crack-Resistance Inference for Design: To demonstrate the
utility of the proposed framework in predicting other defect
modes common to AM, we benchmark the Bayesian method
presented in this work against a dataset of linear crack number
densities. The crack densities are taken from the same dataset of
single-tracks on 16 unique RMPEAs.

4. Probabalsitic Printability Maps: We show the benefit of using
Bayesian models by creating data-driven probabilistic printabil-
ity maps. In this example, the probability that a certain process-
ing condition results in LOF is shown. Probabilistic printability
maps are essential for qualification and certification. Further-
more, probabilistic predictions are important in any closed-loop
decision making process like Bayesian optimization.

2. Materials and methods

2.1. Gaussian process regression

To perform the Bayesian updating mentioned in the introduction,
we rely on Gaussian Process Regressors (GPR). GPRs are a class of
Bayesian non-parametric models. GPRs consider an initial distribution
of possible functions that could fit the observed data i.e. a GPR is a prior
over functions [31]. These functions are defined by a prior mean and a
kernel. Typically the prior mean is assumed to be either 0 for all values
in the design domain or it is set to be the average of all observations,
𝑌𝑁 . When no observations are available in a certain region in the input
space, a GPR will default to its prior mean predictions [32], as shown in
Fig. 2a. The kernel (also known as the covariance function) defines the
shape of the functions that fit the data [31]. The shape of the functions
sed to fit the data is controlled by the kernel’s hyperparameters. These
yperparameters are selected by maximizing log marginal likelihood.
ssentially, likelihood functions are used to evaluate the goodness-of-
it of functions that could fit the data, then the hyperparameters of
he kernel are tuned to best fit the data. In summary, given data, a
 t
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rior distribution of functions, and a likelihood function, a posterior
istribution of functions is obtained via Bayes rule (recall that Bayes
ule provides a posterior given data, a prior, and a likelihood). This
osterior distribution of functions is the trained GPR model.

Mathematically, 𝑁 observations are represented as {𝐗𝑁 , 𝐲𝑁}, where
𝑁 = (𝐱1,… , 𝐱𝑁 ) and 𝐲𝑁 =

(

𝑓 (𝐱1),… , 𝑓 (𝐱𝑁 )
)

. To obtain a GP
rediction 𝑓𝑔 𝑝 for an unobserved design x, the following equations are
mployed:

GP(𝐱) ∣ 𝐗𝑁 , 𝐲𝑁 ∼ 
(

𝜇(𝐱), 𝜎2GP(𝐱)
)

(1)

here
𝜇(𝐱) = 𝐾(𝐗𝑁 , 𝐱)T[𝐾(𝐗𝑁 ,𝐗𝑁 ) + 𝜎2𝑛𝐼]

−1𝐲𝑁
2
GP(𝐱) = 𝑘(𝐱, 𝐱) −𝐾(𝐗𝑁 , 𝐱)T[𝐾(𝐗𝑁 ,𝐗𝑁 ) + 𝜎2𝑛𝐼]

−1𝐾(𝐗𝑁 , 𝐱)
(2)

n the equations above, 𝑘 is a real-valued covariance function (also
nown as a kernel function). The covariance matrix evaluated at all
oints in the design space is represented by 𝐾(𝐗𝑁 ,𝐗𝑁 ). This matrix is
f shape 𝑁 ×𝑁 . An individual entry at 𝑚, 𝑛 is represented by 𝑘(𝐱𝑚, 𝐱𝑛).
he covariance of a single point with the rest of the design space is
epresented by 𝐾(𝐗𝑁 , 𝐱) which is a vector of shape 𝑁 × 1. To account
or noise in the observation the 𝜎2𝑛 is multiplied by the identity matrix 𝐼
nd added to 𝐾(𝐗𝑁 ,𝐗𝑁 ). Details on GPRs can be found in Ref. [31,32].

In this study, we employed an additive kernel composed of three
ndividual kernels: the automatic relevance determination squared ex-
onential kernel (SE), the dot product kernel, and the white noise
ernel as implemented in Scikit-Learn [33]. Each of these kernels plays
 distinct role in contributing to the overall model. The SE kernel ac-
ounts for the smooth localized variations in the data. The dot product
ernel captures linear non-stationary relationships between features
nd the target. The white noise kernel accounts for uncorrelated noise
n the data. For a more detailed example of the benefit of additive
ernels, the reader is referred to Ref. [34].

𝑘(𝐱, 𝐱′) = exp
(

−
(𝐱 − 𝐱′)2

2𝑙2

)

+
(

𝜎20 + 𝐱 ⋅ 𝐱′
)

+ 𝜎2𝑛𝛿(𝐱, 𝐱
′) (3)

In Eq. (3), 𝑙 is the characteristic length-scale of the RBF kernel.
This hyperparameter controls the strength of correlation between 2
observations 𝐱′ and 𝐱′ over a distance in the input domain. The hy-
perparameter 𝜎0 controls the homogeneity of the dot product kernel.
The hyperparameter 𝜎𝑛 is the noise level of the white noise kernel, and
𝛿(⋅, ⋅) is the Kronecker delta. More details on these kernels can be found
in Refs. [33,35].

As mentioned, in regions of the input space where there is no
training data present, the output of a GPR will be the prior mean
function i.e. if the GPR predicts in regions far from data, it will rely
on its prior prediction. In many GPR implementations, this prior mean
function is typically set to be constant at 0 or at the average of all
target training data. However, this approach is naïve and does not make
use of physics-based priors. In the context of additive manufacturing,

e often have low-fidelity thermal models that provide reasonable
predictions of resultant melt pools as a function of chemistry and
processing parameters. These low-fidelity models can serve as a prior
belief melt pool geometry across the chemistry-process design space.
In this scenario, in the absence of data, we rely on an ‘educated guess’
rom the low-fidelity thermal model. When an observation is made, the
PR is trained with this experimental data. Upon training, the prior
ean function is updated and becomes the posterior mean function

i.e. Bayesian updating). However, as the GPR predicts farther from
egions in the design space where observations have been made, the
PR will begin to default to the prior prediction, as shown in Fig. 2a.

Informative priors can be added to any standard zero-mean GPRs,
uch as those implemented in the Sci-Kit Learn Python library, via
he following procedures: First, define a prior for the design space.
ext, given a set of ground-truth data, train the standard GPR on the
iscrepancy between the ground-truth and the prior, y𝑡𝑟𝑢𝑒 - y𝑝𝑟𝑖𝑜𝑟. Once

he GPR has been trained, predict the discrepancy for the entire design
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space and add back the prior, (y𝑡𝑟𝑢𝑒 - y𝑝𝑟𝑖𝑜𝑟) + y𝑝𝑟𝑖𝑜𝑟 = y𝑡𝑟𝑢𝑒. This will
ensure that in regions in the domain where data has been observed,
predictions from the GPR will rely on the training data, whereas in
egions where no observations have been made, the predictions from
he model will revert to the prior mean function, i.e. the posterior
ean function is informed by both observation and the prior mean.
his procedure is shown algorithmically in Code Snippet 1.

1 import matplotlib.pyplot as plt
2 import numpy as np
3 from sklearn.gaussian_process import

GaussianProcessRegressor
4 from sklearn.gaussian_process.kernels import

RBF, DotProduct
5 import random
6

7 #Continous Domain
8 x = np.linspace(0, 40, 150)
9 #Ground-Truth
0 y = np.sin(0.2 * x) + 0.1 * np.sin(x) + 0.5 *

np.sin(0.05 * x)
1 #Prior
2 y_prior = .75 * np.sin(0.2 * x - .5)
3 #Sample 10 points for training
4 inds = np.random.randint(60, size=10)
5 #Instanciate GPR
6 gpr = GaussianProcessRegressor(kernel=RBF(

length_scale_bounds=(1,100))+DotProduct(),
normalize_y=True)

7 #Find difference between prior and truth
8 y_disc = y[inds].reshape(-1, 1) - y_prior[

inds].reshape(-1,1)
9 #Train GPR on discrepancy term
0 gpr.fit(x[inds].reshape(-1, 1),y_disc)
1 #Predict discrepancy term for entire domain
2 y_disc_pred = gpr.predict(x.reshape(-1, 1))
3 #Add back the prior to get final prediction
4 y_pred = y_disc_pred + y_prior
5 #Plot
6 plt.plot(x,y,linewidth=3,c= " black " ,zorder=3)
7 plt.plot(x,y_prior,color= " pink " ,linewidth=3)
8 plt.plot(x,y_pred,linestyle= " -- " ,color= " red " ,

zorder=4)
9 plt.scatter(x[inds],y[inds],marker= " * " ,color=

" yellow " ,edgecolors= " k " ,s=200,zorder=15)
0 plt.show()

Listing 1: Python script that equipped a Gaussian Process Regressor
with an informative prior. The results of this script are shown in Fig. 2

The difference between GPRs with informative and naive priors
is evident in the simplified example illustrated in Fig. 2a. In this
scenario, the ground-truth function is a linear combination of sinusoids,
depicted in black. Consider a scenario in which we have a model that
approximates the ground truth, depicted in pink. The typical prior for
a standard zero-mean GPR is shown in light blue. This light blue line
corresponds to the average of all current observations (yellow stars). In
areas of the input space where there is no training data (i.e. no queries
of the ground-truth) both models return the outputs of their respective
prior mean functions. This corresponds to the right-hand side of Fig. 2a.

For the GPR equipped with a naive prior mean, as the model
redicts in regions of the input domain where there is no training data
he model’s output will revert from a data-informed prediction to a
rediction that is informed by the naive prior mean function i.e. a
onstant. However, the prediction from the naïve prior notably di-
erges from the actual ground-truth model, as shown in the right-hand
ide of Fig. 2a where the blue and light-blue lines begin to coincide.
or the GPR equipped with a physics-informed mean function, in
egions in the domain where there is no training data, the model output
 3
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will revert from a data-informed prediction to a prediction that is
informed by both the informative prior mean function (pink line) and
the prior mean’s average error. Note in Fig. 2a that the pink and
red lines do not coincide. This is because the physics-based prior sys-
tematically underpredicted the ground-truth, therefore the prior mean
function will be corrected by a constant term that is equal to the
average deviation from the ground-truth. In previous works, we showed
that GPRs equipped with physics-informed priors perform better during
extrapolation and aid in the initial stages of Bayesian optimization [32].

Concerning inexpensive proxy experiments, previous works [32,36]
have shown that if a correlation exists between an easy-to-measure
eature (proxy) and an expensive feature (ground-truth experiment), a
P regressor can be created to model the proxy and this model can

eaturize a limited dataset of ground-truth experiments. As the proxy
PR is improved the GPR for the ground-truth is also improved [32,36].

In this work, we exploit the correlation between single-track width
nd depth using Hierarchical GP regression. Width measurements can
e made from the top view of a substrate, however, depth measure-
ents require cross-sectioning, grinding, polishing, and etching. This
akes measuring single-track depth more difficult than measuring
idth. Recall that width and depth are highly correlated, as shown

n Fig. 2c. For this reason, in Fig. 2d, a GPR is built to estimate
idth for arbitrary linear energy densities (LEDs). Once width can be
stimated for an arbitrary LED, this predicted width can be used as
 data-informed feature in a GPR for depth. Fig. 2d compares a GPR
or depth trained on LED and a Hierarchical GP trained on width, and
ubsequently mapped back to LED. It is evident that the Hierarchical GP
nformed by width performs better than the standard GP in predicting
epth. This implementation is shown in Code Snippet 2.

1 def hgpr(df, feats_1, feats_2, target_1 ,
target_2 , kernel1, kernel2, prior1, prior2
):

2

3 # Extract features and prior values for
Target 1

4 X1_train = df[feats_1]
5 y1_prior_train = np.array(df[prior1])
6 y1_train = np.array(df[target_1])
7 beta1_train = y1_train - y1_prior_train
8

9 # Normalize features using MinMaxScaler
0 sclr_X = preprocessing.MinMaxScaler()
1 X1_train = sclr_X.fit_transform(X1_train)
2

3 # Initialize GPR model for Target 1
4 gpr1 = GaussianProcessRegressor(kernel=

kernel1,
5 n_restarts_optimizer=10, normalize_y=

True,
6 optimizer= " fmin_l_bfgs_b " ,

random_state=30)
7

8 gpr1.fit(X1_train , beta1_train)
9

0 # Predict proxy values for Target 2 based
on proxy model for Target 1

1 df[ " Proxy " ] = gpr1.predict(sclr_X.
transform(df[feats_1])) + df[prior1]

2

3 # Construct new feature set for Target 2
(including proxy value)

4 X2_train = df[feats_2 + [ " Proxy " ]]
5 y2_prior_train = np.array(df[prior2])
6 y2_train = np.array(df[target_2])
7 beta2_train = y2_train - y2_prior_train
8

9 # Normalize features for Target 2
0 X2_train = sclr_X.fit_transform(X2_train)
1
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2 # Initialize GPR model for Target 2
3 gpr2 = GaussianProcessRegressor(kernel=

kernel2,
4 n_restarts_optimizer=10, normalize_y=

True,
5 optimizer= " fmin_l_bfgs_b " ,

random_state=30)
6

7 gpr2.fit(X2_train , beta2_train)
8

9 # Return trained models for Target 1 (
proxy) and Target 2 (proxy-informed)

0 return gpr1, gpr2

Listing 2: Python script for the Deep GP informed by width proxy

The synthetic problems in Fig. 2 demonstrate the individual benefit
of informative priors (Fig. 2a) and proxy experiments (Fig. 2d). In
this work, we use both informative priors and proxy experiments to
create printability maps. Specifically, we conduct two categories of case
studies. In case study 1 we demonstrate how informative priors and
proxy experiments can lessen the amount of data required to create
a high-fidelity printability map for a given chemistry (i.e. interpolate
printability as a function of processing conditions). Case study 2 is
an extension of case study 1 in that we demonstrate how informative
priors and proxy experiments can be used to generate printability maps
for compositions for which we do not have any experimental data
(i.e. extrapolate printability as a function of chemistry and processing
conditions).

In previous works [32] we demonstrated the effectiveness of equip-
ping hierarchical GPRs with physics-based priors. Specifically, we sup-
plemented predictions from a GPR train on yield strength with predic-
tions from a GPR trained on hardness. The naive prior mean functions
of these GPRs were replaced with physical models relevant to yield
strength and hardness, respectively. We differentiate the current work
from our previous work by noting that this work is novel as thermal
modeling and printability assessment is distinct from modeling mechan-
ical properties such as hardness and yield strength. This work seeks
to supplement difficult-to-obtain depth measurements with easier-to-
obtain width measurements. Specifically, we use predictions from a
GPR trained on width as a data-driven feature for a GPR trained on
depth. The prior mean function of the width GPR is set to be the width
prediction from the ET model. The prior mean function of the depth
GPR is set to be the depth prediction from the ET model. We show that
both proxy width experiments and priors based on analytical thermal
models improve GP-based thermal modeling capabilities.

2.2. Feature selection

In machine learning, feature selection typically involves using statis-
tical methods to identify the most relevant and discriminative features
within a dataset. The goal is to find a subset of features that maxi-
mizes the model’s predictive power while minimizing redundancy and
overfitting. When modeling melt pool dimensions, we solve the heat
conduction equation. The relevant thermophysical properties associ-
ated with this equation, along with processing parameters, serve as
features for our GPR model. We have prior physics-based knowledge
that these features are most suitable for a heat transfer model. Specifi-
cally, all inputs to the Eagar–Tsai (ET) model are also used as inputs for
our GPR. While additional features could enhance the model’s accuracy,
we opt for simplicity by only considering inputs to the ET model as
inputs to the GPRs used in this work. In this way, we focus on the
effect of applying Hierarchical GPRs and informative priors to modeling
single-track melt pool width and length. The inputs to the ET model are
shown in Table 1.
 w

6 
Table 1
The inputs to the ET model and GPR models along with the information source of each
of the inputs.

Property Information source

Liquidus temperature Equilibrium module
Thermal conductivity at liquidus Property module
Density Property module
Heat capacity Property module
Absorptivity Property module & Drude theory
Laser power Independent variable
Scan speed Independent variable

2.3. Calculation of features

The thermophysical properties required as inputs for the ET model
nd the GPRs were estimated using Thermo-Calc’s TC-Python API.
here are various CALPHAD databases that are tailored for specific

alloy systems however for consistency, in this work we use the most
generalized CALPHAD database, Thermo-Calc’s high entropy alloy
database TCHEA6. Specifically, all thermophysical properties are
ueried using the Property Module equipped with TCHEA6. Table 1
ummarizes all the properties queried from Thermo-Calc. The absorp-
ivity is the only property that is not directly queried from Thermo-Calc.
nstead, the Absorptivity is estimated with Drude’s empirical model
hich relates the electrical resistivity to absorptivity, as shown in
q. (4). The electrical resistivity is calculated using Thermo-Calc’s
roperty module.

𝐴 = 0.365
√

𝜌0
𝜆

(4)

2.4. Model evaluation and error metrics

To evaluate the proposed methods, 2 case studies will be used:
printability interpolation and printability extrapolation, as shown in
Fig. 3. In the case of interpolation, single-track experiments on 2
individual compositions will be used to train the models developed in
this work. Specifically, single-track experiments on AF9628 and nickel
alloy 718 were taken from Refs. [2,18]. In the case of AF9628, 52 width
and 52 depth measurements were available. In the case of nickel alloy
18, 65 width and 65 depth measurements were available.

In this approach, 50% of the single-track data is allocated as the
raining dataset, while the remaining 50% is allocated as the testing
ataset i.e. 2-fold cross-validation. For context, the standard selection of
 is the less rigorous 5-fold cross-validation, where 80 at.% of the data
s used for training [37]. To control for any biases that may arise from
he way data is split during cross-validation, 250 instances of 2-fold
ross-validation were conducted and a distribution of error metrics are
resented. This strategy ensures that the manner in which the dataset is
plit does not unduly influence the results. By presenting a distribution
f error metrics and rank ordering metrics we can better quantify the
erformance of each model.

For printability extrapolation, we used a dataset of 195 single-track
idth measurements and 176 single-track depth measurements across
6 unique refractory alloys. Each composition contains approximately
2 single-tracks. This data is provided in the repository associated with
his work. Details on the experimental procedures used to generate
he single-track data are given in Section 2.5. In order to establish a
ealistic benchmarking scheme, we stipulate that the cross-validation
ust be done at the level of alloys and not at the level of single-

racks. Specifically, from the database of single-tracks on 16 alloys, the
ingle-tracks printed on 10 alloys will be used as training data and the
emaining single-tracks on the 6 alloys will be used as testing data. This
nsures that we are extrapolating the printability of alloys for which

e have no training data. This is a realistic benchmarking scheme for
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Fig. 2. (a) Illustration of physics-based and naive prior mean functions on the performance of GPRs. The light-blue and pink lines represent the naive and informative priors
means, respectively. The black line represents the ground-truth. When making predictions in regions in the domain where there is no observed data, both models will revert to
heir prior mean function. However, equipping a GPR with an informative prior leads to improved extrapolation capabilities compared to using a naive prior. (b) The correlation
etween width and linear energy density (LED) of single-tracks on RMPEA substrates. It is evident that there is some degree of correlation between both width and LED and

between depth and LED. (c) The correlation between width and depth of single-tracks on RMPEA substrates. It is evident width and depth are more correlated with each other
than they are correlated with LED. (d) Comparison between standard GPR and Hierarchical GPR when predicting melt pool depth. The standard GPR (red dashed line) predicts an
unrealistic trend between depth and LED. On the other hand, the Hierarchical GPR (informed by width predictions) better approximates the unseen training data (red circles). The
code used to generate these plots is available at the following https://colab.research.google.com/drive/122WiduyseKuztZupmGdXVOhqD1uk-Lqg?usp=sharing. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
lloy design because in the design scenario one seeks to predict the
rintability of alloys a priori i.e. before synthesis and testing. Again, to
ontrol biases that may arise from the way the dataset is partitioned
uring cross-validation, 250 instances of this 6–10 test-train split were
erformed. Instead of a single error metric, a distribution of error
etrics are reported, as shown in Figs. 11 and 12. In previous work, we

have shown that such a benchmarking scheme provides a better, more
generalized metric of a machine learning model’s performance [32].

These benchmarking schemes are more rigorous and data-sparse
than standard 5-fold or 10-fold cross validation. As for minimum data
requirements, Bayesian models like GPRs technically do not have a
trict lower bound for data quantity. With extremely sparse data, pre-

dictive accuracy may decrease, but the model compensates by increas-
ing uncertainty estimates, ensuring the output remains informative.
This characteristic ensures that even under sparse conditions, the model
provides meaningful insights by conveying the confidence (or lack
hereof) in its output. The model remains valuable by reflecting this un-
ertainty. Additionally, GPR-predicted uncertainty is reducible through
ystematic sampling of the design space, allowing for systematic im-
rovements in model accuracy as more data becomes available [38].
his feature is crucial in high-stakes applications like alloy design,
here understanding the model’s confidence in its predictions is as
aluable as the predictions themselves [17].

During cross-validation schemes for model benchmarking, two cat-
gories of metrics are used: error metrics and rank ordering metrics.
n previous work [32], we showed the importance of considering both

error metrics and rank ordering metrics during the benchmarking of
ML models. Low values of error metrics (good) and poor rank ordering
(bad) is an indication that the ML model is overfitted and yielding
nonphysical predictions. Two models can have similar error metrics,
7 
however the model with the higher rank ordering coefficient should be
considered the more physically accurate model.

The two error metrics used in this work are mean absolute error
(MAE), and the root mean squared error (RMSE). The MAE and RMSE
are typical error metrics that capture the magnitude of the discrepancy
between prediction and the ground-truth.

In addition to the two error metrics, two rank order metrics are
used to evaluate the models in this work. The rank-ordering metrics
used are the Spearman rank coefficient, which is represented by R𝑠,
and Kendall’s Tau Coefficient, which is represented by 𝜏. R𝑠 captures
the ability of a model to sort a dataset based on the ordinal ranking of
targets i.e. the ability of a model to correctly determine which design
has the 1st highest property, 2nd highest property etc. In Eqn 7, 𝑑𝑖 is
the difference between the actual rank of a data-point, and 𝑛 is the total
number of data-points [39]. R𝑠 is only defined from −1 to 1. A value
of 1 indicates a model’s output has a perfectly monotonic relationship
with the target values in a dataset [32]. A value of −1 indicates a
model’s output has a perfectly inverse monotonic relationship with
the target values in a data [32]. A value of 0 indicates there is no
monotonicity between the output of a model and the ordinal ranking
of targets in a dataset [32].

Another ordinal sorting metric is 𝜏. Kendall’s 𝜏 is a statistic that
measures the ordinal relationship between two variables. In the context
of this work, consider a scenario where a model prediction 𝑥 is used to
approximate a ground-truth experiment 𝑦. Consider we have 2 alloys in
the dataset, alloy 𝑖 and alloy 𝑗. Let the prediction from the model be 𝑥𝑖
and 𝑥𝑗 for alloys 𝑖 and 𝑗, respectively. Let the ground-truth property for
alloys 𝑖 and 𝑗 be 𝑦𝑖 and 𝑦𝑗 , respectively. In the case of 2 data-points,
if 𝑦𝑖 > 𝑦𝑗 and 𝑥𝑖 > 𝑥𝑗 , then the model 𝑥 has perfect rank ordering
ability [32]. The formula for 𝜏 is given in Eq. (8).

https://colab.research.google.com/drive/122WiduyseKuztZupmGdXVOhqD1uk-Lqg?usp=sharing
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Fig. 3. Diagram of the cross-validation scheme used to benchmark the models proposed in this work. (a) The ‘printability interpolation’ cross-validation scheme. Databases of
ingle-track experiments on individual powderized alloys will be considered. From the database, 50% of the single-tracks will be allocated as training data and 50% will be

allocated as testing data i.e. 2-fold cross-validation. The models will be evaluated with error metrics in Eqns 5–8. This 2-fold cross-validation is repeated 250 times and the error
etrics are reported as distributions. (b) The ‘printability extrapolation’ cross-validation scheme. A database of 195 single-track experiments on solid substrates of 16 RMPEAs is

onsidered. From the database the single-tracks on 10 alloys will be used as training data and the remaining 6 alloys will be used as testing data.
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It is not sufficient for a ‘good’ model to have a low MAE and RMSE.
Instead, a model must have both low error metrics and high rank order-
ing coefficients. If a model has low error metrics but poor rank ordering
coefficients, this could be indicative of over-fitting [32]. By considering
both the error metrics and rank ordering metrics, the physicality of
the model is evaluated [32]. Each model undergoes 250 instances of
cross-validation and the distribution of MAE, RMSE, R𝑠, and 𝜏 value
are reported. By reporting a distribution of metrics we are better able
to control for biases that could arise from random initialization of GPRs
or from the way data is split during cross-validation.

MAE =
𝑛
∑

𝑖=1
|𝑥𝑖 − 𝑦𝑖| (5)

RMSE =

√

∑𝑛
𝑖=1(𝑥𝑖 − 𝑦𝑖)2

𝑛
(6)

𝜌 = 1 − 6
∑𝑛

𝑖=1 𝑑𝑖
2

𝑛(𝑛2 − 1) (7)

𝜏 = 2
𝑛(𝑛 − 1)

∑

𝑖<𝑗
sng(𝑥𝑖 − 𝑥𝑗 )sng(𝑦𝑖 − 𝑦𝑗 ) (8)

2.5. Experimental procedures

For the extrapolation case study, 195 single-tracks on 16 RMPEA
solid-substrates (as opposed to powder) were used to benchmark the
extrapolative methods proposed in this work. These 16 alloys were
downselected throughout an alloy design campaign aimed at designing
refractory alloys for both printability and high-temperature perfor-
mance [40]. Between 12 to 13 single-tracks were printed on each of the
16 compositions. The compositions of these 16 RMPEAs are reported in
Table 2.

The power and scan speed used to print these single-tracks was
chosen based on the ET model. Specifically, the ET model was used
8 
Table 2
Compositions of the 16 refractory multi-principal element alloys (RMPEAs) used in the
extrapolation case study. Each composition was selected as part of an alloy design
campaign aimed at optimizing printability and high-temperature performance [40].

Nb60W40 Nb5Ta50V5W40
Nb55Ta5W40 Nb2Ta62W36
Mo5Nb55Ta5W35 Mo2Ta58W40
Mo2Nb2Ta64W32 Mo2Nb2Ta52W44
Mo20Nb10Ta25W45 Mo15Nb5Ta30W50
Mo14Nb26Ta26W34 Mo10Nb5Ta30W55
Mo10Nb55W35 Hf2Nb4Ta46W48
Hf2Nb12Ta46W40 Hf2Mo2Ta48W48

as a first approximation to predict the printability maps of each of the
alloys. The powers and scan speeds on the predicted defect decision-
oundary in the printability map were selected by expert opinion.
hese solid-substrate single-track data are available in the Code Ocean
epository associated with this work: https://rb.gy/ed3l0n

The selected RMPEA compositions were synthesized from high-
purity elements (>99.9 wt%) using a Buehler AM200 vacuum arc

elter (VAM) under an Ar atmosphere. The lowest melting point
element, Vanadium (V), was added last to reduce the weight loss during
ynthesis due to evaporation. The arc melting chamber was evacuated
nd filled with Argon (Ar) gas three times after each material addition.
rc-melted coupons were flipped and remelted at least 10 times to
nsure the compositional homogeneity of the alloys. To dissolve the
endritic microstructure observed in the as-cast condition, synthesized
lloys were homogenized at 2000 ◦C for 28 h using a Centorr brand

high-temperature furnace (LF Series, Model 22) under an Ar atmo-
sphere. The heat treatment chamber was evacuated and filled with Ar
gas three times before heat treatments. Heat-treated specimens were
furnace-cooled down to room temperature. Then, the cross-sectional

https://rb.gy/ed3l0n
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Fig. 4. (a) Prepared refractory MPEA substrates for single track experiments glued on the ground SS-316 plate, (b) top view image obtained after scanning laser using the
arameters of 275 W power and 1650 mm/s scan speed on Nb55Ta5W40 alloy, (c) higher magnification top view image taken from Nb55Ta5W40 alloy showing the measurements

for melt width and total number of cracks, (d) alloy after sectioning using wire-EDM to produce cross-sectional specimens to investigate melt depths, and (e) cross-sectional images
taken from Nb60W40 alloy for melt depth measurements.
T
p

T

ample profiles were cut into 2-mm thick substrates using wire electri-
al discharge machining (wire-EDM). Specimen surfaces were polished
sing abrasive SiC polishing papers starting from 320 grit to produce a
inal polish with 1200 grit. After surface preparation, refractory MPEA
ubstrates were glued on the ground SS-316 plate, as shown in Fig. 4a.

Single-track experiments were printed on the ground substrates
ithout using powder using an EOS M290 LPBF system equipped with
 fiber laser. The laser has a maximum power of 400 W, a wavelength
f 1070 nm, a beam diameter of 80 μm, and a maximum speed of
 m/s. The printing chamber was filled with Argon gas, and the oxygen

level was set below 500 ppm. Eight substrates were mounted on a
stainless steel square base plate with 10 cm side length. At least 12
different process parameters (laser power and scan speed) were used on
each substrate depending on the substrate size. The process parameters
were selected to be inside the printable region as well as close to the
boundaries of each defect.

After printing the single tracks, the top views of the single tracks
were imaged using Olympus DSX 500 optical microscope (OM) to
measure melt width and linear crack number density, as shown in
Fig. 4b and c. The average value of melt widths obtained from the
10 randomly selected locations was used as a representative value for
each single track. The total number of cracks per single track and the
overall single-track lengths were measured to obtain the linear crack
9 
number densities. Then, specimens were cut using EDM in 2 different
locations to investigate the cross-sections of the melt pools (Fig. 4d).

he cross-sections of the single tracks were polished using abrasive SiC
olishing papers starting from 320 grit to 1200 grit and placed into

a vibratory polisher for 72 h in 0.04 μm colloidal silica suspension.
Specimen surfaces were then etched using Murakami’s reagent before
the cross-sectional examination to observe the melt pool better. The
average values of melt depths obtained from 2 different locations are
recorded. Fig. 4e shows an example of melt depth measurements from
alloy Nb60W40 using the cross-sections. Moreover, each single track
was classified into keyhole, lack of fusion, balling, or defect-free single
track.

3. Results and discussion

3.1. Single composition benchmarking

To assess the interpolative abilities of the proposed methods, we
benchmarked 5 different models against single-track melt pool mea-
surements for 2 distinct alloys: Alloy AF9628 and nickel alloy 718.

hese models are designated as M1 to M5 for clarity:

• M1: Melt pool width and depth calculated directly from the ET
thermal model (i.e. analytical control model).
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• M2: Two separate GPR models for predicting the melt pool width
and depth (i.e. solely data-driven control model).

• M3: A GPR is used to predict width. This GPR is then used to
impute width as an informative feature for a GPR trained on
depth. Neither width nor depth GPRs are equipped with infor-
mative priors (i.e. model to probe the effect of using width as a
proxy for depth).

• M4: Two separate GPR models for width and depth that use the
predicted melt pool width/depth from the ET model as a prior.
(i.e. model to probe the effect of using ET model as informative
prior).

• M5: A GPR is used to predict width. This GPR is then used to
impute width as an informative feature for a GPR trained on
depth. Both GPRs use the predicted melt pool width or depth from
the ET model as an informative prior (i.e. model to probe the
effect of using informative priors and width as a proxy for depth).

Alloy AF9628 is an ultra-high strength martensitic steel alloy while
nickel alloy 718 is a superalloy capable of operating at high-
temperature. These alloys were selected as their printability has already
been rigorously studied experimentally in Refs. [2,18]. Notably, these
compositions exhibit significantly different thermophysical properties.
Furthermore, the single-track experiments were conducted on different
L-PBF machines for each alloy. Benchmarking against these 2 distinct
datasets highlights the general applicability of our proposed method.
As described in Section 2.4.

Figs. 5–8 show the distribution of the error metrics and rank-
ordering metrics explained in Section 2.4 for alloy AF9628 and nickel
alloy 718. For melt pool width, 3 models were employed correspond-
ing to M1 (ET calculations), M2 (GPR model), and M3 (GPR+prior).
These distributions were generated from 250 instances of 2-fold cross-
validation, meaning the model underwent training on 250 different
sets of single tracks. Specifically, width measurements are randomly
sampled from 50% of the measurements available in the dataset for
each alloy. The remaining 50% of width data is used as the test set.
Median values and interquartile ranges of the error metrics and rank
ordering metrics are presented in Tables 3 and 4.

When benchmarked against single-track width experiments on
AF9628, the proposed model (M3) has better MAE and RMSE values
than the 2 control models, M1 and M2. Specifically, the median MAE
of M1 is the highest (39.98 μm), followed by M2 (18.29 μm) and M3
(14.20 μm). Similarly, M3 has better RMSE values than the 2 control
models, M1 and M2. The median RMSE of M1 is the highest (43.71 μm)
followed by M2 (29.07 μm) and M3 (19.39 μm). The IQR of the MAE
and RMSE for M2 are the largest (9.62 μm and 17.14 μm), indicating
that the solely data-driven model is highly sensitive to the training data
and exhibits significant variability. On the other hand, the IQR of the
MAE and RMSE for M5 is relatively small compared to M2, indicating
that the physics-informed M5 is more robust to variations in training
data.

When considering Kendall’s 𝜏 rank-ordering metric, it is evident that
all models demonstrate acceptable performance. Notably, models M1
and M5 exhibit comparable median 𝜏 rank-ordering metrics (0.898 and
0.883), surpassing those of M2 (0.834). The median Spearman rank-
ordering coefficient R𝑠 for M5 is slightly higher (0.976) than R𝑠 for M1
(0.973) whereas R𝑠 for M2 is the lowest (0.950). These results indicate
that the physics-informed models yield the most physical results.

Recall that low error metrics and high rank-ordering metrics indi-
cate a model is both accurate and yielding physical predictions. M1
exhibited competitive rank-ordering metrics but poor error metrics,
indicating that the ET model is physical, yet has systematic error. M2
had intermediate values for both rank ordering and error metrics. M5
exhibited the best error metrics and competitive rank ordering metrics,
making it the best model. These results underscore the importance of
physics-based models for LPBF with experimental data.

Fig. 6 illustrates the error distribution for melt pool depth using the
5 models. The MAE and RMSE for M1 exhibited the highest median
 a

10 
errors (MAE = 35.58 μm and RMSE = 62.63 μm). This is likely because
the model fails to capture the complex physics associated with the re-
coil pressure in the keyholing region [26]. The vanilla GPR model (M2)
has slightly elevated median error metrics (MAE = 16.79 μm and RMSE
= 24.62 μm) compared to the physics-informed models (M3 and M5).

he model equipped with the informative prior (M3) has competitive
error metrics (MAE = 13.87 μm and RMSE = 21.10 μm). The depth
model that uses width proxy experiments (M4) has slightly elevated
error metrics (MAE = 16.85 μm and RMSE = 23.72 μm) compared to the
physics-informed models. Recall that M4 is also a solely data-driven
model. Finally, the depth model that makes use of informative priors
and proxy width experiments (M5) exhibits competitive metrics (MAE
= 13.89 μm and RMSE = 20.92 μm).

Regarding rank-order metrics, the model informed by physics-based
priors and proxy width experiments (M5) outperforms the other models
(𝜏 = 0.840 and R𝑠 = 0.948). The model informed by physics-based
priors (M3) has comparable error metrics (𝜏 = 0.834 and R𝑠 = 0.944).
The soley data-driven models M2 and M4 has slightly decreased rank
ordering metrics (𝜏 = 0.814 and R𝑠 = 0.934 for M2 and 𝜏 = 0.809 and
𝑠 = 0.934 for M4). However in general the models have comparable
ank-ordering ability.

These error metrics and rank-ordering metrics indicate that when
nterpolating depth within the processing space of AF9628, models
hat are equipped with informative priors consistently exhibit improved
nterpolative ability for depth compared to solely data-driven models.
urthermore, models M2–M5 outperformed M1 the analytical ET model
n predicting depth.

This analysis is repeated on a dataset of single-track measurements
f nickel alloy 718. Figs. 7 and 8 depict the error distribution and
ank-ordering distribution for the 5 models trained on single-track
easurements of nickel alloy 718. Despite the models being trained on
 different dataset of single tracks printed using a different machine and
aser setup, at varying process parameters and powder composition,
he same trend in median error metrics and median rank-ordering
etrics is observed. This suggests that our approach remains stable

rrespective of chemistry. Again, these results indicate that models that
re equipped with informative priors consistently exhibit improved
nterpolative ability compared to solely data-driven models.

While accurately predicting melt pool width and depth is important,
ltimately the purpose of these predictions is to determine the printabil-
ty of an alloy as shown in Fig. 1. To visualize the impact of different
odels on printability maps, 5 maps were generated using predicted
elt pool width and depth from each of the 5 models. The resultant
rintability maps are shown in Figs. 9 and 10 for alloy AF9628 and
ickel alloy 718, respectively. Each printability map utilized 10,000
ets of process parameters (laser power and scan speed) sampled using
niform grid sampling. Each map is trained on 50% of the single-tracks
vailable in the dataset. The generated printability maps are compared
o printability maps that use a computationally expensive MCMC-based
alibration algorithm as reported in Refs. [2,18]. Essentially, given the
ame single-track data, we seek to show that our fast-acting GPR-based
ethod can converge on calibrated maps similar to those reported in
efs. [2,18] in which the authors use a computationally expensive
CMC-based calibration method. Figs. 9 and 10 depict the overlap

etween the ground truth and printability maps generated using pre-
icted melt pool dimensions from the different models. The balling
egion was excluded in both cases since it is typically determined using
 support vector machine (SVM) model which is not affected by our
alculations [5]. The black dashed lines delineate the ground truth
oundaries, signifying that the closer the predicted regions are to the
ashed lines, the more accurate the model. The red dashed lines are
he defect-bounds predicted by the models M1-M5.

In Fig. 9a, the LOF predictions from the ET model are comparable
o the predicted LOF after calibrating the ET model with the MCMC
ethod reported by Seed et al. [21]. However, at high laser power
nd low scan speeds, the model fails to capture keyholing defects
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Fig. 5. Comparative analysis of the three models benchmarked in this study for alloy AF9628’s melt pool width. In M1 (blue), the melt pool width as calculated from the ET
model is used. In M2 (green), a GPR model is trained on 50% of the single track width data. In M3 (red), a GPR model is trained on 50% of the single track data and the prior
mean function of the model is set to be the width prediction from the ET model. The distributions of (a) mean absolute error (MAE), (b) root mean square error (RMSE), (c)
Kendall rank coefficient (𝜏), (d) Spearman rank coefficient (R𝑠), are shown for 250 instances. The proposed model (M3 — Red) has the lowest MAE and RMSE, and high values
for 𝜏 and R𝑠. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 3
Median and interquartile range for the four error metrics calculated from training each model for 250 instances on different
training and testing datasets. The four error metrics are for melt pool width of alloy AF9628 and nickel alloy 718. MAE:
Mean absolute error, RMSE: Root mean square error, 𝜏: Kendall rank coefficient, and R𝑠: Spearman rank coefficient.

Model MAE RMSE 𝜏 𝑅𝑆

Median IQR Median IQR Median IQR Median IQR

AF9628
ET 39.98 3.46 43.71 2.90 0.898 0.03 0.976 0.01
ET+GPR 18.29 9.62 29.07 17.14 0.834 0.10 0.950 0.05
ET+Prior 14.20 4.58 19.39 5.84 0.883 0.06 0.973 0.02

Ni Alloy 718
ET 32.19 5.39 42.51 6.90 0.884 0.04 0.968 0.02
ET+GPR 31.05 6.10 40.45 9.01 0.853 0.06 0.960 0.03
ET+Prior 23.08 4.52 32.21 6.17 0.883 0.04 0.973 0.01
11 
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Fig. 6. Comparison of the interpolative ability of the 5 candidate models in this study using melt pool depth data from AF9628. In M1 (blue), melt pool depth is calculated from
the ET model. In M2 (green), a GPR model is trained on 50% of the available single-track depth data. In M3 (red), proxy width predictions are used as a data-driven feature in a
GPR model that is trained on 50% of the available single-track depth data. In M4 (orange), a GPR model is trained on 50% of the available single-track depth data and uses ET
depth predictions as a prior mean function. M5 (purple) is a combination of M3 and M4 i.e. it uses data-informed width predictions (these width predictions are from a GPR that
ses ET width as a prior) and leverages ET depth predictions as physics-based prior. The distributions of (a) mean absolute error (MAE), (b) root mean square error (RMSE), (c)
endall rank coefficient (𝜏), (d) Spearman rank coefficient (R𝑠). The proposed model (M5 — purple) has the lowest MAE and RMSE, and the highest values for 𝜏 and R𝑠 compared

to the other four models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
ue to the lack of physics in the ET model. The ET model fails to
predict that keyholing occurs in AF96 at all. Likewise, in Fig. 9c the
HGPR model that makes use of width proxy experiments for depth also
fails to predict a keyholing region in AF96. The vanilla GPR model in
Fig. 9b generates a printability map that is in moderate agreement with
12 
the MCMC method, however, we would expect the keyholing region
to extend to higher velocities as power increases. Likewise, the GPR
models equipped with informative priors for width and depth produce
a printability map in 9d that is in moderate agreement with the MCMC-
based map. In this case, the keyholing region is overpredicted at powers
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Fig. 7. Comparative analysis of the three models benchmarked in this study for nickel alloy 718’s melt pool width. In M1 (blue), the error metrics associated with the width
prediction from the ET model are shown. In M2 (green), the error metrics for a GPR model trained on 50% of the single track data are shown. In M3 (red), the error metrics
associated with a GPR model trained on 50% of the single track data and equipped with ET-predicted width as a physics-based prior are shown. The distributions of (a) mean
bsolute error (MAE), (b) root mean square error (RMSE), (c) Kendall rank coefficient (𝜏), (d) Spearman rank coefficient (R𝑠), are shown for 250 instances of cross-validation. The

proposed model (M3 — Red) has the lowest MAE and RMSE, and the highest 𝜏 and R𝑠 compared to the other two models. (For interpretation of the references to color in this
igure legend, the reader is referred to the web version of this article.)
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bove 200 W. The model equipped with informative priors and proxy
idth experiments has the most accurate printability map in 9e. The
odel produces a map whose LOF and keyholing regions are in close

greement with the MCMC-based map.
In Fig. 10, the printability maps for nickel alloy 718 generated from

he 5 models are compared to the printability map reported by Shoukr
t al. [2]. No keyholing was captured in Fig. 10a, c, and d. This can

be explained by the under-prediction of the melt pool depth when the
ET model is solely used in Fig. 10a. Moreover, when the hierarchical
GPR model was trained using experimental data without any prior, the
model still failed to capture the keyhole defect region, as shown in
Fig. 10c. In Fig. 10d, using the prior was more significant than the
13 
experimental data, and this can be observed by the mismatch in the
epth values in the lack of fusion region at high laser power; therefore,
he keyhole region is still not captured. On the other hand, Fig. 10b and
 show a keyhole region but Fig. 10e. However, when the experimental
ata was only used, the shape of the keyhole and lack of fusion regions
iffers based on the training set (in some cases, the keyhole defect is not
aptured in the printability map). Finally, when the hierarchical GPR
odel with a prior is used, both lack of fusion and keyhole regions

gree with the true printability map.
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Fig. 8. Comparative analysis of the five models benchmarked in this study for the dataset of melt pool depths for nickel alloy 718. In M1 (blue), melt pool depth is calculated
from the ET model. In M2 (green), a GPR model is trained on half of the available single-track depth data. In M3 (red), proxy width predictions are used as a data-driven feature
for a depth-GPR model that is trained on 50% of the available single-track depth data. In M4 (orange), a GPR model is trained on 50% of the available single-track depth data
nd uses depth prediction from the ET model as a prior mean function. M5 is a combination of M2 and M4 i.e. it uses data-informed width prediction and leverages ET depth
redictions as a physics-based prior. The distributions of (a) mean absolute error (MAE), (b) root mean square error (RMSE), (c) Kendall rank coefficient (𝜏), (d) Spearman rank
oefficient (R𝑠). The proposed model (M5 — purple) has the lowest MAE and RMSE, and competitive values for 𝜏 and R𝑠 compared to the other four models. (For interpretation
f the references to color in this figure legend, the reader is referred to the web version of this article.)
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.2. Case study on refractory multi-principal element alloys system

The proposed framework was extended from interpolating the print-
bility maps of single alloys for which we have limited data to extrap-
lating printability maps of multiple alloys for which we have no data

t all. For this purpose melt pool width and depth from 195 single c

14 
rack experiments printed on 16 solid RMPEA compositions were used
o train and test the 5 models (M1–M5) as explained in Section 3.1. The
6 RMPEA compositions were downselected throughout an alloy design
ampaign targeted at designing printable refractory MPEAs. Details on
heir synthesis and single-track testing are provided in Section 2.5. The

ompositions of these alloys will be released at a later date, however,
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Fig. 9. Printability maps for AF96 generated using 10,000 data points of melt pool width and depth predicted using (a) M1, (b) M2, (c) M3, (d) M4, (e) M5. The black dashed
lines show the boundary of the keyhole and lack of fusion regions from the printability map generated using the MCMC method reported in [18] denoted as the ground truth,
while the red dashed lines show the boundary of the keyhole and lack of fusion regions generated from the different models used in the benchmarking. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 10. Printability maps for nickel Alloy 718 generated using 10,000 data points of melt pool width and depth predicted using (a) Model 1, (b) Model 2, (c) Model 3, (d)
Model 4, (e) Model 5. The black dashed lines show the boundary of the keyhole and lack of fusion regions from the printability map generated using the MCMC method reported
in [2] denoted as the ground truth, while the red dashed lines show the boundary of the keyhole and lack of fusion regions generated from the different models used in the
benchmarking. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 4
Median and interquartile range for the four error metrics calculated from training each model for 250 instances on different training and testing
datasets. The four error metrics are for melt pool depth of alloy AF9628 and nickel alloy 718. MAE: Mean absolute error, RMSE: Root mean
square error, 𝜏: Kendall rank coefficient, and R𝑠: Spearman rank coefficient.

Model MAE RMSE 𝜏 𝑅𝑆

Median IQR Median IQR Median IQR Median IQR
AF

96
28

ET 35.58 9.88 62.63 15.35 0.827 0.05 0.938 0.03
GPR 16.79 6.84 24.62 12.79 0.814 0.09 0.934 0.05
GPR+Prior 13.87 7.80 21.10 15.10 0.834 0.09 0.944 0.05
GPR+Proxy 16.85 7.03 23.72 12.14 0.809 0.08 0.934 0.05
GPR+Proxy+Prior 13.89 8.70 20.92 14.11 0.840 0.10 0.948 0.06

N
i A

llo
y 7

18 ET 44.02 9.17 71.01 14.43 0.859 0.03 0.961 0.01
GPR 28.66 7.41 48.15 10.18 0.825 0.05 0.947 0.03
GPR+Prior 28.07 8.12 46.70 10.38 0.836 0.06 0.952 0.03
GPR+Proxy 28.90 6.54 47.15 9.27 0.831 0.05 0.949 0.02
GPR+Proxy+Prior 28.02 9.40 45.86 12.45 0.831 0.05 0.947 0.03
m
o
0
r
i
a
(
r
w
𝜏
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d

Table 5
Median and interquartile range for the four error metrics calculated from training each
model for 250 instances on different training and testing datasets. The four error metrics
are for the melt pool width of RMPEAs. MAE: Mean absolute error, RMSE: Root mean
square error, 𝜏: Kendall rank coefficient, and R𝑠: Spearman rank coefficient.

Model MAE μm RMSE μm 𝜏 𝑅𝑆

Median IQR Median IQR Median IQR Median IQR

ET 57.95 2.53 60.82 2.39 0.64 0.04 0.82 0.02
ET+GPR 19.79 17.10 23.26 18.12 0.79 0.11 0.93 0.06
ET+Prior 9.61 2.49 12.09 2.70 0.82 0.03 0.95 0.02

the predicted thermo-physical properties of these alloys are provided
n the code capsule associated with this work.

The cross-validation scheme is conducted at the alloy level as shown
n Fig. 3. Specifically, from the 16 alloys, the single-tracks on 10 alloys
re used as training data, and the single-tracks on the remaining 6
lloys are used as test data. This cross-validation scheme is repeated
50 times and a distribution of error metrics is reported.

Fig. 11a & b show the error metrics and rank ordering metrics
for the 5 models when extrapolating melt pool width. The 2 GPR-
ased models, M2 and M3 have comparable MAE and RMSE metrics.
owever, both M2 and M3 significantly outperform the analytical
ontrol model M1 in predicting width. Regarding the rank-ordering

metrics shown in Fig. 11c & d, the analytical control model M1 has the
best metrics, followed by the GPR model equipped with the physics-
based prior M3, and finally followed by the solely data-driven model
M2. The results are summarized in Table 5. These results indicate that
the proposed method has competitive error metrics and acceptable
rank-ordering metrics.

Fig. 11a & b show the error metrics for the 5 models when ex-
trapolating melt pool depth. Models M2-M5 outperform the analytical
control model M1 concerning MAE and RMSE. The error metrics of
M2-M5 are extremely similar. Despite this, in Fig. 11c & d, it is clear
that the GPR that utilizes a physics-based prior (M3) has the best rank
ordering coefficients out of models M2-M5. While M1 has the best rank
ordering coefficient, recall that it also has the worst error metrics. The
results are summarized in Table 6. These results indicate that M3 strikes
an optimal balance between low error and physically realistic results.

3.3. Case study on linear crack density

The proposed framework was adapted to predict crack density in
addition to melt pool dimensions. Crack number density data from
195 single-track experiments on the 16 solid RMPEA compositions
in Table 2 were used for training and testing the models. Details
concerning the measurement of the crack density are provided in
Section 2.5.

In this case study, because we do not have an explicit prior for
crack number density, we will demonstrate a hierarchical GP that uses
 v

17 
GP predictions for width to enhance GP predictions for crack number
density. We will equip the GP for width with the ET model’s prediction
for width as an informative prior. M1 will be a vanilla GP trained only
on crack number density using the features listed in Table 1. M2 will
be a hierarchical GP. The first GP in this sequence will be a vanilla GPR
trained on width. The predictions from the width GPR will be used as
an input feature for a GPR trained on linear crack density (in addition
to the features listed in Table 1). M3 is the double-test model, where a
GP for width is equipped with the ET model as an informative prior for
how width varies as a function of chemistry and processing parameters.
The width prediction from this physics-informed GP is then passed as
an input to a vanilla GP trained on crack number density. The code
and data associated with this case study are provided in the repository
associated with this work.

The cross-validation scheme mirrored the procedure outlined in Sec-
tion 3.2, utilizing crack density data from 16 alloys. Of these data, the
single-tracks on 10 alloys were used for training, while the single-tracks
on the remaining 6 alloys served as the testing set. This benchmarking
scheme represents the alloy design scenario where one wishes to predict
the cracking tendency of an alloy that has yet to be synthesized. The
cross-validation was repeated 250 times, and the resulting error metrics
were analyzed and reported.

Fig. 13a and b present the error metrics for the three models when
predicting crack number density, while Fig. 13c and d present the
rank ordering metrics for the 3 models when predicting crack number
density. In Fig. 13a, it is evident that M3 has the best MAE metrics
in general. Interestingly, the MAE for M2 is the worst on average,
indicating that hierarchical GP regression is only beneficial when the
first GP layer in the sequence of GPs is physics-informed. The same
conclusion can be made from Fig. 13b, indicating that the double-test
model has the best error metrics, indicating our method outperforms
the control models. The statistics associated with these MAE and RMSE
distributions are reported in Table 7.

Fig. 13c and d show the rank ordering metrics associated with
the three models. The distributions of the 𝜏 and R𝑠 rank ordering

etrics indicate that our double-test method (M3) outperforms the
ther models with median Kendall and Spearman rank coefficients of
.5837 and 0.7668; respectively. This indicates that hierarchical GP
egression with informative priors on the first GP layer in the hierarchy
s a promising method for exploiting multiple sources of experimental
nd physics-based information during regression. The single-test model
i.e. M2, the vanilla hierarchical GP) performed the second best with
egard to rank order. The control single vanilla GP (M1) performed the
orst with regard to rank ordering. The statistics associated with these
and R𝑠 distributions are reported in Table 7.

To conclude this case study, we have showed that when width
bservations can supplement predictions for crack density, especially

when the width predictions are enhanced with informative priors. This
emonstrates that the proposed method is versatile and can be applied
arious defect modes prevalent in AM.
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Fig. 11. Comparative analysis of the three models benchmarked in this study for melt pool width of RMPEAs. In M1 (blue), the melt pool width calculated from the ET model is
used, in M2 (green), a GPR model is trained on 10 alloy compositions, while in M3 (red), a GPR model is trained on 10 alloy compositions and ET model is used as an informative
prior. The distributions of (a) mean absolute error (MAE), (b) root mean square error (RMSE), (c) Kendall rank coefficient (𝜏), (d) Spearman rank coefficient (R𝑠), are shown for
250 instances. The proposed model (M3 — Red) has the lowest MAE and RMSE, and the highest 𝜏 and R𝑠. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
Table 6
Median and interquartile range for the four error metrics calculated from training each model for 250 instances on different
training and testing datasets. The four error metrics are for the melt pool depth of RMPEA. MAE: Mean absolute error, RMSE:
Root mean square error, 𝜏: Kendall rank coefficient, and R𝑠: Spearman rank coefficient.

Model MAE (μm) RMSE (μm) 𝜏 𝑅𝑆

Median IQR Median IQR Median IQR Median IQR

ET 25.58 1.28 38.29 2.19 0.57 0.05 0.75 0.04
GPR 21.69 15.89 27.66 13.09 0.73 0.09 0.90 0.06
GPR+Proxy 18.95 4.50 23.71 3.66 0.75 0.08 0.91 0.05
GPR+Prior 25.55 17.80 32.36 17.52 0.70 0.08 0.89 0.05
GPR+Proxy+Prior 16.33 4.47 23.04 5.00 0.74 0.06 0.90 0.04
18 
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Fig. 12. Comparative analysis of the five models benchmarked in this study for the melt pool depth of RMPEAs. In M1 (blue), the melt pool width calculated from the ET model
is used, in M2 (green), a GPR model is trained on 10 alloy compositions, in M3 (red), a GPR is used to impute width as an informative feature for a GPR trained on depth, in
M4 (orange), GPR uses ET predictions as an informative prior, while M5 (Purple) combines ET predictions as an informative prior and proxy width. The distributions of (a) mean
absolute error (MAE), (b) root mean square error (RMSE), (c) Kendall rank coefficient (𝜏), (d) Spearman rank coefficient (R𝑠). The proposed model (M5 — purple) has the lowest
MAE and RMSE, and high values for 𝜏 and R𝑠 when compared to the other four models. (For interpretation of the references to color in this figure legend, the reader is referred
o the web version of this article.)
Table 7
Median and interquartile range for the four error metrics calculated from training each model for 250 instances on different training and testing
datasets for crack number densities. The four error metrics are for the crack number density of RMPEAs. MAE: Mean absolute error, RMSE:
Root mean square error, 𝜏: Kendall rank coefficient, and R𝑠: Spearman rank coefficient.

Model MAE (mm−1) RMSE (mm−1) 𝜏 𝑅𝑆

Median IQR Median IQR Median IQR Median IQR

GPR 0.5651 0.0709 0.7169 0.0827 0.5669 0.0591 0.7502 0.0657
GPR+Proxy 0.5982 0.1331 0.7781 0.1859 0.5772 0.0624 0.7607 0.0618
GPR+(Proxy+Prior) 0.5342 0.0931 0.6531 0.1099 0.5837 0.0631 0.7668 0.0672
19 
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Fig. 13. Comparative analysis of the three models benchmarked in this study for the crack number density of RMPEAs. In M1 (blue), the crack number density calculated from
the vanilla GP model is used. In M2 (green), a hierarchical GP model is used. This model consists of a vanilla GPR trained on width. These width predictions are used as a
input feature for a GPR that is trained on linear crack number density (in addition to the features listed in Table 1). M3 (red) is the double-test model, where a GP for width is
equipped with the ET model as an informative prior for how width varies as a function of chemistry and processing parameters. These improved width predictions are passed as
input features to a vanilla GPR trained on linear crack density. The distributions of (a) mean absolute error (MAE), (b) root mean square error (RMSE), (c) Kendall rank coefficient
(𝜏), (d) Spearman rank coefficient (R𝑠). The proposed model (M3 — red) has the lowest median MAE and RMSE, and high values for 𝜏 and R𝑠 when compared to the other two
models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
.4. Case study on probabilistic defect maps

In Section 3.1, we demonstrated that the proposed method more
ccurately recreates the ground truth printability maps reported in
ef. [2,18] compared to the control models. This is significant because
ur method is computationally more efficient, as it does not require

MCMC calibration, unlike the model in Ref. [25]. However, it is im-
portant to note that the printability maps presented in Section 3.1
have deterministic decision boundaries and do not show the models’
20 
uncertainty. A key reason we believe GPR models are highly suitable
for alloy design is their ability to quantify uncertainty. We therefore
deem it important to demonstrate how probabilistic defect maps can
be made using these GPR-based models.

As discussed in the introduction, a major advantage of Bayesian
methods is their ability to quantify uncertainty. In Gaussian Process
Regression (GPR), predictions and their uncertainties are represented as
normal distributions. Specifically, the model’s prediction corresponds
to the mean, while the uncertainty is expressed through the standard
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Fig. 14. (a) A schematic representation of GPR predictions, illustrating the mean melt-pool depth (solid line) and uncertainty (shaded area) represented by the standard deviation.
The critical threshold for lack of fusion (LOF) defects is indicated by the layer thickness. The probability of a defect is derived from the area under the normal distribution
that exceeds this threshold. (b) A probabilistic defect map showing the likelihood of LOF defects across varying power and velocity combinations. The probabilistic boundary
between defect and non-defect regions softens, reflecting increased uncertainty, especially in regions with sparse data. The transition from deterministic to probabilistic boundaries
demonstrates the ability of GPR models to quantify prediction uncertainty in alloy design applications.
a
d

o

deviation. For example, the left panel of Fig. 14 shows a schematic of
GPR depth predictions, where the mean indicates the predicted depth,
and the uncertainty is conveyed by the standard deviation’s range.

In the scenario depicted in Fig. 14a, the mean depth prediction is
elow the layer thickness, indicating a lack of fusion. However, due
o the uncertainty in the predictions, there remains a small probability
hat the depth will exceed the layer thickness, meaning this melt-pool
ight not be classified as a lack of fusion. This probability is deter-
ined by the area under the normal distribution that extends beyond

he layer thickness threshold. Essentially, this is a typical probability
roblem, where the goal is to find the probability that a normally
istributed random variable exceeds a given value. The solution in-
olves calculating the cumulative probability from the standard normal
istribution, which gives the probability of the variable being greater
han the threshold.

To create a probabilistic defect map, we query the GPR model across
 grid of power and velocity combinations. For each combination,
he model provides a normal distribution, from which we calculate
he probability that the melt pool depth exceeds the critical thickness
hreshold. Plotting these probabilities results in a probabilistic defect
ap, as shown in Fig. 14b.

In Fig. 14b, the boundary for lack of fusion (LOF) defects becomes
robabilistic rather than deterministic, with a more diffuse transition.
he decision boundary softens, particularly in the top-right corner
here no single-track data points exist, and the probabilities tend

oward a 50/50 split. In this way the uncertainty in the depth prediction
and defect classification is quantified.

4. Summary and conclusion

Data-driven printability maps demand significant effort and re-
sources, e.g. the procurement of powder, the printing of single tracks,
and the precise measurement of melt pool dimensions. On the other
hand, simulation-based printability maps require extensive computa-
tional resources to accurately capture the intricate physics inherent
in the laser melting process, especially when employing high-fidelity
models. Employing low-fidelity models to generate printability maps
may sacrifice the accuracy of predictions, particularly when simulat-
ing phenomena such as keyholing. These limitations underscore the

necessity of integrating both low-cost computational simulations and

21 
high-fidelity experimental measurements to generate reliable printabil-
ity maps. Despite existing methods in the literature [24,25], chal-
lenges persist. Specifically, a quickly-corrected data-driven model for
printability is required for high-throughput alloy design.

In this study, we propose a novel approach that combines machine
learning models with a low-fidelity thermal model, culminating in
a computationally efficient yet accurate model capable of leveraging
multiple data sources to generate printability maps in an HTP manner.
Specifically, our approach has two aspects: (1) We propose using the
ET model as an informative prior for width and depth during GP
regression. (2) We propose exploiting the correlation between width
and depth via Hierarchical GP regression to improve depth predictions
using width measurements. We benchmarked these methods applied
both separately and in tandem against two control models — the
nalytical ET model and a standard GP regressor. These models are
escribed in detail below:

• Model 1: The melt pool width and depth are directly computed
using the ET thermal model. This is the analytical control model.

• Model 2: Two distinct Gaussian Process Regression (GPR) models
are employed for predicting melt pool width and depth. This
approach is solely data-driven and does not incorporate physics-
based priors.

• Model 3: A GPR predicts the width, which then serves as an
informative feature for another GPR trained on depth. Neither the
width nor depth GPRs integrate informative priors. Essentially,
benchmarking this model probes the effect of using width as a
proxy for depth.

• Model 4: Similar to M2, separate GPR models for width and
depth are used. However, in this case, the predicted melt pool
width/depth from the ET model serves as an informative prior.

• Model 5: Similar to M3, a GPR predicts width, informing another
GPR trained on depth. However, similar to M4, both GPRs utilize
the predicted melt pool width or depth from the ET model as
informative priors. This model investigates the combined effect
of informative priors and using width as a proxy for depth.

The models were evaluated using two error metrics and two rank-
rder metrics. By using both error and rank-ordering metrics we better

evaluate the physicality of printability predictions and avoid over-
fitting. All models underwent training under data-sparse conditions
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using 2-fold cross-validation, repeated 250 times on distinct training
and testing datasets to identify the optimal model.

Initially, our study focused on two distinct alloy compositions
AF9628 and Nickel Alloy 718), extensively studied in literature with
igorous calibration techniques applied to ET model parameters. Results
evealed that the double-test model (Model 5) consistently outper-
ormed other models on average, demonstrating the lowest errors

and highest rank-order coefficient distributions, indicating accurate
nd reasonable melt pool predictions. Furthermore, validation was
xtended by generating printability maps for both alloys and comparing
hem to ground truth maps from the literature. Printability maps
enerated from melt pool predictions from Model 5 exhibited strong
greement with ground truth maps for both alloys.

Finally, we illustrated the efficacy of our framework in HTP alloy
esign by extrapolating printability predictions as a function of chem-
stry. Specifically, we use single-track experiments on 10 RMPEAs to
rain M2–M5. When then predict the melt pool dimension of single-
racks on 6 RMPEAs. This train-test splitting was performed 250 times
etter benchmark the model. In this way we probe the ability of these
odels to predict the printability of alloys for which no training data is

vailable. Such a scenario is important for alloy design as printability
redictions must be made a priori and can only be validated after
ynthesis and testing.

Finally, to demonstrate the versatility of the proposed framework
n addressing common defects in AM we conducted a case study where
e model the crack number density of 195 single-tracks printed on
6 unique refractory substrates. Specifically, we use the same bench-
arking scheme as above, considering the single-tracks on 10 RMPEAs

s training data and considering the single-tracks on the remaining 6
MPEAs as testing data. We repeat the train-test process 250 times.
gain, this benchmarking scheme represents the scenario in which we
re conducting alloy design i.e. predicting the crack number density for
ingle-tracks on compositions that have yet to be synthesized. Although
e lack explicit priors for crack density, we exploit the correlation
etween melt pool width and crack density. By equipping the GPR for
idth with a physics-based prior, we enhance the predictions for linear

rack density, demonstrating the method’s broader applicability to a
ange of defects in AM. This benchmark is important because if linear

crack densities can be predicted a priori for alloy-process pairs, then
they can be minimized in the context of alloy design.

In conclusion, changing the prior mean function from an unin-
formative constant value to a physics-informed function during GP
egression improves the accuracy and physical relevance of melt pool
imension predictions. These benefits are particularly evident during
xtrapolation. By updating the ET model prior with experimental melt
ool dimensions, we effectively create a data-corrected version of
he ET model. In this way we benefit from the fast-acting analytical
ature of the ET model and from the fidelity of experimental melt
ool data. When Hierarchical GP regression is used to supplement
epth predictions with data-informed width predictions (and both of
hese models are equipped with informative priors), model performance
ncreases more, indicating a synergy between these 2 methods. The
essons-learned from this work are summarized below:

• Combining Analytical Models and Data: By using the ET model
as a physics-based prior response surface for melt pool width and
depth and subsequently updating this response surface in light of
experimental melt pool measurements, we effectively correct the
ET model with data in a non-parametric manner. This approach
is particularly effective when prior models are fast-acting (as is
the case with the ET model) and experimental data is sparse.

• Exploiting Correlation Between Width and Depth: Melt pool
width is easier to measure than melt pool depth. Hierarchical
GP regression can exploit the correlation between width and
depth. In this way, measurements of width (a ‘seen’ melt pool

dimension) can inform predictions of depth (an ‘unseen’ melt pool r

22 
dimension). Recall in this context a Hierarchical GPR is a set of
2 GPRs: a GPR for width whose output is used as a feature in a
GPR for depth. When these GPRs are equipped with the ET model
as a prior, the performance of the Hierarchical GPR for depth is
greatly improved.

• Exploiting Correlation Between Width and Crack Number
Density: The melt pool width is an easily measurable quantity
from single-tracks. The melt pool width and linear crack density
are correlated. Hierarchical GP regression with informative priors
showed improved accuracy in predicting crack number density
over vanilla GP regressors. Being able to predict the crack number
density of single-tracks prior to synthesizing the alloy is critical
for alloy design as crack density can be used as a screening metric
for printable alloys [30].

While this study focuses on printability maps derived from single-
rack experiments, we acknowledge that actual LPBF processes involve
ayer-by-layer accumulation. In multi-layer builds, complex thermal
istories alter subsequent melt pools, making them quite different from
ingle tracks. The method we propose, which uses Gaussian Process
egressions (GPRs) with informative priors, could theoretically be ex-

ended to more sophisticated models — such as those that account
or thermal histories, like the Enhanced Analytical Solidification Model
EASM) [41]. However, this level of complexity lies beyond the scope
f the current study and we recommend this as future work.

Porosity defects are not the only problem present during LPBF of
lloys. There are a suite of problems that still must be addressed such
s hot-cracking, thermal shock induced cracking, undesired microstruc-
ures, and distortions/warping caused by the high residual stresses. In
his work we presented a model that address only one of these issues
porosity defects) however we posit that alloy design cannot be myopic
ut instead must consider all of these issues simultaneously. In previous
ork we posit that the area of the processing window that resistant to
orosity defects should be used as a design metric. In this way it can
e used with other printability metrics such as hot-cracking indicators
nd ductility indicators to design alloys that are resistant to porosity
nd cracking during LPBF. To better put the proposed tool in context
f alloy design for printable alloys we conclude by referring the reader

to Refs. [16,40] where we ideate and execute alloy design campaigns
toward printable alloys.
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