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Symmetry-adapted perturbation theory (SAPT) is an ab initio approach that directly computes noncovalent interaction
energies in terms of electrostatics, exchange repulsion, induction/polarization, and London dispersion components.
Due to its high computational scaling, routine applications of even the lowest order of SAPT are typically limited to
a few hundred atoms. To address this limitation, we report here the addition of electrostatic embedding to the SAPT
(EE-SAPT) and ISAPT (EE-ISAPT) methods. We illustrate the embedding scheme using water trimer as a prototype
example. Then, we show that EE-SAPT/EE-ISAPT can be applied for efficiently and accurately computing noncovalent
interactions in large systems, including solvated dimers and protein-ligand systems. In the latter application, particular
care must be taken to properly handle the quantum mechanics/molecular mechanics boundary when it cuts covalent
bonds. We investigate various schemes for handling charges near this boundary, and demonstrate which are most

effective in the context of charge-embedded SAPT.

I. INTRODUCTION

Quantum mechanics/molecular mechanics (QM/MM)
methods are increasingly used to address the steep com-
putational scaling of wavefunction and density functional
theories 2 In QM/MM methods, the system is partitioned
into a QM region which is treated accurately with ab initio
methods, and an MM region which is treated using a classical
potential. The energy of the system in QM/MM methods is
written as:

E = Eom+ Emm + Eom/mm- (1)

The first and second terms in Eq. (1) refer to the energies of the
QM and MM subsystems, respectively, and the last term refers
to the interaction energy between the QM and MM regions.

The interaction potential between the QM and MM sub-
systems can be approximated with varying levels of accu-
racy, such as the electrostatic® and polarizable? embedding
schemes. Electrostatic embedding accounts for the polariza-
tion of the QM region by the MM potential, while polarizable
embedding further incorporates the effect of mutual polariza-
tion by the QM and MM regions. Electrostatic embedding is
simpler and typically utilizes a fixed set of atom-centered par-
tial charges such as those included in classical pair-wise force
fields (e.g. CHARMM?® and AMBER>'®),

In this article, we extend symmetry-adapted perturbation
theory (SAPT) to allow electrostatic embedding. SAPT is a
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correlated wavefunction approach used for computing inter-
molecular interaction energies in terms of physically mean-
ingful components (electrostatics, exchange repulsion, induc-
tion, and London dispersion).”® SAPT has previously been
extended to intramolecular interaction energies (ISAPT)”
and partitioning of the interaction energies into atomic (A-
SAPT)'Y and functional group (F-SAPTYY contributions has
also been developed. However, given the computational ex-
pense of the lowest order of SAPT (SAPTO), which scales as
the fifth power of the number of basis functions, it is typically
limited to a few hundred atoms.

Various approaches have sought to extend the applicabil-
ity of SAPT to large systems, including (a) the application of
efficient numerical techniques, such as density fitting!# and
local approximations,1#'1# (b) the development of alternative
SAPT-based methods, such as extended SAPT (XSAPT).>
SAPT with empirical'®1% and semi-empirical?2" dispersion,
and DFT-based SAPT [SAPT(DFT) or DFT-SAPT}2!22 and
(c) the creation of SAPT-based force fields**** and machine
learning potentials.>>"2/ We show here that electrostatic em-
bedding can expand the applicability of SAPT to very large
systems, even up to a complete protein, thus facilitating the
computation of SAPT energies in complex molecular environ-
ments. The method remains fundamentally a SAPT approach:
it computes the quantum mechanical interaction energy, and
its physical components, between two sets of atoms, which
we might label A and B. However, with the extensions pre-
sented here, distant or less important atoms in A and/or B can
be replaced with point charge representations. We include the
effect of the point charges in monomer A/B on polarizing the
orbitals of the quantum mechanical atoms of A/B, and their di-
rect contribution to the interaction energy of system A/B with
system B/A [i.e., the Eom/mm and Ejypy terms of Eq. (1)]. In
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addition, leveraging our group’s previously developed ISAPT
framework ? the computations can optionally be done in the
presence of a “spectator” chemical environment (labeled C),
which may contain any combination of quantum mechanical
atoms or atoms represented by point charges.

In the following, we illustrate the different ways that point
charges can be included in an embedded SAPT calculation,
then we explain the impact that the external charges have on
each SAPT term. Next, we show convergence of SAPT in-
teraction energies as the distance between the point charges
and the QM region increases using water trimer. The practi-
cal utility of the method is then demonstrated through more
complex chemical systems, like solvated dimers and protein-
ligand complexes. In protein-ligand systems, covalent bonds
that cross the QM/MM boundary must be cut, and nine dif-
ferent “charge schemes” that reorganize point charges at this
boundary are tested. We first evaluate the charge schemes with
interaction energy calculations of several model dipeptide-
ligand systems as the distance between the dipeptides and lig-
ands increases. Then, we calculate the interaction energies of
a factor Xa enzyme (2CJI?%) with two ligands that differ by
a small substitution. We calculate interaction energies using
each charge scheme and analyze convergence as the number
of protein atoms in the QM regions increases from 47 to 446
atoms (and sometimes up to 588 atoms) and the rest of the
protein is modeled by point charges. These studies help us
choose the charge scheme that is most appropriate for embed-
ded SAPT, and we observe how interaction energies change
as a larger portion of the protein is modeled with QM rather
than MM.

1. THEORETICAL METHODS

A. Introduction to Symmetry-Adapted Perturbation
Theory

The Hamiltonian in SAPT is defined as:
H=Fpy+Fp+AV+EWA+Wp), )

where F4 and F'g are the Fock operators for monomers A and
B, respectively, V is the intermolecular interaction operator
between monomer A and monomer B, and W, and Wy are
the intramolecular fluctuation potentials for monomers A and
B, respectively. Wavefunction-based SAPT is a triple pertur-
bation theory approach, in the three perturbations V, W4, and
W, and A and £ are the perturbation strength parameters. At
the SAPTO level, which is used in this article, intramonomer
electron correlation is neglected and the intermolecular po-
tential is expanded to second order in the perturbation. This
leads to the following SAPTO interaction energy decompo-
sition to electrostatics, exchange, induction, and dispersion

components:=

ESAPTO _ p(100) | 7 (100)

int — elst exch

(200)

(200) 2]
+ (Eind,resp + Eexchfind,resp + 6EHF)

(200) (200)
+ (Edisp + Eexchfdisp)

= Eelst + Eexch + Eing + Edisp~ 3

The superscripts indicate the perturbation order, and are spec-
ified as E"™) where n is the order in intermolecular interac-
tion, and [/ and m are the orders of intramolecular flutuation

of monomers A and B, respectively. The 6E E}, term, primar-
ily accounting for higher-order induction and thus typically
grouped with induction, is defined as the difference between
the counterpoise-corrected®” Hartree-Fock interaction energy
and the SAPTO electrostatics, exchange, and induction terms:

(200)
ind,resp

+EP%) ).

exch—ind,resp

“4)

We note that this Hartree—Fock correction is in fact infinite or-
der (because the supermolecular Hartree—Fock energy is fully
self-consistent), but we prefer to label it with a [2] super-
script to indicate that the correction in Eq. (4) is meant to be
used with SAPT methods that include second-order induction
energies. For SAPT methods including explicit third-order
induction energies, the value of the Hartree—Fock correction

4 g(100)

exch
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+E

changes, and would be labeled BEE}];

Refs. 10| and [11/ developed atomic and functional group
decompositions (the A-SAPT and F-SAPT methods) of the
SAPTO interaction energy to aid in the qualitative analysis of
noncovalent interactions. Ref.|9 extended the SAPTO method
to the calculation of intramolecular interaction energies (the
ISAPT method). The ISAPT framework provides more gen-
erality than traditional SAPT, and so in this work we have
developed an embedding approach that works for both stan-
dard SAPT and also for ISAPT; moreover, functional group
partitioning, as in F-SAPT, is also enabled.

In the ISAPT approach, a chemical system is divided into
three subsystems, A, B, and C, where A and B are the inter-
acting fragments, and C represents a common molecular en-
vironment experienced by both A and B Originally, group C
was used to represent the linking atoms between groups A and
B. However, the approach may still be used even if C is not
chemically bonded to A or B. Thus, group C might represent,
for example, a set of solvent molecules, or nearby molecules
in a molecular crystal. In ISAPT, a supermolecular computa-
tion is performed on the entire chemical system (A, B, and C
together). Then, the occupied molecular orbitals are localized,
and assigned wholly to subsystems A, B, or C. Then molec-
ular orbitals are obtained for A/B in the absence of B/A, but
in the presence of the Hartree—Fock embedding potential of C.
Using these orbitals, the standard SAPT approach is then used
to allow subsystems A and B to interact with each other, yield-
ing the standard SAPT energy terms in Eq. (3). This procedure
thus allows for a study of how the A—B interaction changes if
A and B are both in the presence of a chemical environment
C.



As one will notice from Egs. (3) or (4), the SAPTO inter-
action energy involves computation of the Hartree—Fock in-
teraction energy. For a dimer, the interaction energy is just
the difference between the dimer energy and the sum of the
monomer energies (evaluated in the dimer basis to allow for
counterpoise correction):>0

Ein(AB) = Exp — Es — Ep. )

However, the ISAPT approach, which includes a “specta-
tor” chemical environment C, utilizes a modified definition
In ISAPT, we start with a Hartree—Fock supermolecular com-
putation on system ABC (yielding E4pc), and then we localize
the occupied molecular orbitals (using the intrinsic bond or-
bital method of Knizia)*!' We identify the local occupied or-
bitals associated with subsystem C, and compute the Hartree—
Fock energy associated with those local orbitals and the nuclei
associated with subsystem C, E]C“O, where the superscript LO
denotes local orbitals. Those subsystem C local orbitals and
nuclei also define the Hartree—Fock embedding potential of
subsystem C, and we use this fixed embedding potential to
compute the Hartree—Fock energies of subsystems A and B in
this potential, which we might denote E4c| and Epc}, respec-
tively (where the brackets indicate the embedding potential).

With these definitions for the energies, ISAPT defines a
Hartree—Fock interaction energy between monomers A and B
in the embedding environment of C as:*

nt

Efff (AB,ISAPT) = Expc — Eaiq) — Epiq + EC°,  (6)

where each term represents a Hartree—-Fock computation on
the designated system or subsystem, as defined above. For
counterpoise correction, all computations are performed us-
ing the union of basis functions on subsystems A, B, and C.
Eq. (6) is just a generalization of Eq. (5) in which subsystem
C is always present (first three terms), and then the internal
energy of C, EXO, has to be added to the expression so that
it makes no net contribution to the interaction of A and B (it
contributes positively in E4pc and negatively in both £, ) and
Epic))-

While this approach seemed suitable to us in the origi-
nal context of computing the interaction energy between two
groups A and B within a single molecule, connected by a
linker C, we do note that it has a drawback if we then ap-
ply the ISAPT methodology to systems in which C is not co-
valently connected to A and B. With these definitions, for a
non-covalent trimer, if we compute the ISAPT Hartree—Fock
interaction energies for each dimer, while treating the remain-
ing monomer as a spectator group represented by a Hartree—
Fock embedding potential, the sum E!F(AB,ISAPT) +
ENF(AC,ISAPT) + E!IF(BC,ISAPT) does not add up to the
overall Hartree—Fock interaction energy of the trimer. For
the water trimer example discussed below, the sum of the

ISAPT HF interaction energies, including SEEI]: corrections

computed via Eq. (6), is -13.50 kcal mol~!, vs. a HF inter-
action energy of -11.26 kcal mol~!. (Interestingly, the sum

of the ISAPT interaction energies without dispersion or 5Egll:
corrections is closer to the HF interaction energy in this case,
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FIG. 1. A water hexamer illustrating possible scenarios for including
point charges in the SAPT and ISAPT procedures. (a) Subsystems
A and B are the interacting fragments while optional subsystem C is
the environment. Water molecules drawn in ball-and-stick represen-
tation are selected for possible substitution with point charges. (b)
Table of the possible ways to include point charges (or not) for the
water hexamer in (a). Rows SAPT and ISAPT show the conventional
system set-up for these methods, in which every atom in represented
quantum mechanically. The other rows show different possibilities
for including point charges in SAPT and ISAPT, named EE-SAPT
and EE-ISAPT respectively.

-10.66 kcal mol~!.) Our group is considering alternative def-
initions for EFF(AB,ISAPT) that might be more suitable for

nt
SEgI]:-corrected ISAPT applied to molecular clusters instead
of single molecules.

Below we discuss our approach for adding the effect of
point charges to fragments A, and/or B, and/or C (if present),
to provide a general and flexible approach to electrostatic em-
bedding in SAPTO.

B. Charge embedding schemes available in EE-(I)SAPT

Because SAPTO computes the interaction energy between
subsystems A and B, possibly in the presence of an optional
spectator environment C (if the ISAPT formalism is used),
there are several possible ways for including point charges
in a given SAPTO calculation using this three-subsystem (A,
B, C) framework. We illustrate these possible schemes in
Figure 1 using the geometry of water hexamer in the prism
configuration



As shown in Figure 1 (a), the water hexamer is divided into
three subsystems (A, B, and C), each consisting of two wa-
ter molecules. In general, subsystem C (if it is present) may
or may not contain explicit QM atoms, while subsystems A
and B must necessarily contain QM atoms in the SAPT pro-
cedure. Figure 1 (b) illustrates the possible scenarios for the
inclusion of point charges in A and/or B without a subsys-
tem C (EE-SAPT), as well as possibilities for the inclusion
of a monomer C (EE-ISAPT). Point charges can be included
in any combination of A, B, C (or none). The color scheme
in Figure 1 (b) indicates whether a given subsystem explicitly
contributes to the interaction energy. Since subsystem C only
indirectly modulates the interaction energy between A and B,
the C atoms (including the point charges) do not explicitly
contribute to the A-B interaction energy and hence are drawn
in gray. By contrast, the A and B atoms explicitly participate
in the interaction and therefore are colored.

Choosing a specific partition scheme depends on the target
problem. For example, point charges in C can approximately
represent solvent molecules that modulate the SAPTO inter-
action energy, while point charges in A and B can replace
far portions of fragments A or B (e.g. distant protein atoms
in computations of protein-ligand interactions). We illustrate
these possibilities below in the Results and Discussion, focus-
ing on solvated dimers and protein-ligand systems.

C. Physical effects of embedding charges

Here we discuss how an embedding point charge will affect
the chemical system and the interaction between fragments A
and B. We focus initially on the effect of embedding charges
in subsystems A and B, and then later consider the effect of
embedding charges in the environmental group C.

1. Embedding charge-point charge interactions

First, an embedding point charge will experience a
Coulomb’s law attraction or repulsion with each of the nuclei
in the system, and with each of the other embedding charges.
Because we are ultimately interested in computing an interac-
tion energy between fragments A and B, we have some flex-
ibility in how we account for some of these interactions. For
example, if some of the atoms in fragments A and B are rep-
resented by embedding charges, then it is mandatory to in-
clude the charge-charge interactions between each embedding
charge in A and each embedding charge in B:

A—extern,B—extern __ Zalb
Eelst - Z Z R, (7)
acAbeB "tab

where we will use lowercase z to denote embedding charges
(as opposed to uppercase Z to denote nuclear charges). In our

bookkeeping scheme, we will classify this term as a separate

1 .
electrostatic term not included in E (ls?m. Howeyver, with re-

spect to the interaction energy, it is not necessary to compute
Coulomb interactions between all pairs of embedding charges

within fragment A (or B), because these would simply can-
cel out when computing the electrostatic interaction between
fragments A and B. For this reason, we only compute the rel-
evant Coulomb interactions between embedding charges, i.e.,
those in Eq. (7).

Interactions between external charges in A and nuclei in
B, and between external charges in B and nuclei of A, also
contribute to the electrostatic part of the interaction energy:

t 1 ZaZb aZb
zf;tem ,nuc — Z Z ( ) . (8)

acapep \ Rab Rap

This contribution is added to Ee(lls(t)o)

2. Embedding charge-electron interactions

Next, we consider how embedding charges will interact
with the system’s electrons. There are both direct and indi-
rect effects. The direct effect is the interaction of the electrons
of A or B with the embedding charges of B or A. The potential
generated by the embedding charges in subsystem X (where
X is A, B, or C) may be written as

VX—extern(—»]) — Z fo’ (9)
xeX Tix

where {z,} are the embedding charges assigned to fragment
X. In the given atomic orbital basis set, the matrix representa-
tion of this potential is just

g o z
V:l(vextern — /R3 d3r1 q)#(r]) (Z X

xeX Tix

>¢v(7), (10)

where ¢ and ¢y are two basis functions.
The electrostatic interaction between the electrons of A/B
and the embedding charges of B/A is then just

extern ,elec _ zzDﬁvVE\;CXtCm + ZZDB VA extern7 (1 l)

elst

where the density matrix for subsystem X is defined by
= ZCX cx, (12)

with the summation running over occupied molecular orbitals
of fragment X. CJ; are the molecular orbital coefficients of
fragment X, and the factors of 2 in Eq. (11) account for
doubly-occupied molecular orbitals in the Restricted Hartree—

Fock formalism. The term EeelX ttem €lec s added to Egllg?o)

The embedding charges will also contribute to the induction
terms. Induction is computed by coupled-perturbed Hartree—
Fock (CPHF), and quantifies the stabilization due to the polar-
ization of orbitals in A/B in response to the potential field of
the embedding charges in B/A. This is accounted for by sim-
ply adding VA-®Xe™ to the electrostatic potential of A when

performing the CPHF computation on monomer B, and vice

versa. These effects are included in the E. (200)

ind,resp term.



Embedding charges also have indirect effects on the inter-
action energy. Embedding charges in A will affect the molec-
ular orbitals of A, and likewise for embedding charges in B.
(Embedding charges or QM atoms in the environmental group
C will likewise affect orbitals in A and B). The modified den-
sity in a monomer will cause changes to all of its interaction
energy terms.

3. Hartree—Fock correction term

In low-order SAPT, it is common to account for higher-
order induction by applying the Hartree—Fock correction of

Eq. (4), which involves the Hartree—Fock interaction energy
HF

Eint . . . .
For counterpoise correction, we compute all terms in the

dimer basis. When computing these Hartree—Fock energies,
for simplicity we include all Coulomb interactions between
embedding charges and nuclei into the nuclear repulsion en-
ergies, even though many of these contributions cancel out in
determining Ell:tF (e.g., interactions between nuclei of A and
embedding charges of A). Other contributions (e.g., interac-
tions between nuclei of A and embedding charges of B) do not

cancel in computing Ellan , but they do cancel when computing

2 [ .
6EI[_H]:, because these same contributions were also included

. (100)
m Eelst

. No charge-charge interactions involving embedding
charges contribute to 5E1[{21]:

We also include VXXM in Hartree-Fock computations of
monomer X, as well as Hartree-Fock computations of any
dimer or trimer involving subsystem X (e.g., as might be
needed to compute the Hartree—Fock interaction energy in
Egs. (5) or (6)). This is necessary to allow the orbitals of any
monomer, dimer, or trimer including subsystem X to respond
to the embeﬁling charges. Of course this then affects both
2

ENF and S Efy. (which is computed from ELIF).

4. Embedding charges in environment C

Embedding point charges (and any embedding Hartree—
Fock potential from QM atoms) in the common environment
C are largely “spectators” with respect to the interaction be-
tween A and B, and do not contribute explicitly to any of the
A-B interaction energy SAPT terms. Of course, embedding
charges or QM atoms in C do affect the orbitals of A and B,
because in ISAPT the orbitals of A and B are determined in
the presence of the fixed potential of environment C,” and the
modification of the orbitals thus indirectly affects all SAPT
terms for the A-B interaction. The addition of embedding
charges in C presents no extra difficulty for the ISAPT proce-
dure. Originally, the orbitals of A and B would be determined
in the presence of the Hartree-Fock potential V< for any QM
atoms in C (this term is added to the Fock operator). Now, we
also add V™ for any embedding charges in C.

In the presence of a group C, the Hartree—Fock interaction
energy EXF is defined as in Eq. (6). We include V€ 4 y/C-exten

nt
for all Hartree—Fock computations involving group C. In our

implementation, for simplicity we include nuclear / embed-
ding charge interactions when computing nuclear repulsion
energies in Hartree—Fock computations required for SEI[{Q}];
However, these contributions all cancel when computing EllgtF .
Interactions between embedding charges in C and embedding
charges in A or B would cancel out in computing EII;ItF and are
not included in the nuclear repulsion energies.

Potentials generated by environment C affect SEE]]: indi-
rectly, just like the SAPT terms, by the changing of the
monomer A and monomer B orbitals due to the presence of
the potential in C. There is also a somewhat subtle, more direct
effect on 5E§1]: In the case of no environment C, the density
ascribed to monomer A in the dimer AB is not identical to the

density of isolated monomer A (this is the polarization effect

whose energetic contribution is captured in Eif(g (r)e)sp [A < B]).
In the case of an environment C, again the density associated
with monomer A in the Hartree—Fock computation for ABC is
different than that for AC. However, 6EI[_?1]: captures not only
how this density change interacts with monomer B, but also
how it interacts with environment C (and, likewise, how the
change in the density of monomer B interacts with environ-
ment C). This might be considered a contribution to the “ef-
fective” A—B interaction in the environment C. This effect was
captured in the original ISAPT for quantum mechanical envi-
ronments C, and here it is also captured for point charges in
C.

5. F-SAPT analysis for the embedding charges

The addition of embedding charges does not impede par-
titioning the SAPT components into contributions between
pairs of functional groups via the F-SAPT approach ' For ex-
ample, the electrostatic interaction of the embedding charges
of fragment A with fragment B may be written:

g ¥ [ dnogF)es)

beB

(Zeex

a 'la 4B Rup

ZaZp +Z Zuzb> . (13)
ab Rah
where ¢, are the occupied orbitals corresponding to fragment
B, z, are the embedding charges associated with fragment A,
Zp are the nuclear charges in fragment B, and z;, are the em-
bedding charges in fragment B. If we use local orbitals ¢
as in the F-SAPT and ISAPT procedures, then these interac-
tions can be trivially assigned to particular functional groups
as usual in F-SAPT!

The induction contribution arising from the point charges
can also be separated. As detailed previously, '’ the induc-
tion energy in SAPT theory may be partitioned into contribu-
tions from pairs of functional groups. The induction energy
from the polarization of monomer B due to the electric field
of monomer A is broken down into pair contributions, where
each pair involves one local source of the electric field of A (a
nucleus or an electron in a local orbital), and one local orbital



in B whose electrons will be excited in response to this field
contribution. This same approach works in the present case,
because the embedding charges in A make their own contri-
butions to the overall potential due to monomer A, and can
be handled analogously to the nuclei of monomer A (and vice
versa for monomer B).

This separability enables the use of the standard F-SAPT
analysis and visualization tools to be extended to the analysis
of the embedding charges. For example, Figure 1 shows the
application of the F-SAPT order-1 analysis for the visualiza-
tion of the interaction between water molecules. The energetic
contributions of the embedding charges to the SAPTO inter-
action energy and the electrostatics and induction terms are
also available. The embedding extensions of F-SAPT and IS-
APT described here have been added to the open-source quan-
tum chemistry program PSI4 and are avialable in the current
release >

IIl. RESULTS AND DISCUSSION

First, we use water trimer to demonstrate the embedding
method and its convergence at long range. Then, we illus-
trate more practical applications of electrostatically embedded
SAPT: calculating interaction energies of solvated dimers and
protein-ligand systems.

A. The water trimer: A prototype example

We first illustrate the embedding procedure and various par-
titioning schemes using water trimer as a prototype exam-
ple. Figure 2 (a) shows the water trimer geometry where
one molecule is assigned to fragment A and one is assigned
to fragment B. The third, shaded molecule is either grouped
with A or B (SAPT) or assigned to the external environ-
ment C (ISAPT). Additionally, the shaded water molecule
is either treated quantum mechanically or substituted by
TIP3P* point charges. TIP3P was chosen for simplicity,
but we have repeated the experiment using Restrained Elec-
trostatic Potential?>® (RESP) and Minimal Basis Iterative
Stockholder*” (MBIS) charges instead of TIP3P. The results
are presented in the Supplementary Material; using RESP and
MBIS rather than TIP3P did not change the overall conclu-
sions. The shaded water molecule is displaced from equi-
librium along the positive y-axis and then the SAPTO/jun-cc-
pVDZ interaction energy is computed at the various configu-
rations.

Figure 2 (b) shows the SAPTO interaction energy and com-
pares the electrostatic embedding approximation with the full
quantum mechanical treatment. As expected, the effect of the
shaded molecule on the interaction energy gradually decreases
as the molecule is moved away from the the rest of the trimer.
All the interaction energies approach the dimer interaction en-
ergy (—4.87 kcal mol~!) as the displacement increases to 10
A. At short range, the various partitioning schemes leads to
varying interaction energies, and the effect of electrostatic em-
bedding becomes more apparent. Tables S-1-S-6 in the Sup-

plementary Material show the detailed SAPTO interaction en-
ergy and its decomposition.

When the shaded molecule is assigned to the environment
C and treated quantum mechanically, it polarizes the two other
molecules but does not participate directly in the interaction.
The dimer interaction becomes more attractive (the interac-
tion energy becomes more negative) by 1.34 kcal mol~! at the
equilibrium distance compared to the isolated dimer, shown
by the brown solid line in Fig. 2 (b). Electrostatic embedding
underestimates the polarization effect by 0.39 kcal mol~! at
equilibrium but quickly agrees with the full QM calculation
as the shaded molecule is displaced away. [See the brown
dashed line in Fig. 2 (b).] The error is largely in the electro-
static component of the SAPTO energy as shown in Table S-1
and S-2.

When the shaded molecule is grouped with either A or B
[turquoise and purple in Fig. 2 (b), respectively], it directly
participates in the interaction. Therefore, the SAPTO interac-
tion energy increases by over a factor of 2 compared to the iso-
lated dimer energy. At the equilibrium distance, electrostatic
embedding overestimates the interaction energy by 1.0 — 1.2
kcal mol~! compared to the full quantum mechanical treat-
ment. However, both the absolute and relative errors decrease
as the displacement increases.

The inset in Figure 2 (b) shows the effect of electrostatic
embedding on the SAPTO interaction energy components
when the shaded molecule is grouped with A or B. At the
equilibrium distance, all SAPTO components display substan-
tial errors, especially the exchange repulsion. Large errors
should be expected at small intermolecular distances since
electrostatic embedding does not account for certain interac-
tions, namely exchange, dispersion, parts of the induction, and
charge-penetration electrostatics 2 Fortunately, however, the
positive errors in the electrostatics, induction, and dispersion
terms are mostly cancelled by the negative error in the ex-
change term, so that the error in the total interaction energy is
smaller in magnitude than the errors in the individual compo-
nents. The errors in the energy components rapidly disappear
as the displacement increases, in part due to the lower magni-
tude of the interaction, but primarily because charge embed-
ding is more appropriate at longer displacements. In addition,
the favorable error cancellation between energy components
persists at larger distances. Tables S-3—S-6 show the detailed
SAPTO component data.

B. Solvated systems with EE-ISAPT

The water trimer example illustrates the SAPTO electro-
static embedding procedure, but it is not a realistic example
of the kind of problems to which the procedure would actu-
ally be applied. Here, we show the utility of the method for
calculating intermolecular interactions of solvated systems.

The two solvated systems studied are the pyri-
dinium:benzene dimer (Figure 3) and the benzene dimer, both
in water. The geometries are those used in our group’s previ-
ous study of water’s polarization tuning of 7-7 interactions 4"
In summary, the tilted T-shaped pyridine:benzene of the
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a part of subsystem X, and it is treated via QM or MM. For example,

“A-QM” adds the shaded water together with water A and treats this

two-water subsystem-A fully self-consistently with QM; its interaction energy with QM water B is computed using normal SAPT. “C-QM”
represents an ISAPT computation in which the shaded water is treated as a HF embedding potential, and “C-MM” represents an EE-ISAPT
computation in which the shaded water is treated as a point-charge embedding potential. The inset displays the error in the SAPTO components
when the shaded molecule, grouped with A (x) or with B (diamond), is substituted by TIP3P point charges. The x-axis remains y-displacement

from equilibrium.

S66 dataset*'™2 was functionalized then optimized with
B3LYP-D3M(BJ)/aug-cc-pVDZ. The dimer geometries were
then fixed, and molecular dynamics simulations were used
to determine locations of the solvating water molecules.
Specifically, the snapshots used in this study are named
‘HYDS8-7m2’ and ‘HYDS8-3m1l’ in Ref. 40. To generate
reference interaction energies, systems were chosen such
that a full QM calculation could be run in a reasonable
amount of time (about one day). The maximum system size
of the solvated pyridinium:benzene studied has 136 water
molecules that contribute to a full system size of 432 atoms
(148 heavy). For the benzene dimer, the maximum system
size has 118 waters. Each water included has a closest
contact that is less than 7 A from the dimer. These waters are
considered monomer C in the ISAPT calculations, thus they
are indirectly affecting the interaction energy between the
two solute monomers.

For the pyridinium:benzene system, SAPTO with a jun-cc-
pVDZ basis set calculates a gas phase interaction energy of
—8.97 kcal mol~! in 19 seconds on six cores of an Intel i9-
9820X processor. When the full environment of waters is
added and represented with quantum mechanics, the interac-
tion energy decreases in magnitude to —4.79 kcal mol~!, but
the wall time is 33 hours and 40 minutes with the same com-
putational resources. To reduce this computational cost, we
replace all waters with TIP3P charges: 0.417 a.u. for H and
—0.834 a.u. for O. This incurs an error of —0.35 kcal mol~!
relative to our reference. An interaction energy of —4.99 kcal

mol~!, within 1 kJ mol~! of the reference, can be calculated in
just 4.5 minutes after replacing the outermost 118 waters with
point charges. For this claculation, the only waters included
quantum mechanically were those with closest contacts less
than 3 A, totaling 18 water molecules. As more waters are
included (with closest contacts less than 4 A, 5 A, and 6 A),
errors relative to the reference value continue to decrease, but
the computational cost increases, shown in Figure 3.

The interaction energy components, also shown in Fig. 3,
reveal that exchange and induction energies are generally in-
sensitive to the water molecules being modeled with MM
rather than QM. For this test case, dispersion is not sufficiently
attractive relative to the reference value (because it is not cap-
tured by the electrostatic embedding), and the error is above 1
kJ mol~! when all waters are modeled with MM. This error is
quickly reduced below 1 kJ mol~! when 18 waters are mod-
eled with QM rather than TIP3P charges. Electrostatics takes
the longest to converge, and its error is larger than 1 kJ mol~!
with 18 QM waters. Due to error cancellation, the interaction
energy converges more quickly than the electrostatics term.

The benzene dimer is bound primarily by dispersion forces,
and our group’s previous study concludes that the solute-
solute interactions of a neutral dimer are affected very little by
solvent molecules*? The gas phase and the solvated reference
(118 QM waters) interaction energies of this tilted T-shaped
dimer differ only by 0.10 kcal mol~!. Shown in Figure 4,
modeling all 118 waters with TIP3P charges returns an error
in interaction energy, relative to the reference value, of 0.27
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kcal mol~!, which is just above 1 kJ mol~!'. When the closest
18 waters are modeled with QM instead, the error reduces to
0.12 kcal mol~L. The wall time of this calculation is 4 minutes
and 14 seconds, a drastic reduction relative to the wall time of
22 hours when all 118 waters are modeled with QM.

For both dimers, we conclude that SAPT with electrostatic
embedding correctly accounts for the influence of water sol-
vent on the interaction energy. When modeling a small num-
ber of waters with QM, this method returns accurate interac-
tion energies (within 1 kJ mol~!) in just a few minutes, rather
than a day.

C. Protein-ligand interactions with EE-SAPT: A detailed
analysis

We now show the utility of SAPT with electrostatic embed-
ding for systems where monomer A and/or B are too large to
include fully quantum mechanically. For example, protein-
ligand systems often have thousands of atoms, and so quan-
tum mechanical studies must consider only a small portion of
the protein due to the high computational expense#*** Here,
we present SAPTO interaction energies of protein-ligand com-
plexes, where part of the proteins are modeled with point
charges, but still considered part of monomer B. This is inher-
ently a more complicated task than the previous two examples
for two reasons. First, including the point charges in monomer
B will directly affect the interaction energy, and higher er-
rors are expected due to embedding relative to a system where
the point charges are placed in environment C (see Section
IITA). Second, separating a covalently-bound molecule into
QM and MM regions, while minimizing additional error, is a
non-trivial task.
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FIG. 5. A simple protein system is divided into QM (blue back-
ground) and MM (white background) regions by cutting a carbon-
carbon bond. The QM region is capped by a hydrogen link (HL)
atom. The carbon in the MM region that is involved in the cut bond
is M1 and highlighted by the pink sphere. M2 atoms (green) are di-
rectly connected to M1, and M3 atoms (gray) are directly connected
to M2 atoms. For redistributed charge schemes BRC and BRCD,
charges are redistributed to the midpoints of the M1-M2 bonds, rep-
resented by the black bands.

When forming QM and MM regions within a molecule,
the frontier covalent bonds connecting the QM and MM re-
gions must be “cut”” We refer to the QM and MM atoms
directly connected by this frontier bond as Q1 and M1, re-
spectively, and illustrate these in Figure 5. This cut creates
an open valency on the Q1 atom, which is commonly satis-
fied by a hydrogen “link” (HL) atom. This hydrogen is placed
along the Q1-M1 frontier bond, at a bond distance determined
by a function of the force field bond stretch parameters, as
proposed by Truhlar and coworkers*> The parameters chosen
are from the same force field used to generate atomic partial
charges for the MM region. Because we are modeling a pro-
tein, we use ff19SB 2 which results in a QI-HL bond length
around 1.09-1.11 A.

The close proximity of the MM region to the HL atom can
cause overpolarization. To reduce this effect, several meth-
ods of altering charges at the boundary have been proposed
in the literature. There is limited consensus on which is the
best approach 8 and benchmarking these different charge
schemes typically considers proton affinities rather than in-
teraction energies 74 We have implemented nine differ-
ent schemes, including elimination (Z1, Z2, Z3) and balanced
(D71, D72, DZ3, BRC, BRCD, BRC2) schemes. To explain
the specific schemes, labels M2 and M3 are used in addition to
M1, QI, and HL.. Shown in Figure 5, M2 atoms are the atoms
in the MM region directly connected to M1, and M3 atoms
are atoms in the MM region directly connected to M2 atoms.
Charges for each atom (i) are represented as g;.

The charge elimination schemes, 7121 72521 g 732
set charges of different MX atoms to 0, where X = 1, 2,
and/or 3. In Z1, gy = 0; in Z2, gy = qy1 = 0; and in
73, gu3z = qu2 = qm1 = 0. While simple, these elimination
schemes change the overall charge of the MM region. We
have also implemented charge balancing schemes that dis-
tribute the charge necessary to return the frontier MM residue

to its original integer charge, thereby conserving the charge
of the MM region. Our selected Amber force field, ff19SB.©
assigns point charges such that each residue and endcap sums
to the appropriate integer charge.

In DZ1, gy = 0, and the charge necessary to return the
residue in the MM region to its integer charge is distributed
evenly among the MM atoms in that residue. The same is true
of DZ24 and DZ3, except gy = g1 = 0 and gu3 = qan =
gum1 = 0, respectively. In the balanced redistributed charge
scheme (BRC).48 gm1 =0, and the charge needed to return the
residue to an integer charge is distributed evenly to the mid-
point of the M1-M2 bonds. BRC2#¥ is similar, except that it
redistributes the charge by adding it evenly to the charges on
the M2 atoms. The balanced redistributed charge and dipole
scheme (BRCD)*® extends the BRC scheme by doubling the
redistributed charge at the M1-M2 bond midpoints, then sub-
tracting the redistributed charge from gypp. This preserves the
M1-M2 bond dipoles.

We first test these embedding schemes on various lig-
and:dipeptide complexes. Beginning with these simple sys-
tems allows us to benchmark the charge schemes against a
fully QM interaction energy. The ligand is taken from the
PDB entry 2CJI%%, which includes the factor Xa (fXa) en-
zyme, key in blood coagulation, and a ligand that targets
fXa’s S1-pocket. Previously, our group used F-SAPT to re-
veal why chloro-substituted ligands of various fXa systems
bind more strongly to the negatively-charged S1-pocket than
methyl-substituted variants #* That study truncated the ligand
to contain 26 atoms for the chlorinated (Cl) variant, and 29 for
the methylated (Me) variant, to include the atoms involved in
the S1 binding pocket and maintain a reasonable system size.
Here for simplicity we use the same truncated ligands. Af-
ter some simple tests of these ligands interacting with dipep-
tides, later in Section III D we consider these ligands interact-
ing with the full fXa protein.

Each dipeptide in our tests contains two of the following
amino acids: glutamic acid (GLU), histidine (neutral, HIE,
and protonated, HIP) and glutamine (GLN). This group of
residues is chosen due to their diversity in overall charge. HIE
and GLN are both neutral, GLU has a charge of —1, and HIP
has a charge of +1. For each dipeptide created, the N-terminus
is capped with an acetyl group (ACE), and the C-terminus is
capped with N-methylamide (NME). Both of these groups are
neutral.

Initially, we calculate the fully QM interaction energy of
the ligand and a dipeptide containing GLN (neutral) and GLU
(—1 charge), referred to as ‘aceGLN(GLUnme)’ and shown in
Figure 6. Then, we model GLU (and the capping NME) with
point charges from ff19SB, cutting between C,, of GLN (Q1)
and the carbonyl carbon of GLN (M1). The point charges
are altered according to each of the nine schemes. The top
panel of Figure 6 reports the interaction energy errors for each
charge scheme, relative to a fully QM calculation, for this sys-
tem. It also shows how these errors change as the intermolec-
ular distance increases between the ligand’s chlorine and the
closest point charge. In this case, BRC2 returns an especially
accurate interaction energy relative to QM. At 6.7 A, the QM
interaction energy is —9.45 kJ mol~! and this energy is —9.62
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FIG. 6. Errors in interaction energies of chlorinated (top) or methy-
lated (middle) ligands and a dipeptide modeled with different charge
schemes. Errors are relative to fully QM interaction energies. The
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modeled with point charges. The x-axis is the minimum distance
between the Me ligand and the closest point charge (via BRC). The
gray bar represents + 1 kJ mol~!. The bottom panel shows the dif-
ference in interaction energies, AE;,(Cl) — AEj,(Me).
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kJ mol~! with BRC2. DZ2, DZ3, BRC, BRC2, and BRCD
give interaction energies within 1 kJ mol~! for distances 7.7
A and above. Z1 and Z2 perform especially poorly, and Z1
gives larger errors than even no embedding.

The second panel of Figure 6 is very similar, except the
chlorine of the ligand is replaced with a methyl group. The
dipeptide is identical to the earlier case, and now the inter-
molecular distance refers to the distance between the carbon
of this methyl group and the closest point charge. Here, trends
are similar, but the errors are larger in magnitude relative to
the chlorinated ligand. This could be partially due to the larger
QM interaction energy. At 6.7 A, the interaction energy is —
12.88 kJ mol~!. BRC performs the best while small errors
also occur for BRC2, BRCD, and DZ3. The worst perfor-
mances are from DZ1, Z1, Z2, and no embedding.

Figure 6 also reports the error in the relative interaction en-
ergies of these two systems, subtracting the interaction en-
ergy of the methyl complex from that of the chlorine complex.
Comparing energies of systems differing by a ligand substitu-
tion is a practice common in structure-based drug design43
BRC, DZ3, and BRCD produce relative interaction energy er-
rors within 1 kJ mol~! for all distances, and errors decrease at
larger distances. Still, Z1, Z2, and no embedding are unsuit-
able models.

The same study has been conducted for dipeptides com-
posed of the other residues mentioned. The systems are cho-
sen to be GLU(HIE) (-1,0), HIP(HIE) (+1,0), GLN(HIE)
(0,0), and GLN(HIP) (0,+1), where the first residue listed is
closest to the ligand and modeled with QM and the second
listed is modeled with MM. Respective charges follow the
three-letter codes in parentheses. Corresponding graphs for
these systems are available in the Supplementary Material, as
well as a table of MM region charges and interaction energies
for each system and charge scheme. An overview of the per-
formance of different schemes is shown in Figure 7, where
for each system and embedding scheme, we report the error
in interaction energies averaged over the intermolecular sep-
aration. Overall, Z1 and Z2 produce the largest errors. Z1
overbinds due to the deletion of the M1 charge which makes
the MM region more negative, increasing the strength of the
interaction (making the interaction energy more negative) es-
pecially between the dipeptides and the methylated ligand.
Alternatively, Z2 causes the opposite effect due to the deletion
of M1 and M2 charges making the MM region more positive.
73 returns the MM residue closer to its original charge, and in
fact, Z3 yields lower errors than Z2 or Z1 in all but one case,
GLN(HIP). In GLN(HIP), Z2 and Z3 perform similarly and
the charges of their MM regions only differ by 0.01 a.u. (see
Table S-8 for charges). These results support the conclusion
that QM/MM charge assignment schemes that fail to conserve
the charge in the MM region can lead to large errors.

All other charge schemes considered here maintain the
original residue charge. DZ3 has lower average errors than
DZ2, which has lower errors than DZ1. In each of these
schemes, the charges needed to return the residue charge to its
original integer are evenly distributed to the rest of the MM
residue. The decrease in errors from DZ1 to DZ3 correlates
with the amount of charge being distributed (see Table S-9).
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FIG. 7. Average of errors in embedded systems, relative to fully
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(i.e. the residue in parentheses is not present). Interaction energies
are calculated with FI-SAPTO/jun-cc-pV(D+d)Z, and the embedding
scheme is noted on the x-axis.

The less the distributed charge, the lower the errors. As can
be seen in GLN(HIP), when the distributed charge is about
equal, the errors are about equal. For the BRC methods (BRC,
BRCD, and BRC?2), integer charge is maintained and the dis-
tributed charge is equal to that of DZ1. The difference here is
how the charge is distributed. BRC usually performs the best,
and it almost always outperforms DZ3 even though the dis-
tributed charge is larger. This is perhaps because BRC does
not change the remaining point charges of the residue, but dis-
tributes the balancing charge to M1-M2 bond midpoints, and
therefore causes very small changes in the charge distribution
of the MM region.

When moving from these test systems to a more realistic
protein, the increasing number of protein atoms available to
interact with the protein at a given distance may require many
cut bonds depending on the selection of the QM region. Thus,
the smaller the error per frontier bond, the better, as errors
could quickly accumulate. Overall, these results point to BRC
producing the most accurate interaction energies for a small
dipeptide and a ligand. Other methods expected to perform
well are DZ3, BRCD, and BRC2, while Z1, Z2, Z3, and DZ1
are expected to perform poorly.

D. Protein-ligand interactions with EE-SAPT: Application
to 2CJI

Thlemprotein-ligand system chosen as a test system, PDB ID
2CJI,}%%is prepared with the Protein Preparation Wizard3354 of
Schrodinger’s Maestro 3 and details regarding this procedure
can be found in the electronic Supplementary Material. For
this complex, we study the same pair of truncated ligands used
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Region Nresi NHL NQM at. qoM djig.—MM
1 3 4 46 0 2.4
2 7 8 97 0 2.5
3 10 10 142 -1 2.7
4 13 8 190 -2 2.7
5 14 8 214 2 42
6 19 12 273 -2 4.6
7 24 14 352 -4 5.1
8 27 18 392 -4 5.5
9 30 20 446 -3 5.6
10* 32 23 490 -2 5.6
11* 36 26 551 -2 5.6
12* 39 26 588 -2 5.6

TABLE I. A description of the different chosen QM regions of the
protein, including the number of residues (M), hydrogen link
atoms (Ngp), and QM atoms (Ngmar). The charge of the QM re-
gion (ggm) and the distance from the methylated ligand to the closest
MM point charge (djig.—mm) are included. djig_yyv depends on the
charge scheme; values are provided for BRC, and are thus minima
compared to other charge schemes. Asterisks denote QM regions for
which only electrostatics was computed. Images and Cartesian coor-
dinates of these systems are available in the Supplementary Material.

FIG. 8. 2CJI with QM region 9 in pink, the ligand in blue, and the
rest of the protein represented by gray dots that signify point charges.

above: the chlorinated ligand of the original crystal structure
(Cl), and a ligand where this chlorine has been replaced with
a methyl group (Me). Our group’s previous F-SAPT study of
this complex truncated the protein to 142 atoms ¥ Now with
EE-SAPT, we are able to uncover the effects of the rest of the
protein (~ 4000 atoms) on the interaction energy.

For the 2CJI complex, we compute the interaction energy
using each of the charge schemes and an increasingly larger
QM region of the protein. To create each QM region, residues



with at least one sidechain atom within a defined distance
of the ligand fragment are selected. Then, the QM region
changes until each frontier bond is a carbon-carbon bond,
specifically the bond between a peptidic carbonyl carbon and
the Cq, like in Fig. 5. The QM region may expand or shrink in
order to cut the closest of these bonds. We have intentionally
chosen to not cut polar bonds, and we do not cut peptide bonds
due to their partial double-bond character. The QM regions of
the protein range in size from 46 to 588 atoms, and details
of these subsystems are listed in Table 1. Full SAPTO calcula-
tions on the systems larger than 446 atoms started to become
very challenging computationally, so we turned to computing
the electrostatic interaction energies only for regions 10-12.
Ilustrations of all regions are available in the Supplementary
Material, and Figure 8 shows the largest region for which we
were able to compute all four SAPT energy components.

In every calculation, except those labeled ‘noext’, the pro-
tein atoms not included in the QM region are included in the
MM region (other than those explicitly zeroed for the charge
scheme) such that the whole protein is accounted for, and this
is shown in Figure 8. Water molecules with a minimum of one
hydrogen bond to non-water molecules have been included
by the protein preparation, and they are considered part of
the protein (i.e. part of monomer B and modeled by QM if
within the distance cutoff). Point charges are obtained through
AmberTools22°% using ff19SB® for the protein and OPC>Z for
water molecules. Each water molecule has the same set of
atomic charges.

Table II lists the interaction energies of each system when
446 protein atoms are included in the QM region, the sys-
tem represented in Figure 8. The charge schemes return in-
teraction energies between —60.40 and —55.44 kcal mol~! for
the chlorinated system, and between —60.16 and —52.04 kcal
mol~! for the methylated system. These ranges are large,
about 5 and 8 kcal mol~!, and for each system, and the lowest
interaction energy is produced by Z1 and the highest is pro-
duced by Z2. From the dipeptide system, we know that signif-
icant errors can be present in interaction energies when using
elimination schemes, no matter the distances between the two
monomers. Ignoring the elimination schemes, the ranges of
interaction energies using only the balanced schemes decrease
to 2.5 and 2.6 kcal mol~! for Cl and Me, respectively. Still,
the balanced schemes do not totally agree to within chemical
accuracy (1 kcal mol~!) for these systems. For the relative
interaction energies, the balanced schemes predict between —
1.02 and —1.96 kcal mol !, a range of 0.9 kcal mol L

Unable to compute a SAPTO interaction energy for the
whole protein, we turn to analyzing convergence in order to
choose a recommended charge scheme and QM region size.
For the Cl and Me systems, we define convergence as an en-
ergy within 1 kcal mol~! of the best available value (from the
largest QM region) for each given charge scheme. The rel-
ative energies are an order of magnitude smaller, so we will
consider a converged AAE(CI-Me) to be within 1 kJ mol~!
(0.24 kcal mol~ 1) of the best available value. In the follow-
ing, we analyze convergence on a per-energy-component ba-
sis. We expect the charge schemes to show more variance for
electrostatics and induction than for dispersion or exchange,

12

Cl/Total Me/Total Cl-Me/Total
Z1 -60.40 -60.16 -0.24
72 —55.44 -52.04 -3.40
73 -57.69 -55.34 -2.35
Dz1 -56.90 -55.88 -1.02
DZ2 -57.55 -55.60 -1.96
DZ3 -58.56 -56.81 -1.75
BRC -56.60 -54.95 -1.65
BRC2 -57.12 -55.62 -1.50
BRCD -56.06 -54.25 -1.81
noext -58.42 -55.72 -2.71

TABLE II. Interaction energies (kcal mol’l) of the 2CJI pro-
tein and chlorinated (Cl) and methylated (Me) ligands computed
with SAPTO/jun-cc-pV(D+d)Z and electrostatic embedding. The
final column lists their relative interaction energies, AE;,(Cl) —
AE;(Me). 446 atoms of the protein are modeled by QM, and the
rest of the protein is modeled with point charges. Charges at the
boundary are handled differently, indicated by the charge scheme in
each row. The final row, ‘noext’, presents interaction energies with-
out external charges (QM regions only).

as electrostatics and induction are directly affected by exter-
nal charges.

Figure 9 shows the convergence of each energy compo-
nent for both the Cl and Me systems when using the differ-
ent charge schemes as system size increases. It also shows the
convergence of the relative energies. Importantly, the schemes
do not always converge to the same point, and a table of en-
ergies for each scheme, component, and QM system size is
provided in the Supplementary Material. The largest disagree-
ment for the largest QM region is for electrostatics, where the
balanced schemes compute AE,5(Cl) to be between —33.15
and —31.34 kcal mol~!, a range of 1.81 kcal mol~!. For this
chlorinated ligand, other ranges are: 0.10 (exchange), 0.85
(induction), and 0.07 (dispersion) kcal mol~!. These range
values vary by less than 0.1 kcal mol~!, compared to Cl, when
analyzing the methylated ligand.

Electrostatics, displayed in the upper left quadrant of Fig-
ure 9, certainly benefits from charge embedding, yet it is the
most dependent on which scheme is chosen. The elimina-
tion schemes do not converge to within 1 kcal mol~! for Me,
and they barely converge for Cl. On the other hand, all of
the balanced schemes do converge to within 1 kcal mol~!,
but at varying rates. For both cases, the fastest to converge
within chemical accuracy is BRC. It computes the electro-
statics interaction energies within 1 kcal mol~! of the 558-
atom systems by 190 atoms. The relative interaction energy,
AAE,(Cl1-Me), converges to within 1 kJ mol~! of a scheme’s
electrostatic energy at 588 atoms when the balanced meth-
ods are used. Of the balanced schemes, DZ2 and DZ3 are
the slowest to converge to 1 kJ mol~!, needing the QM re-
gion to have 446 protein atoms. DZ1 converges a bit faster,
but BRC, BRC2, and BRCD all converge to 1 kJ mol ! more
quickly than any of the the DZ schemes. BRC converges the
fastest, beginning at 190 QM protein atoms. Mentioned previ-
ously, the low computational cost of electrostatics allows for
electrostatics-only SAPT calculations on larger systems. Even
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though we computed electrostatics for three systems larger
than 446 atoms, we have seen that BRC converges much ear-
lier.

Induction, shown in the upper right quadrant of Figure 9,
can also be scheme-dependent, though slightly less so than
electrostatics. Again, embedding accelerates convergence,
especially when balanced schemes are used. BRC, BRC2,
BRCD, and DZ3 compute induction energies within 1 kcal
mol~! of their respective reference values (with 446 atoms)
by a QM protein region as small as 97 atoms for both systems.
Relative induction energies, AAE;,4(Cl-Me) are converged to
within 1 kJ mol~! by 190 atoms when using any scheme ex-
cept Z1. Convergence can be accelerated by using DZ1, BRC,
BRCD, or BRC2, which all converge to within 1 kJ mol~! by
97 atoms.

Both electrostatics and induction show a large dependence
on QM region size when a system is truncated and does not in-
clude the rest of the protein via point charges (‘noext’). With
no embedding, electrostatics does not converge to within 1
kcal mol~! of its 588 atom limit for either ligand until 446
atoms are included (recall that, for electrostatics only, we were
able to evaluate QM values for up to 588 atoms). For induc-
tion, convergence within 1 kcal mol~! of its 446-atom refer-
ence value was not reached by the next-largest QM model sys-
tem, 392 atoms. These results suggest that calculating a well-
converged interaction energy without embedding requires at
least 446 atoms in the protein’s QM region. Even for the rela-
tive interaction energy, electrostatics is slow to converge with-
out electrostatic embedding and requires 551 protein atoms
for a AAE, within 1 kJ mol~! of the electrostatics energy of
the 588 atom system.

The bottom half of Figure 9 is much more simple than the
top half. For exchange and dispersion, all schemes generally
agree, and they produce results very similar to those without
embedding. Whereas electrostatics and induction are directly
affected by external charges, exchange and dispersion are only
indirectly affected, accounting for the change in monomer
density due to the embedding charges. In both the chlorine
and methyl systems, exchange is converged to within 1 kcal
mol~! of the system with the largest QM region by 214 pro-
tein QM atoms, and the relative energy is converged to 1 kJ
mol~! by 142 atoms (except for DZ3 which is just outside 1 kJ
mol~! until 214 QM protein atoms are included). Dispersion
takes the longest to converge, waiting until 352 atoms to be
within 1 kcal mol~! of the dispersion energy of the 446-atom
systems for Me and Cl. We have also computed the dispersion
energy of each QM region with SAPT0-D3, which replaces
the dispersion terms with reparametrized semi-empirical -D3
terms (-D3MBJ) 18 The convergence of D3MBJ is not notably
faster than that of SAPT(’s dispersion, but it does suggest that
the dispersion energy barely changes when expanding the QM
region to 490 atoms. AAEgs,(Cl-Me) converges to within 1
kJ mol~! of the largest QM region by 190 QM protein atoms.

Due to the excellent convergence of BRC in all four compo-
nents and its performance for the dipeptide systems, we rec-
ommend its use when preparing a complex for SAPTO cal-
culations with electrostatic embedding. Figure 10 shows the
component and total interaction energies for both the chlorine
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and methyl systems, as well as the differences in energies,
when using BRC. At the largest QM region of 446 atoms,
AE;(Cl) = =56.60 kcal mol~! and AE;,(Me) = —54.95 kcal
mol~!. The chlorine system is more stable than the methyl
system by —1.65 kcal mol~! which happens to be in excel-
lent agreement with the experimental AAGying = —1.7 kcal
mol~!' 28 Note that our calculation is lacking some compo-
nents of AAGying, like solvation and deformation energies.
Because we have only made a minor change to the ligand
substituent, we expect these additional terms to largely can-
cel when evaluating the relative energies*3
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FIG. 10. Interaction energies (black) for 2CJI and the chlorinated
(C1) and methylated (Me) ligands, and their relative interaction en-
ergies. Protein atoms not included in the QM region are represented
by point charges, and the boundary region is altered according to the
balanced redistributed charge (BRC) scheme. Components are also
presented: exchange (green), induction (blue), electrostatics (red),
and dispersion (orange). Markers are filled in once the value is within
1 keal mol~! of the final value for AE(C1) and AE(Me), and once the
value is within 1 kJ mol~! of the final value for AAE(Cl-Me).

Figure 10 also indicates, via a filled in marker, how large
the QM region needs to be to reach convergence within 1 kcal
mol~! of the interaction energy of the largest QM region for
each component, and within 1 kJ mol~! for each relative in-
teraction energy. For all four components to be simultane-
ously converged to within 1 kcal mol~! for the Me and Cl
complexes, 352 QM atoms are needed in the protein for 2CJI.
This region has 24 residues, and the closest point charge to
the ligand is 5.1 A away (see Table I). While the total inter-
action energy itself does not yet converge to within chemical
accuracy, for this 352 QM atom system, it is within 1.22 (Me)
or 1.16 (Cl) kcal mol~! of the final interaction energy (446
atoms). The relative interaction energies require that only 190
protein atoms be included in the QM regions for convergence
within 1 kJ mol~! for all four components and the total inter-



action energy.

IV. CONCLUSIONS

In this article, we reported the extension of electrostatic
embedding to symmetry-adapted perturbation theory. We il-
lustrated possible embedding scenarios for our 3-subsystem
scheme (A, B, C) using water hexamer and showed that par-
tial charges can be added to the external environment (C) or
to the interacting subsystems (A and B). We analyzed the var-
ious embedding schemes using water trimer as a prototype
example and demonstrated the long-range convergence of the
embedding procedure.

We have also shown that SAPT with electrostatic em-
bedding works well for practical use cases. The method
can calculate the interaction energy of the solvated pyri-
dinium:benzene and benzene dimers with an accuracy of 1 kJ
mol~! when only the closest 18 waters are modeled with QM
and the remaining waters are modeled with MM. EE-()SAPT
does suffer from the general limitations of electrostatic em-
bedding, such as the neglect of mutual polarization and the
overpolarization of the QM region by the MM potential. We
test embedded SAPT on systems where the QM/MM bound-
ary spans covalent bonds and have shown that non-neglible
errors may be introduced by the cut-and-cap procedure. For
model dipeptide-ligand systems, the charge schemes DZ3,
BRC, BRCD, and BRC2 returned lower interaction energy
errors relative to other schemes tested, and we believe em-
bedded SAPT will benefit from future advances in QM/MM
partitioning 12

SAPTO can now be applied to larger systems with thou-
sands of atoms, and we computed interaction energies of the
factor Xa protein (PDB 2CJI) with two similar ligands. Rel-
ative to no embedding, SAPT with electrostatic embedding
increased the speed of convergence of the interaction energy
(in particular, the electrostatics and induction components) as
QM system size is increased. These two components con-
verged the fastest when using BRC rather than the other tested
charge schemes. Exchange and dispersion showed similar
convergence behavior with all of the charge schemes. Us-
ing electrostatic embedding, the BRC scheme, and a QM re-
gion with 352 protein atoms, AE;,(Cl) = =56.60 kcal mol !
and AEj(Me) = —54.95 kcal mol~! for 2CJI. Often the rel-
ative binding of two ligands is of the most interest, and in
this case the relative interaction energy, AAEj, = —1.65 kcal
mol~!, is very close to the experimental AAGying of —1.7 kcal
mol~!. This close agreement is likely due to an expected near
cancellation of differential ligand solvation energies and en-
tropies. A substantially less expensive computation involv-
ing only 190 QM protein atoms (with the rest of the protein
again modeled by point charges) yields an essentially iden-
tical AAE;, = —1.68 kcal mol~!. These results, and others
presented in the paper, suggest that electrostatic embedding
is an effective way to greatly speed up SAPT analysis by re-
placing distant atoms with point charge representations, with
minimal impact on accuracy. EE-(I)SAPT will make SAPT
analysis of protein-ligand interactions, solvated systems, or

15

other complex systems much more tractable.

SUPPLEMENTARY MATERIAL

See the supplementary material for detailed SAPTO inter-
action energy tables for water trimer and protein-ligand sys-
tems, 2D structures of the ligand, and illustrations of the 2CJI
QM regions. The electronic Supplementary Material provides
Ps14 input and output files for the solvated dimer systems. It
also contains PDBs for the protein-ligand systems, mol?2 files,
and csv files with interaction energy results, and details on the
protein preparation steps for the protein-ligand tests.
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