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ABSTRACT

In recent years, Compute-in-memory (CiM) architectures have

emerged as a promising solution for deep neural network (NN)

accelerators. Multiply-accumulate (MAC) is considered a de facto

unit operation in NNs. By leveraging the minimal data movement

required and inherent parallel processing capabilities of CiM, NNs

that require numerous MAC operations can be executed more ef-

ficiently. Traditional CiM architectures execute MAC operations

in the analog domain, employing an Analog-to-Digital converter

(ADC) to digitize the analog MAC values. However, these ADCs

introduce significant increase in area and power consumption, as

well as introduce non-linearities. This work proposes a resonant

time-domain CiM (rTD-CiM), an ADC-less architecture that re-

duces the power consumption of traditional CiM architectures with

ADCs. The feasibility of the proposed architecture is evaluated on

an 8KB SRAM memory array using TSMC 28 nm technology. The

proposed rTD-CiM architecture demonstrates a throughput of 2.36

TOPS with an energy efficiency of 28.05 TOPS/W.

CCS CONCEPTS

· Hardware → Static memory; · Computer systems organiza-

tion → Neural networks.
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1 INTRODUCTION

In recent years, Compute-in-memory (CiM) architectures have

emerged. Based on the Von Neumann architecture, neural network
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accelerators are currently implemented in edge devices for complex

tasks. These networks require substantial memory for accessing in-

puts and weights, creating memory wall bottlenecks that diminish

the processor’s performance. CiM architectures reduce the energy

overhead associated with data movement by leveraging parallel

computation within memory arrays. Like conventional neural net-

works (NNs), the multiply-accumulate (MAC) operation is a fun-

damental process in CiM computations. CiM architectures execute

several multiplications between inputs and weights concurrently,

summing the results in the current domain. Subsequently, an analog-

to-digital converter (ADC) is utilized to convert the analog voltage

into digital output bits. However, this analog processing accounts

for a prohibitively large amount of the total power consumption in

a CIM architecture [6].

Minimizing the overhead associated with ADCs is pivotal to

improving the energy efficiency of CiM accelerators. Some CiM

architectures achieve this by reducing the ADC precision for sparse

inputs, whereas other approaches employ reduced precision ADCs

with non-linear quantization techniques [12]. A primary issue in the

integration of ADCs within mixed-signal design architectures, such

as CiMs, is ensuring consistent ADC performance across diverse

operating conditions and scaling with technology.

To overcome the non-linearity and high power consumption

of ADCs, more research is focused on time-domain ADCs (TD

ADCs) in which the analog voltage is converted to delay that can

be processed in digital domain [9, 15]. In this work, we alleviate

the ADC issues in CiM computation by introducing an ADC-less

resonant time-domain CiM (rTD-CiM) architecture using a time-to-

digital converter (TDC) that performs the same functionality as an

ADC while mimicking the behavior of a digital circuit to perform

MAC operations within the SRAM memory elements. In particular,

the main contributions of this work are:

• First-ever ADC-less resonant CiM architecture for MAC op-

erations utilizing a new TDC.

• A dedicated read-port 8T SRAM cell that enables read-disturb

free bitwise multiplications.

• Functionality and robustness validation of the TDC.

2 BACKGROUND

As an emerging paradigm, SRAM-based CiM architectures have

shown promising potential in significantly enhancing processing

speed and energy efficiency for a wide range of computing tasks,

such as MAC [5, 7, 8, 14] and, boolean logic [1, 2].

CiM architectures utilizing standard 6T SRAMcells [5, 8] perform

computations by propagating information across the bitlines. This

computational approach activates multiple rows simultaneously to
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fetch operands in one cycle but causes significant voltage changes

on bitlines, potentially leading to severe read disturbances and data

corruption. [7] employs a 7T SRAM cell for MAC computations by

leveraging the discharge of the read bitline to eliminate read-disturb

issues. However, this method may lead to reverse current flow if

the voltage of the read bitline has significantly dropped, inducing

non-idealities in MAC computation and affecting accuracy. [14]

utilizes a 9T1C architecture for MAC operations but suffers from

high latency, primarily due to the time consumed during charging

the capacitor during bitwise multiplication operations. To address

these issues, this work introduces an ADC-less CiM architecture

that performs the MAC computation and converts the analog MAC

value into a digital output through digital TDC circuitry.

Numerous studies on TDC circuits have been documented in

the literature. The TDC architecture in [3] employs a delay ele-

ment incorporated with a delay-locked loop and a counter to count

the number of pulses resulting in a digital output. Another ap-

proach [10] utilizes two pulse-shrinking delay lines and a delay

stabilization loop to convert a pulse input into digital output. Unlike

the previous TDC works, this work uses a simple pulse-shrinking

delay element alongside DFFs to capture the pulse count depending

on the voltage input, further encoded as digital bits.

3 PROPOSED ARCHITECTURE

In a convolutional neural network (CNN), the multiply-accumulate

(MAC) operation is a fundamental computation. This paper intro-

duces a novel compute-in-memory (CiM) architecture that enhances

the standard SRAM cache by enabling MAC operations within the

memory structure. The design, detailed in Figure 2, integrates a

conventional SRAM array with a binary-weighted capacitor array

to perform analog MAC operations using charge-sharing for 1-bit

inputs and 4-bit weights. A Readout circuit formed by proposed

Time-to-Digital (TDC) converters is used to convert the analog

MAC values to 4-bit digital values.

3.1 Proposed Multibit Multiplication

In the proposed architecture, 4-bit filter weights are loaded along

the row direction in four adjacent 8T SRAM bitcells. The mapping

of the filter weights inside the rTD-CiM array is shown in Figure 2.

The 1-bit 𝐼𝐹𝑀𝑠 are applied as input pulse into the rTD-CiM array

for MAC operation.

Figure 1(a) shows the transistor-level schematic of the 8T bitcell

used for performing MAC operations. Figure 1(b) illustrates bitwise

multiplication using an 8T SRAM bitcell. Here, INPUT = ł1ž is

represented by a unit pulse, whereas INPUT = ł0ž indicates no

pulse. When the weight (Q-value) is set to ł1,ž and the input is

also ł1,ž a current flow occurs, discharging the RBL line by Δ𝑉 .

Hence, it performs a 1-bit multiplication of stored weight and input

for a single bitcell. Enabling multiple rows simultaneously lets us

perform a series of these one-bit multiplications in parallel, leading

to a collective discharge on the RBL that represents the total of the

individual multiplication operations, as shown in Figure 1(c). This

process essentially accomplishes a bitwise MAC function across

the RBL for the activated bitcells.

Figure. 2 illustrates the process of layer mapping in a CNN using

an 8T SRAM cell array for performing MAC operations. The 1-bit

𝐼𝐹𝑀 is provided as input to the RWLs of the SRAM cells by the
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Figure 1: (a) Schematic of 8T SRAM bitcell, (b) bitwise mul-

tiplication of inputs and weights using 8T bitcells show dis-

charge of Δ𝑉 when Input and Weight are ł1,ž (c) multirow

activation executes series of bitwise multiplications that col-

lectively perform a bitwise MAC operation.
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Figure 2: Layer mapping of a convolution operation per-

formed by applying input data through RWL drivers, multi-

plied with fixed weights in SRAM cells performing bitwise

MAC operations via binary-weighted capacitors, culminating

in a multi-bit MAC output through charge sharing on the

𝐶𝑎𝑐𝑐 , and digitizing the resulting voltage 𝑉𝑚𝑎𝑐 using TDC.

RWL drivers. A logical ł1ž in the input feature map generates a

unit pulse on the RWL, while a logical ł0ž results in no pulse.

The kernel weights, which are 4-bit stationary values, are stored

horizontally adjacent to 8T SRAMbitcells within the same row. Each

RBL is initially connected to a binary-weighted capacitor. During

the multiplication phase, the initial precharged RBLs discharge

incrementally, depending on the number of activated rows. The

configuration depicted consists of nine wordlines corresponding

to a 3 × 3 convolutional kernel typically used in CNN layers. Once

the bitwise multiplication process is completed, we turn łONž the

𝑐𝑜𝑙_𝑚𝑢𝑥 signal that connects the binary-weighted capacitors to
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the 𝐶𝑎𝑐𝑐 . This initiates a charge-sharing mechanism, leading to the

𝐶𝑎𝑐𝑐 capacitor being charged based on the collective charge from

the binary-weighted capacitors resulting in the 𝑉𝑚𝑎𝑐 voltage. The

accumulated voltage 𝑉𝑚𝑎𝑐 in 𝐶𝑎𝑐𝑐 represents the MAC operation’s

result in analog form.

3.2 Proposed TDC Architecture

Figure 3 illustrates the proposed 4-bit TDC. The overall spice simu-

lation of the TDC circuit is shown in Figure 4. The TDC takes the

analog output from the MAC operation, which is stored as a voltage

(𝑉𝑚𝑎𝑐 ) in the 𝐶𝑎𝑐𝑐 , and turns it into a digital signal. The TDC also

has an input pulse, 𝑇𝐷𝐶_𝐶𝐿𝐾 , generated from the system clock

using a buffer-based delay circuit.
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Figure 3: The 4-bit TDC architecture comprises an array

of pulse-shrinking voltage-controlled delay elements along

with DFFs to generate a pulse count corresponding to the

analog MAC value 𝑉𝑚𝑎𝑐 , converted into digital output using

a MUX-based thermometer-to-binary encoder.
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Figure 4: The functionality simulation of the TDC shows a

linear decrease of the digital output corresponding to the

input voltage ramp signal 𝑉𝑚𝑎𝑐 , successfully capturing the

full spectrum of 4-bit values.

The transistors 𝑀1 − 𝑀5, shown in Figure 3, form the pulse-

shrinking delay element, which consists of the voltage-controlled

buffer. The propagation of the rising edge of the input pulse (𝑇𝐷𝐶_𝐶𝐿𝐾 )

is slowed down by the current-starving transistor 𝑀3 while the

falling edge travels fast. Each delay element will shrink the in-

put pulse by Δ𝑇 depending upon the voltage control input 𝑉𝑚𝑎𝑐

resulting from charge sharing after bitwise multiplication.

Each pulse-shrinking delay element is connected to the clock

pin of a positive edge-triggered 𝐷𝐹𝐹 . The 𝐷𝐹𝐹 latch a ł1ž using the

propagated pulse until the pulse disappears, which results in the

following𝐷𝐹𝐹 retaining a ł0.ž The𝑄 from the𝐷𝐹𝐹𝑠 is subsequently

provided as input to a MUX-based thermometer-to-binary encoder.

This converter takes the string of ł1sž and ł0sž and converts them

into a 4-bit binary number representing the original analog voltage

𝑉𝑚𝑎𝑐 . This 4-bit digital output is latched and stored in the SRAM

array for computing the next layer in a CNN using Resonant Write

Driver [4].

4 EXPERIMENTAL RESULTS

4.1 Experimental Setup

An 8KB SRAM memory instance is designed and simulated us-

ing 28nm TSMC technology. The SRAM memory array comprises

256 × 256 8T bitcells, implemented using Cadence Virtuoso, and

simulations were performed utilizing the Cadence Spectre simu-

lator at 1 𝐺𝐻𝑧 clock frequency. The bitwise LSB capacitor value

is set to 1𝐶 = 4𝑓 𝐹 , and the accumulation capacitor that stores the

analog MAC output 𝑉𝑚𝑎𝑐 is set to 32𝑓 𝐹 .

4.2 TDC Characterization and Comparison

The full voltage range of the proposed TDC circuit is from 200𝑚𝑉 to

800𝑚𝑉 . The input offset can be corrected by performing the differ-

ential nonlinearity (DNL) and integral nonlinearity (INL) analysis,

shown in Figure 5.

Figure. 5 (a) illustrates the DNL characteristics of the proposed

TDC. The DNL is a measure of the deviation from the ideal step size

between consecutive codes expressed in least significant bits (LSBs).

If the DNL value ever reaches -1 LSB, it would indicate a missing

code, a severe nonlinearity error in the TDC. However, the graph

shows that all of the DNL values are within ±0.5 LSB, which is

considered tolerable bounds for TDC characterization. Figure 5 (b)

shows the INL plot for the proposed TDC. INL is a measure of the

converter’s linearity, indicating the maximum deviation from the

ideal function mapping of input to output over the full range of

the converter. The INL plot exhibits an initial positive deviation,

signifying that the early output codes from the TDC are larger than

expected for an ideally linear system. As the input value increases,

the INL plot trends downward, eventually falling below the zero

level, which indicates that the output codes from the TDC are

incrementally lower than what would be predicted by a linear

model.

Table 1 compares various ADC architectures across several de-

sign references. The resolution of the TDC used in this work is 4

bits at a sampling rate of 1GS/s. The voltage supply is 1V for the

TDC. The TDC exhibits an SNDR of 19.45 dB and an SFDR of 22.4

dB. The TDC utilizes𝑉𝑚𝑎𝑐 as its input, eliminating the need for the

voltage-to-time converters typically required in conventional TDC

architectures. This approach reduces the overall power consump-

tion of the TDC framework. The proposed TDC achieves 71% lower

power consumption than [15] and 45.6% lower power consumption

(a) (b)

Figure 5: (a) The DNL characteristics plot of TDC demon-

strates a tolerable deviation of +0.3/-0.4 LSBs, (b) The INL

characteristics plot shows a maximum deviation of +2.2 LSBs

and a minimum deviation of -0.5 LSBs
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Table 1: Comparison of the TDC architecture with prior TD

and SAR ADCs shows lower power consumption of 45.6%

compared to [15], and 96% compared to [11].
Reference [15] [11] [13] [9] This Work

Architecture TD ADC SAR ADC SAR ADC TD ADC TDC

Technology (nm) 28 28 28 65 28

Resolution (bits) 9 6 8 8 4

Fs (GS/s) 0.5 1.4 8.8 1 1

Supply (V) 0.9 0.9 1.5 1 1

SNDR (dB) 54.69 67 38.4 45 19.45

SFDR (dB) 55.16 NR 48.9 60.3 22.4

Power (mW) 4.27 32 83.4 2.3 1.25

FoM (fJ/conv.step) 19.29 143.2 139.5 18.7 162.8

Table 2: Comparison of the proposed rTD-CiM architecture

with prior CiM works showcases 32% higher throughput

compared to [14] and 4.17× higher throughput than [5].
This work [8] [5] [14] [7]

Technology (nm) 28 22 65 28 65

Cell Type 8T 6T 6T 9T1C 7T

Array Size 8KB 6.25KB 128KB 32KB 4KB

Precision (input/weight) 1/4 1/1 1/1 4/4 4/4

Supply Voltage (V) 1 0.8 0.6 0.9 1

Frequency (GHz) 1 1 0.138 0.100 2

Throughput (GOPS) 2368 133.12 567 1638.4 212.9

Energy Efficiency (TOPS/W) 28.05 2492 156 646.6 28.9

than [9], which are time-domain (TD) ADC. Additionally, the pro-

posed TDC demonstrates 98% lower power consumption than [13]

and 96% lower power consumption than [11], which are SAR ADCs,

typically employed in conventional CiM architectures. The TDC

achieves aWalden Figure of Merit (𝐹𝑜𝑀) of 162.8 fJ/conversion step,

which is 12% higher than [11] and 14% higher than [13]. This FoM,

which is directly correlated to the bit resolution, can be reduced by

increasing the number of output bits of the TDC.

4.3 MAC Comparison with Previous Works

Table 2 compares the proposed rTD-CiM architecture with existing

CiM architectures capable of performing MAC operations. The

proposed architecture can perform MAC operations for 1-bit inputs

and 4-bit weights using 8T bitcells at 1 𝐺𝐻𝑧 clock frequency with

1V supply voltage. The transition to 8-bit weights can be achieved

using more scaled bitwise capacitor banks and careful TDC design.

The rTD-CiM achieves a throughput of 2368 𝐺𝑂𝑃𝑆 with an en-

ergy efficiency of 28.05 𝑇𝑂𝑃𝑆/𝑊 . The proposed rTD-CiM employs

a dedicated read port to ensure read stability and achieves 17×

higher throughput.The proposed architecture achieves 7.2× higher

frequency, resulting in 4.17× higher throughput than [5]. In [14],

the 9T1C cell effectively eliminates read-disturb at the cost of higher

latency during dot-product operations. The proposed architecture

achieves 10× frequency, resulting in 31% higher throughput com-

pared to [14]. The proposed architecture eliminates this reverse

charging current by utilizing 8T bitcells and achieves an 11× higher

throughput than [7].
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5 CONCLUSION

This paper presents a rTD-CiM architecture designed for low-power

ADC-less in-memory computation. The architecture performs bit-

wise multiplications using 8T SRAM bitcells and utilizes a capacitor

array to perform MAC computations in the analog domain. A TDC

converts analog MAC results into digital values, effectively reduc-

ing the area and power overhead typically associated with ADCs

in conventional CiM architectures. The proposed TDC achieves a 1

GS/s sampling frequency and 1.25𝑚𝑊 power consumption, with

an SNDR of 19.45 dB and a Walden FoM of 162.8 fJ/conv.-step. The

overall rTD-CiM architecture achieves a throughput of 2368 GOPS

with an energy efficiency of 28.05 TOPS/W.
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