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1 Rationale

This work demonstrates a system wherein virtual agents may act
in place of human confederates while retaining the benefits (e.g.,
controllability and interactivity) of scripted Al agents. We develop
this system using existing character animation tools [6], and large
language models (LLMs) [1] such that we have a virtual agent a
human can interact with through natural language. Researchers in
the intelligent virtual agent community have used Al and scripted
systems previously to investigate IVAs in many contexts and tasks,
e.g., negotiation [12], empathetic behavior [2], collaborative talk
[14], etc. Researchers could use this system to investigate areas of
interest to the IVA community in more natural and human-like
interactions. Further, we use this system in an IVA’24 paper, inves-
tigating the pitfalls of embodiment relating to gender [5]. Whereas
prior work using human-human approaches shows women perform
worse in negotiation, the dyadic nature of these interactions makes
it challenging to tease apart whether this disparity stems from
women’s perceptions of their counterparts or increased toughness
from men. This platform gains an advantage through increased
experimental control, as the agent does not perceive otherwise
salient appearance features, such as gender and race. In our work
[5], we find men perform relatively better against an embodied mas-
culine agent (presented here) than women, and women perform
relatively better against a disembodied agent (chatbot) — we can
begin to tease apart the causes of gender effects found in the dyadic
literature.

2 System Explanation

We develop a system that allows a human to interact naturally
with a virtual agent through natural language while retaining some
control for the experiment designer.
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Walk Away

(min 10 messages)

Finalize your deal
(min 10 messages)

Figure 1: Interaction interface

2.1 Interaction Setting

Our demo takes on a dispute resolution context, where a partici-
pant engages in a buyer-seller dispute against this virtual agent.
The dispute involves a buyer claiming to have received an incor-
rect item from a seller’s online store, and the seller rejecting that
claim — negative reviews from each side escalate the situation. The
participant takes the role of a buyer trying to get a refund, apol-
ogy, and the seller’s negative review removed from their profile
— they receive instruction from the prompt in Figure 3. Similarly,
the virtual agent takes the role of the seller and aims to not give a
refund, to get an apology, and to have the buyer’s negative review
removed. Further, the agent either takes a professional or hostile
demeanor — the following demonstrate fixed opening messages for
each condition:

e Professional: Your request for a refund has surprised us, as
we believe our product description is quite clear, and we remain
committed to our policy. We value your feedback, and we would
appreciate the opportunity to address any concerns you may
have.

o Hostile: Your sudden demand for a refund is unwarranted. Our
product description is crystal clear, and we stand by our policy.
Your behavior is disappointing, and your negative review is
unfounded.

Given this setup, the agent sends an introductory message and the
two sides chat in a turn-based manner via the interface in Figure 1.

2.2 Architecture

Figure 2 illustrates the platform’s architecture, where a user inputs
natural language, and the virtual agent responds in natural language
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Figure 2: Diagram of our architecture, where a user communicates in natural language (NL) with our agent

Buyer role play instructions

Your terminally ill nephew is a huge Kobe Bryant fan so you
purchased him a replica of Bryant’s last Basketball Championship
jersey for $75. The website clearly indicated the purchase was for
Bryant’s jersey. When the jersey arrived, it was for a different
player you never heard of. You request the correct jersey be sent.

The Seller responds: “The website clearly indicated this was for
a Los Angeles Lakers jersey, not for a specific player. All sales
are final” You see they now removed mention of Kobe Bryant
from their website but you know they are lying. To protect other
customers, you post a negative review warning about the Seller’s
deceptive behavior.

The Seller posted a negative review about you, calling you a
“SMARTASS, SLANDERER and a FRAUD.” You have dozens of
transactions on this site and have a near-spotless reputation. Now
you worry others won't sell to you.

Below are issues you could negotiate to resolve this dispute:

o Refund The buyer could demand a full or partial refund for
the item’s price.

o Keep the negative review of seller The Seller might de-
mand the buyer take down their negative review.

o Seller removes negative review The buyer could demand
the seller remove the bad review they made.

e Receive formal apology The buyer could demand the
seller update their bad review with an apology clarifying
that they made a mistake and apologize for how they ini-
tially responded.

Figure 3: Negotiation setting and overview of issues

with corresponding verbal and non-verbal behaviors. Two modules
comprise this architecture — an AI Module and an Embodiment
Module.

2.2.1 Al Module. This module handles the virtual agent’s reason-
ing, natural language understanding, and natural language genera-
tion. As we take the user’s natural language as input and output
natural language to the next module, we use OpenAI's GPT-4 [1] (an
LLM) to drive this module with the default temperature setting of 1.
We instruct the LLM with dialog history and a prompt, constructed
similarly to the block of text the user reads before the interaction

in Figure 3; we add further text to drive the agent’s behavior, such
as telling it to act professionally or angrily, or informing of its
preferences. Despite our simple approach of using a raw LLM, a
researcher may swap out this module with another that fits their
experiment needs. For example, much research exists on creating
negotiating agents, and one may desire an implementation that
allows higher controllability [10, 11]; more human-like behavior
[3, 9]; or somewhere in-between.

2.2.2  Embodiment Module. This module controls the embodiment
of the virtual agent and compliments the output from the AI Mod-
ule. Here, we handle three primary tasks: generating the agent’s
gestures, speech, and lip-syncing. Given the semantic output of the
prior module, we use the Non-verbal Behavior Generation (NVBG)
tool developed by Lee and Marsella [8] to generate appropriate
non-verbal behaviors for the agent, such as hand gestures, nodding,
etc. Amazon’s Polly handles the text-to-speech — allowing for con-
trolling pitch, tone, and intonation — while FaceFX [4]’s viseme
scheduler creates lip-syncing based on the resulting audio. For the
character animation, Hartholt et al. [7]’s RIDE handles the character
animation, which allows the execution of various behaviors — e.g.,
facial expressions, gesturing, and back-channeling — informed by
the non-verbal behavior and lip-syncing generation. Lastly, given
the agent can either act professionally or with hostility, we force
the agent to display either a happy or angry expression prior to
each utterance respectively.

2.2.3 Speech Only Communication. We augment the typing inter-
face with speech-to-text using OpenAI's Whisper [13] — allowing
purely verbal communication while retaining the possibility of
communicating through text.

3 Video Materials

One can find a short video demonstration of our system here.
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