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Abstract

This work reports on the effects of shear rate and interface modeling parameters on the
hydrodynamic slip length (Ls) for water-graphite interfaces calculated using non-equilibrium
molecular dynamics. Five distinct non-bonded solid-liquid interaction parameters were considered to
assess their impact on Ls. The interfacial force field derivations included sophisticated electronic-
structure-calculation-informed and empirically determined parameters. All interface models exhibited
a similar and bimodal Ls response when varying the applied shear rate. Ls in the low shear rate regime
(LSR) is in good agreement with previous calculations obtained through equilibrium molecular
dynamics. As the shear rate increases, Ls sharply increases and asymptotes to a constant value in the
high shear regime (HSR). It is noteworthy that Ls in both, the LSR and HSR can be characterized by
the density depletion length, whereas solid-liquid adhesion metrics failed to do so. For all interface
models, Lysr calculations were, on average, ~28% greater than L;sg, and this slip jump was confirmed
using the SPC/E and TIP4P/2005 water models. To address the Lg transition from the LSR to HSR,
the viscosity of water and the interfacial friction coefficient were investigated. It was observed that in
the LSR, viscosity and the friction coefficient decreased at a similar rate, while in the LSR-to-HSR
transition the friction coefficient decreased at a faster rate than the shear viscosity until they reached a
new equilibrium; hence, explaining the Ls-bimodal behavior. This study provides valuable insights
into the interplay between interface modeling parameters, shear rate, and rheological properties in

understanding hydrodynamic slip behavior.

1. Introduction

The convergence of nanotechnology and fluid dynamics has emerged as a new scientific discipline
known as nanofluidics, which has aided in the development of ultrafiltration,'> water desalination,*
enhancement of ion transport,®® and various biological applications.!®!! Consequently, fluid flow at
the nanoscale has prompted significant interest among researchers owing to its remarkable range of
applications. Fluid flow in nanoscale conduits exhibits distinct characteristics compared to its behavior
at the macroscale. This discrepancy arises from the higher surface-to-volume ratio and the resulting

influence of interfaces.
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Unquestionably, the no-slip boundary condition combined with the Navier-Stokes equations
represents a cornerstone of classical fluid dynamics. And while the Navier-Stokes equation can
describe flows at scales as small as ~ 1 nm,'*!3 the underlying basis for the no-slip boundary condition
is still empirical and without a foundation in physical principles.'* It is worth noting that nanoscale

flows exhibit slip'® and can be characterized by a first-order slip boundary condition'®
du
us = Lg 7 . (1)
where u; and Lgare the slip velocity and slip length, respectively, and { indicates the coordinate normal
to the solid-liquid interface. Ly is the distance over which the linear extrapolation of the velocity yields
a no-slip condition; thus, Ls = 0 indicates the traditional no-slip condition.

Based on the principles of fluid dynamics, an inverse relationship exists between flow resistance
and the size of the flow channel. Therefore, nanofluidic systems are expected to require more pumping
power to facilitate fluid flow. Nonetheless, hydrodynamic slip in nanochannels has been reported,'”'®
causing deviations from theoretical expectations. Recently, hydrodynamic slip has been the focus of
studies aiming to reduce friction in nanofluidic systems' and friction reduction in some applications
of bearings and rotating shafts.?%*! As such, a thorough understanding of slip behavior is necessary;
particularly, the concept of slip at high shear rates is yet to be fully understood.

Early non-equilibrium molecular dynamics (NEMD) investigations demonstrated a notable lack

of consistency regarding the effect of shear rate on Ls. Several investigations reported unbounded slip

22-26 27,28

growth at high shear rates*~°, whereas others have shown a reduction in Ly at high shear rates

Martini et al.?®

performed a set of simulations to analyze and compare the behavior of Lg at high shear
rates. When only the liquid atoms were thermostated, and the solid walls were frozen (rigid wall
model), they observed that Ls exponentially grew with shear rate. Conversely, the growth of Ls was
bounded at high shear rates in a flexible wall model where solid atoms were allowed to vibrate to
dissipate viscous heating, which is consistent with the experimental measurements of Ls reported by
Li et al.*°.

Previous contributions®-?*2%

reported that Ls calculations using NEMD in the low shear rate limit
could be accurately matched by equilibrium molecular dynamics (EMD)?*242%, The NEMD method
computes Ls from the velocity profile of a fluid by applying a shear rate or pressure gradient to the
fluid, where larger than experimental shear rates and pressure gradients must be applied to bypass the
timescale limitations of MD models and damp statistical noise. Therefore, the NEMD method strongly

relies on a proper thermostating approach?-*!

, 1.e., a computational artifact to control the flow-driving-
force-induced temperature rise without affecting the physics of the system. Recently, Oga et al.*
introduced a fitted Green-Kubo integral designed for the timescale range exhibiting slow decay over
time to estimate the friction coefficient in NEMD. This EMD approach could compute the friction

coefficient of NEMD at a shear rate of approximately ~10°s™!, representing the low shear rate limit.
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Similarly, NEMD simulations using the transient-time correlation function (TTCF) technique have been
introduced to probe realistic low shear rates effectively but at a large computational cost.?3

The numerical calculations of Ls are significantly influenced by the solid-liquid interaction force
field (interface affinity). Voronov et al.?>* artificially altered the surface wettability of MD models by
adjusting the Lennard-Jones (LJ) solid-liquid interaction parameters (€, and o,). They found that
hydrophobic surfaces generated by lowering €, (interaction energy strength) with fixed o, (fixed
equilibrium fluid distance) resulted in large Ls, whereas hydrophobic surfaces generated by increasing
o,while keeping €, led to small changes in slip. More notably, Huang et al.*® proposed a quasi-universal
scaling relation, where Ls for different wettability appeared to follow Ls ~ (1+cos0)?, where 0 is the

surface’s contact angle. Conversely, Ho et al.*’

artificially modified the wettability of MgO by changing
its lattice constant and found that Ls increased for more hydrophilic surfaces, thus challenging the
validity of the quasi-universal relation. To alleviate these slip-wettability inconsistencies, the density
depletion length 8, an interfacial liquid structure metric that accounts for the availability of momentum
carriers, has been used to describe the trends in Ls***. The density depletion length (8) can be

calculated using Eq. (2)*:

® ps(z) pL(2)
6= 1-— ——|d 2
-[o [ pe b |Y @)

where pg, p;are the solid and liquid densities, and the superscript 4 indicates a bulk value (far away

from the interface). The z — oo limit is defined at the point where the bulk liquid density is reached

and the value of d reaches a constant value, and the term p_;_(bZ) is ignored when z = 0 is defined at the
N

innermost solid layer in contact with a liquid. 6 serves as a metric that can describe the availability
(surplus/deficit) of the momentum carrier liquid molecules at the solid-liquid interface. A high &
indicates a low availability of momentum carriers (molecules) due to low concentration and a large
equilibrium distance of water with respect to the solid atoms. Conversely, a lower & represents greater
availability of the carriers near the interface.**!

In this contribution, we conducted NEMD simulations to investigate the characteristics of Ls in
Couette flow with shear rates ranging from 1.6x10'° to 1.8 x 101! s!. To thoroughly study the
behavior of Ls, we investigated five distinct graphite-water interface models, where the interaction
parameters were determined from (i) matching adsorption energy curves obtained from electronic
structure calculations and (ii) empirical matching of wettability conditions. The observed trends in Ls
exhibited consistency with both prior NEMD calculations® and experimental measurements for a wide
range of shear rates®®, thereby validating the reliability of our simulations. In our analysis, we
established correlations between § and Ls in both the low shear rate (LSR) and high shear rate (HSR)

regimes. Our calculations for all five interfaces reveal a sharp Ls transition from the LSR to HSR
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regime at a narrow range of the applied shear rate, while this transition shifted to higher shear rate
values when the fluid shear was considered. Such transition in Ls was attributed to the shift from
constant to shear-thinning water viscosity and constant to rapid friction coefficient reduction as the
shear rate increased. Furthermore, our study reveals that the LSR-to-HSR Ls jump is seemingly
constant for all interface models and two different water models, presenting an unreported aspect of
hydrodynamic slip length in nanoconfined shear-driven flow. These results significantly contribute to

a more comprehensive understanding of the intricate behavior of Ls in nanoconfined fluid systems.

2. Methodology

2.1 Molecular Dynamics Simulations

We used LAMMPS* to model Couette flow of liquid water confined between two solid graphite
slabs, and OVITO?® for visualization; see Figure 1 for an illustration of the model used. The graphite
slabs had dimensions of 6.2 nmXx5.4 nm in the x- and y-direction, respectively. Each slab was 2 nm
thick and consisted of seven graphene sheets to avoid size effects on the calculation of Ls**. 5491
water molecules were distributed inside the gap between the solid slabs, # =5 nm, where /4 was slightly
varied to achieve a bulk water density of 1.00+0.02 g/cm® in the region away from the interfaces.
Subsequently, the system was considered compressibility-free upon attaining the desired density.
Figure 2 depicts the water density profiles obtained for the different interface models investigated; see
Table 1. The simulation box was periodic in the x- and y-direction, while the z-direction, normal to the
flow, was fixed. The outermost graphene sheet in each slab was not integrated (frozen) to maintain the
size of the simulation box. Couette flow was implemented by moving the top graphite slab at velocities
ranging from 80 m s to 900 m s!, while the bottom slab remained fixed and a Nosé-Hoover*®/
thermostat was implemented to remove the excess heat using three different approaches. Further

discussion about thermostating is presented in Section 2.2.
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Figure 1. Computational model of the graphite-water nanochannel (red spheres are oxygen atoms,

white spheres are hydrogen atoms, and teal spheres are carbon atoms).

ar

— 01
—02

0 5 10 15
z (A)
Figure 2. Water density profiles for the different interface models. The innermost graphene sheet is

located atz=0 A.

The SPC/E water model** was utilized for the water particles and the SHAKE algorithm was
implemented to ensure bond rigidity. The long-range Coulombic interactions were computed using the
PPPM*® algorithm with a precision of 1 x 107%. The carbon atoms in each graphene sheet were
modeled using a Tershoff’! force field (FF), while interlayer carbon interactions across different
graphene sheets were modeled by a 12-6 LJ FF (ecc = 0.4438 klJ/mol, o, = 3.276 A, and cut-off
distance = 15 A).% Similarly, the solid-liquid interactions were modeled using a 12-6 LJ FF with a cut-
off distance of 15 A. Five distinct interface parameter sets were used and are listed in Table 1. The
models O1-O3 considered only carbon and oxygen interactions, while H1 and H2 considered both
carbon-oxygen and carbon-hydrogen interactions. These LJ parameters were determined using distinct
methodologies and optimization techniques. For O3, €., was systematically adjusted while keeping
Oco constant until achieving a size-independent MD contact angle of 8 = 64.4° on a chemically pure
graphite surface in atmospheric conditions.® Furthermore, the O1 and O2 parameters were derived
using the wettability-E,;,, relationship proposed by Ramos-Alvarado.* This relationship is an
analytical expression derived from theory and verified through MD simulations where the LJ parameters
are the inputs, and a size-independent contact angle is the output of the model. Using Ramos-Alvarado’s
model, we obtained a set of LJ parameters (O1 and O2) that yielded the same contact angle and binding
energy (Emin) as parameters O3; however, we anticipated different interfacial liquid properties. Hence,
it is of great interest to analyze the behavior of Ls in shear-driven flow among interface models O1, O2,
and O3. Lastly, the optimization of LJ parameters for H1 was conducted by Ramos Alvarado et al.*®
utilizing a method that required two adsorption energy curves, each for a water monomer in different
orientations; thus, eliminating the ambiguity of fitting four parameters using only one adsorption curve.

The adsorption energy data for H1 was generated by Ma et al.>* using random phase approximation



156  calculations. Lastly, the LJ parameters for H2 were systematically optimized by Wu and Aluru® using
157  first principle calculations from CCSD(T)*. The LJ parameter optimization for H2 was conducted
158  using a method that relied on a single adsorption energy curve. The contact angles shown in Table 1
159  were calculated by Paniagua-Guerra et al.** The authors utilized cylindrical droplet wettability>
160 simulations, where contact line and size effects were addressed.

161

162  Table 1. L] parameters for the different interface models.

€co €cH
Source ID oco(A ocu(R) 6 @A° 6 (°)* Marker
(kJ/mol) co(A) (kJ/mol) en(R) 8
Paniagua-Guerra
Ol 0.3889 3.480 - - 2.036 64.4 A
etal.*
Paniagua-Guerra
02 0.4046 3.420 - - 1.967 64.4 ()
etal.®
Ramos-Alvarado
03 0.4736 3.190 - - 1.771 64.4
etal.>
Ramos-Alvarado
Hl 0.3268 3.389 0.2033 2.647 1.761 48.4 |
etal.®
Voloshina et
| 5556 H2 0.6887 3.126 0.1029 2.447 1.372 film *
al.”™
163
164 2.2 Thermostating Strategy
165 The NEMD method has been used to simulate Couette and Poiseuille flow. However, in atomistic
166 simulations, it is necessary to apply a relatively high shear stress to produce noise-free data due to the
167 short simulation timescale compared to experimental conditions. Consequently, the applied shear in
168 NEMD simulations generates significant heating, requiring a medium to dissipate thermal energy from
169 the system. Previous investigations have identified several thermostating techniques (atomic velocity
170 rescaling algorithms) that effectively remove the excess heat from the system. Some studies have
171 thermostated all solid and liquid atoms,?>*”® while in other works, only the fluid atoms are
172 thermostated.*>®* Thermostatting the fluid atoms interrupts the natural flow dynamics by rescaling
173 the fluid particles’ velocity, resulting in unphysical flow conditions.®'** Contrarily, heat dissipation
174 through the solid wall atoms in a nanochannel is a more physically sound alternative. Past
175 contributions have attempted to mimic the natural process of heat transfer by thermostating only solid
176 atoms in the nanochannel.?*242%6465 Yong et al.’! performed molecular dynamics simulations using
177 three distinct thermostat configurations: (i) thermostating only fluid atoms, (ii) thermostating
178 both solid and fluid atoms, and (iii) thermostating only solid atoms. The authors reported a parabolic
179 temperature profile that was consistent with the energy equation by applying the Langevin thermostat
180 in both the top and bottom solid walls. Furthermore, the shear stress and velocity profile remained
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constant, as expected from theory. However, the system dynamics deviated from theory when
isothermal conditions were imposed on the liquid atoms at high shear rates.'>*! Thus, thermostating
only the solid wall atoms are preferred to facilitate natural cooling, particularly at high shear rates over
other thermostating techniques.

In this work, only the bottom solid wall atoms were thermostated at 300 K to model natural
cooling, and the top solid wall (adiabatic wall) was exclusively utilized to apply shear in water.
Consequently, the observed temperature profiles exhibited a parabolic shape with a null temperature
gradient (d7/dz =0) at the top wall, see Figure S1. The solid wall atoms were thermostated in three
different ways, as indicated in Figure 3. All graphene sheets of the bottom slab were thermostated in
T1, which models direct water cooling in contact with a large isothermal sink. Four graphene and two
graphene sheets were thermostated in T2 and T3, respectively, representing cooling with an increasing
level of conduction from T2 to T3 to a large isothermal heat sink. The non-thermostated carbon and
water atoms were integrated with the microcanonical ensemble (NVE), see Figure 3. The Nos¢-
Hoover*#’ thermostat was utilized with a 0.1 ps time constant. Ls was calculated using models T1-
T3 and a negligible difference was observed, as reported in Figure S2 of the Supplemental Material.

Hence, the T1 thermostating approach was implemented in further calculations.

= N =

-

h

NVE NVE
e
NVT >

Figure 3. Computational domain schematics indicating the different thermostating approaches.

2.3 Simulation Details

The following steps describe the overall simulation approach: (1) The whole system was
equilibrated at 300 K for 1 ns using the canonical ensemble (NVT). (2) To verify stability and
equilibration, the whole system was run for another 1 ns in the microcanonical ensemble (NVE), where
temperature, pressure, and energy were monitored to ensure steadiness. (3) Following equilibration,

shear was applied in the system by moving the top graphite slab at a constant velocity, v, thus creating

the applied shear rate defined as y, = %, where / is the gap between the carbon slabs, and Y, ranged

from 1.6x10'" s! to 1.8 10" 5!, During the non-equilibrium stage that lasted 2 ns, the carbon atoms

in the bottom slab and water atoms were subjected to thermostating as indicated in Figure 3. (4) After
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ensuring temperature, pressure, and pressure steadiness in step 3 (see Figure S3 and Figure S4 for
simulation stability verification), the system was finally run for 5 ns for data collection. Hereafter, the
atomic coordinates, velocities, and forces of the atoms were recorded at intervals of 0.5 ps, and three
independent sets of simulations were conducted for the calculations pertinent to this investigation. The
time step for all simulations was 1 fs (see Section 4 and Figure S5 of Supplemental Material for more
details).
The water confinement was divided into several small bins 5 A thick in the z-direction to calculate
the velocity profiles as space and time averages. For further details regarding the domain discretization
effect on the calculation of velocity and temperature profiles, please refer to Section 5 and Figure S6 of

the Supplementary Material. Figure 4 depicts a schematic of the Ls calculation, where ug represents the
slip velocity right at the solid-fluid interface, y; = Z—Z is the slope of the velocity profile or the fluid

shear rate, and Ls is then calculated as the extrapolation of the slip velocity profile to the location where

the no-slip condition would be observed or Lg = It is noteworthy that the averaged velocity

_Us
ov/oz’

profile was derived from three independent simulation sets.

Figure 4. Schematic of the velocity profile in Couette flow and the calculation of the hydrodynamic

slip from MD-derived data.

3. Results and Discussion

Ls values were computed for the different interface models using the methodology described in
Section 2.3, and the variation of Lgas a function of Y, is depicted in Figure 5(a). It can be observed
that Ls showcases a bimodal behavior across all interface models, where the symbols in Figure 5(a)
can be cross-referenced to Table 1. At low shear rates (LSR) y, < 3 X 101% s~ Lsin the LSR region,
or Lsg, can be averaged to a constant value that depends on the interface model; slip then sharply
increases at y, > 4 X 101° s™1, which we called the high shear rate (HSR) regime where Ls saturates
(on average) to new constant values (Lxsr) greater than those observed in LSR; lastly, a small transition
region roughly defined by 3 X 101 s71 <y, < 4 x 101%s™1, acts as a buffer between the two

distinct shear rate regimes. A good match between the average L.sg and previous EMD calculations of

8
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Ls*° was observed, where the deviations of L;sz for O1, 02, O3, H1, and H2 were 0.59%, 3.9%, 26.2%,
6.1%, and 16.4%, respectively. LSR slip matching EMD data has been reported and confirms the
consistency of our calculations with previous contributions. >+

The sharp increase in Ls with shear rate aligns with prior investigations.?*° This can be physically
explained from the point of view of the net effect of solid-liquid adhesion and mechanical energy
imparted to the fluid. In other words, as the shear rate increases, the fluid molecules near the wall
attain sufficient energy to overcome the wall attraction; this is known as the Perierls-Nabarro barrier.®
Similarly, Martini et al.?® reported the existence of an inverse relation between the slip jump and wall

29
1.,

friction factor. In their work, Martini et a explained the early reports of the unbounded growth of

Ls as the shear rate increases 22 2°

, where a sharp increase in Ls tends to infinity as the friction factor
tends to zero in early nanochannel models where the solid atoms were frozen to save computational
power. Alternatively, a finite growth of Ls can be observed in flexible wall models as the wall friction
factor is not zero. Furthermore, Li et al.** reported in their experimental investigation of Poiseuille
flow in silicon nanochannels that when the external force (imparted by a pressure gradient) matched
the liquid-wall attraction force, slip jump occurred in a narrow region of shear rate. And upon further

increasing the shear rate, Ls measurements became constant.

11531 7

Ya

indicates the magnitude of the externally imposed shear in the system; thus, all interface models were

It is essential to highlight the distinction between Y, and Yy, as they may not be identica

subjected to the same y, to induce shear-driven flow. In contrast, y; represents the shear rate
experienced by the fluid, and it is calculated as the slope of the velocity profile for each system. Figure
5(b) illustrates the variation of Ls as a function of y for the different interface models considered,; this
is a fundamental relationship needed to further understand the slip response of a system to the shear
applied to the fluid. Noticeable differences are readily seen between Figures 5(a) and 5(b): (i) the range
of shear rate is reduced by an order of magnitude, such that overall y¢ < ¥, and (ii) the transition from
Lisg to Lusg does not occur over a narrow shear rate region, but it is now interface-model- and Ls-
dependent. The transition regions for O1, 02, O3, H1, and H2 cover the range of 1.6 - 2.31x10°, 2 -
2.98%x10% 3.9 - 6x10°, 3 - 4.54%10°, and 1.1 - 1.6x10'° 5!, respectively, as shown in Figure 5(b). As
we will demonstrate, the explanation for the differences between the behavior of Ls as a function of
Yr or Yg is attributed to the interface-model-dependent-availability of momentum carriers.

The main reason why Y # ¥, is that the magnitude of ¥y is contingent upon the presence of
momentum carrier molecules at the solid-liquid interface (i.e., the solid-liquid momentum transfer
capability of each interface model), and given that each interface model attracts water molecules at the
interface differently, the availability of these momentum carriers will vary across systems. As
previously demonstrated by Ramos-Alvarado et al.’®, the availability of momentum carriers is a
function of the LJ parameters used to model the non-bonded solid-liquid interactions. The interplay of

these parameters will determine the closeness (equilibrium distance) of the liquid particles to the solid
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atoms and the concentration (particle count per unit volume) of interfacial liquid molecules. To
effectively compare the availability of momentum carriers at the solid-liquid interface among different
systems, the density depletion length (8) serves as a valuable metric,>>*! where Eq. (2) was used to
calculate it from the density profiles depicted in Figure 2. A large positive value of 6 indicates a deficit
of interfacial momentum carriers, while negative numbers represent a surplus. Table 1 summarizes the
0 calculations for all interface models, where no negative values were obtained but only small positive
numbers. The interface models O1, O3, and H2 had the largest, intermediate, and smallest &,
respectively. The peak densities of O1, O3, and H2 were 2.67, 2.74, and 3.75 g/cm?, respectively, as
illustrated in Figure 2. Moreover, the density peaks reflect the liquid concentration at the interface.
Hence, H2 showed the highest concentration and the shortest equilibrium distance, while O1 displayed
the opposite trend, as shown in Figure 2. Consequently, the momentum transfer in model O1 is not

highly effective and has the smallest y¢, while H2 has the highest ys and the most effective momentum
transfer, as illustrated in Figure 5(b). The explanation of y¢ in terms of & can be extended to better

explain the Ls behavior, but first, let us contrast the traditional interpretation of slip based on adhesion

metrics.
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Figure 5. (a) Variation of hydrodynamic slip (Ls) as a function of the applied shear rate (y,). The gray-

shaded region indicates the transition from L;sz to Lusz. (b) Variation of hydrodynamic slip (Ls) as a
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function of the fluid shear rate (Y). The black dashed lines are guides for the eye and represent the

average value of Lzsg and Lysg.

The contact angle (0) serves as an important solid-liquid affinity metric and thus has been

67-69 and

extensively used to characterize interfacial transport properties such as heat transfer
hydrodynamic slip.?***740.70 In the current work, we have used the 0 values calculated elsewhere®
for the interface models investigated herein; see Table 1. Figure 6(a) depicts Lzsg and Lysg as a function
of 0 for the different interface models, where a few notable observations can be made. First, the solid-
liquid affinity for model H2 is so high that 8 could not be resolved, and full liquid spreading was
observed; see Table 1. This is a limitation in the utilization of 0 for the characterization of any transport
property in strongly bonded solid-liquid interfaces. Secondly, while the scaling laws***° L~ (1+cos8)
2 and Ls ~ (180-0) seemed to fit a couple of data points (02 and H1) in the LSR and HSR regimes,
the carbon-oxygen-only interface interaction models present a challenge to these theoretical
expressions when considered as a group. The interface LJ parameters of O1-O3 were optimized such
that they yielded the same 6, binding energy, work of adhesion, and any other solid-liquid affinity
property. Nonetheless, they exhibited distinct depletion lengths, different y¢, and thus a widely ranging
Lsfrom 62.11 to 19.81 nm in the LSR and 83.48 to 23.09 nm in the HSR.

As anticipated from the discussion on the fluid shear rate and its relationship with the solid-liquid
momentum transfer ability of each model and motivated by the failure of interfacial affinity metrics
to explain slip behavior, L;sz and Lysr are plotted against § in Figures 6(b) and 6(c) for all interface

models. In Figures 6(b) and 6(c), § is the value calculated in equilibrium conditions (no shear, see

1.40 1.36

Table 1), similar to the early reports by Sendner et al.*” and Huang et al.”°, who also investigated shear-
driven flow. Figure S3 depicts a slight effect on the density profile; thus, we calculated § for three
different shear rates and observed minor deviations (less than 3%) from the equilibrium value, see
Table S1. Regarding the data fitting depicted in Figure 6(b), we used the scaling relation Lg~&*

1.%* and Huang et al.*® from scaling a mean field model of wettability and a

formulated by Sendner et a
Green-Kubo-like model of slip. The quality of the data fit using Lg~&* produced R’ values of 0.88
and 0.84 for Lzsz and Lusg, respectively. Furthermore, the Lg~&* fitting could not capture slip length
trends for the most hydrophilic (H2) and hydrophobic (O1) interfaces. Alternatively, Paniagua-Guerra
et al.* reported that the trends of equilibrium slip lengths across various interface models in graphite-
water nanochannel could be effectively captured by an empirical exponential fit (Ls~eZ%). Therefore,
two exponential functions were employed to fit the shear-driven Lisz and Lusz, where Lysp =
ApspePLsr® and Lysp = ApsgrePHsRS see the caption of Figure 6 for the value of the fitting
parameters. The R’ values for the fitted curves were 0.976 and 0.953 for L;sz and Lusg, respectively,
indicating a good description of the discrete numerical calculations. Figure 6(c) illustrates how &

adequately captured the slip behavior for the two shear rate regimes and the different interfaces,

11
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including the particularly interesting O1-O3 models, where these shared identical adhesion properties
but generated different interfacial liquid properties. These findings highlight the limitations of
interfacial affinity metrics in describing Ls in shear-driven flow and suggest that § is an important
parameter to be considered in future surface engineering efforts for designing nanofluidic devices.
Since 0 is a sub-nanometer scale parameter and thus difficult to measure, MD interface models should
be informed by extensive electronic structure calculations that adequately determine the solid-liquid

equilibrium distance and binding energy.

ISR 4 01 e 02 wv 03 ® H1 * H2

HSR 4 01 e 02 v 03 ® HI * H2
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2
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Figure 6. (a) Lrsz and Lysr as a function of 0 in degree. The black solid and dashed lines are curve fits
for Lrsk using two different scaling relations, where the fitting parameters are C/.sz = 80.55 nm and

C2sr= 5.324 x 10°nm. The magenta solid and dashed lines are curve fits for Lysz using two different
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scaling relations, where the fitting parameters are CIsz= 106.2 nm and C2ysz= 7.015 X 10° nm. (b)
Lisr and Lysg as a function of 8. The black dashed line is the fitting curve L; g = ¢,sr8* , where ¢ gp
=3.084 nmA*. The black solid line is the fitting curve Lysg = cysr8* , where cygr =4.05 nmA™. (c)
Lrsg and Lysg as a function of 8. The black dashed line is the fitting curve L gz = A, gpeBLsRE where
Arsr=0.1385 nm and B;sx=3.009 A-'. The magenta solid line is the fitting curve for Lysgp =
ApspeBHsrS where A;52=0.0965 nm and Bsz=3.291A"".

Our results quantify the efficacy of momentum transfer from solid to liquid atoms in shear-driven
flow using 6 for the different interface models. Since we need to apply substantially high shear rates
for noise reduction of the MD data, there is momentum transfer from the top solid slab to the liquid
and from the liquid to the bottom solid slab. Figure 7 illustrates a modeling artifact observed in high
shear conditions, where the bottom slab underwent slight sliding due to momentum transfer from the
liquid to the bottom solid slab. Notably, the momentum transfer from the liquid to the bottom solid
atoms can be qualitatively assessed by 6. With O1 exhibiting the highest § (lower momentum carrier
availability), the momentum transfer from the liquid to the bottom solid slab is minimal; consequently,
the bottom solid slab remains stationary, as depicted in Figure 7. Conversely, H2 experienced the
highest momentum transfer due to the small § value (higher momentum carrier availability); thus, the
bottom solid slab had a detectable sliding velocity. Videol in the Supplemental Material shows the
sliding velocity of the bottom graphite slab (H2 model), and sample velocity profiles of the liquid and
bottom solid slab for all interface models are presented in Figure S7 for y,=7.6 X 101 s~1. These
observations call for the assessment and mitigation of the bottom slab sliding in similar modeling
efforts. This artifact must be either considered in the calculations of slip length [Ls=(us-ttmw)/(0U/ 0Z)],
where u,, um represent water slip velocity and the velocity of the innermost graphite layer of the
sliding bottom slab, respectively) or eliminated from the NEMD models by restricting the momentum
in the applied shear direction of the theoretically stationary solid slab (see Figure S8 for the velocity
profile with the stationary bottom slab). In our calculation, the sliding velocity was eliminated by

restricting the momentum in the applied shear direction.
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Figure 7. Variation of the bottom graphite slab velocity with respect to the depletion length () at a
shear rate of y,=7.6 X 1019 s™1, The black dashed line is a guide to the eye.

To comprehend the LSR-to-HSR hydrodynamic slip transition, and to add to previous findings,
we investigated the rheological properties of water under the effects of shear. Recent research has
indicated that water confined in nanoscale graphite slits exhibits shear-thinning behavior at high shear
rates’”!. Similarly, NEMD studies of Couette flow demonstrated a transition from Newtonian fluid
behavior at low shear rates to non-Newtonian behavior at high shear rates’>”. In the current

investigation, the shear viscosity of nanoconfined water was computed following”':

Fx,top
Txy - Axy (3)
Txy
u=— 4
> o)

where Ty, is the shear stress, A, is the cross-section area of the graphite slab, F ., is the viscous shear
force derived from NEMD simulations, and p is the shear viscosity. The shear force was computed by
adding all forces exclusively generated by the water-carbon interactions on the top graphene slab in

the direction of flow. Additionally, we calculated the friction coefficient:

_ Txy

n= &)

Us
where the combined response of p and n to shear (and thus temperature) will allow for a better
explanation of the bimodal L, response, given that Ls=p/1.

The variation of p with the applied shear rate is illustrated in Figure 8(a). It is evident that water
exhibited a different rheological response from LSR to HSR, as illustrated in the bimodal rate of
change from LSR to HSR. For more detailed information, Figure S9 illustrates the Ty, vs y¢
relationship for all individual interface models. It is noted that p in LSR had an average value of
0.632 + 0.0273 mPa-s, as shown in Figure 8(a). In a previous contribution, Hess”* performed periodic
perturbation simulation with the SPC/E water model to find p = 0.642 4+ 0.008 mPa-s, which matches

our estimation of p in the LSR regime. Conversely, p noticeably decreased in the HSR regime
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exhibiting shear-thinning behavior, see Figure 8(a). Like p, n decreased as a function of shear in a
bimodal fashion where either a nearly constant or small rate of reduction was observed, as shown in
Figure 8(b). This finding aligned with the previous studies where the friction coefficient was observed
constant at shear rates of approximately ~10° s71.2>737¢ Nonetheless, past the transition region, n
decreased at a higher rate in the HSR. This phenomenon is consistent with previous findings by
Wagemann et al.>, who reported a similar response of 1) for graphite and water. Ultimately, the similar
shear rate response of W and 1 in the LSR, and the dominant reduction rate of 1} led to the observed
sudden slip jump from the LSR to HSR regime depicted in Figure 5. Our claims are supported by
calculations of Ls=p /1 and reported in Figure S10.

While Figure 8 (a)-(b) allow visualizing the range of variation of the magnitudes of 4 and 7 as
a function of the applied shear rate, and quantitatively explains the shear rate response of Lsin Figure
S10, unifying these parameters on the same graph facilitates a better explanation of the bimodal
response of Ls. Figure 8(c) depicts the normalized u and n for model H2. It can be observed that when
normalized and unified, u and 7 vary at the same rate in the LSR; thus, resulting in the observed Lisr
magnitude. Alternatively, in the LSR-to-HSR transition, 7 decreases at a faster rate than p, and finally
in the HSR p and 7 run in parallel, which explains the Lisr-to-Lusr jump, transition, and bimodal

response of Ls to shear rate.
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Figure 8. (a) Variation of the averaged p with respect to y,. (b) Variation of the averaged n with respect
to y,- (c) Variation of the normalized averaged u and n with respect to y,, for the H2 interface model.

The gray-shaded region indicates the transition from the LSR to HRS regime.

As indicated in Figure 5, L;sr increased to Lysr for all interface models and this so-called slip
jump was a function of the shear rate and 6. When quantified, Lyszr was 1.28 times higher on average
than L;sr across all interface models, as depicted in Figure 9. Furthermore, Ls was also computed for
the TIP4P/2005 water model to investigate the observed slip jump further. Figure S11 of the
Supplementary Material depicts all interfacial density profiles and Ls data for the TIP4P/2005 water
model calculations. It is noteworthy that the slip jump for both the SPC/E and TIP4P/2005 water
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models showed good consistency. The estimated slip jump LLHi = 1.28 for all interface models resulted
LSR

in an average and maximum error of ~6% and ~15%, respectively. While significant, this finding calls
for further computational verification and theoretical analysis of this seemingly constant slip jump,
which apparently is independent of the interface model parameters and water model but could be
exclusive for graphite-water systems or interfaces of similar smoothness. This relationship could likely
be broken down for solid interfaces that are naturally rougher, such as crystalline diamond 100 surfaces

or amorphous interfaces.

SPC/E A 01 e 02 v 03 ® H1I * H2
TIP4P/2005 A Q01 o 02 v 03 ® H1 * H2
2.
g15[ %
DR ARRRRE RS ChEE
(72}
&
-l 1+t
1.2 1.4 1.6 1.8 2 2.2
4 (A)

ZHSR for all interface models. On average, the slip jump was 1.28 for both the
LSR

SPC/E (blue markers) and TIP4P/2005 (red markers) water models.

Figure 9. Slip jump ratio

Table 2. Slip jump (2252 ) for SPC/E and TIP4P/2005 water models

Lrsr
Model Lusr (SpC/E) LHSE (TIP4P/2005)
Lpsr Lysr
ol 1.38+0.01 1.3140.06
02 1.2340.10 1.2940.04
03 1.2140.01 1.14+0.04
HI 1.3540.04 1.2240.02
H2 1.4840.06 1.2040.01

4. Conclusions
In this investigation, hydrodynamic slip was numerically investigated for five distinct graphite-

water interface models (i.e., different non-bonded solid-liquid interaction parameters) via NEMD
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simulations of shear-driven flow. Graphite-water interfaces were selected for this investigation due to
being dominated by non-bonded interactions and for being amply characterized in the literature. Our
findings showed that the density depletion length §, which quantifies the availability of interfacial
momentum carriers, could (1) adequately describe the trends in slip length of both the low shear rate
regime (LSR) and the high shear rate regime (HSR) for the different interface models, (2) the different
response of the interface models to the shear rate experienced by the fluid, and (3) the amount of
sliding of the theoretically fixed solid slab in NEMD models of shear driven flow. It was found that
Ls in the LSR showed a good agreement with previous equilibrium molecular dynamics (EMD) data.
As 7, increased, Ls exhibited a distinctive behavior — Ls sharply increased and eventually asymptote
to a constant value in the HSR. The combined effect of viscosity and the friction coefficient contributed
to explaining this observation: the water viscosity and friction coefficient either remained constant for
very low shear or decreased at a similar rate in the LSR; alternatively, shear-thinning behavior and a
faster-decreasing rate in the friction coefficient were observed in the HSR, thus contributing to a

sudden increase in Ls. Moreover, our study unveiled a consistent finding across all interfaces and two

different water models, where Ls values in the HSR were, on average, 1.28 times greater than those in

the LSR, with an average deviation of ~6% from this hypothetical constant factor.*?
Supplemental Materials
The data that support the findings of this study are available within its supplementary material.
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