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Abstract—The current practices for restoring critical
services in the distribution system during a disaster, align
with the traditional centralized ideology of distribution sys-
tems operations. A central processor evaluates the dis-
tribution system after a disruption and attains a restora-
tion plan. However, the centralized operational paradigm is
susceptible to single-point failures, requires full situational
awareness of the distribution system, and poses scalabil-
ity challenges for large multifeeder distribution systems.
This motivates a distributed decision-making paradigm
where multiple agents solve smaller subproblems and
jointly coordinate their individual decisions to achieve the
global/network-level objective. Toward this goal, we pro-
pose a layered architecture for distributed algorithms for re-
silience and a two-stage distributed algorithm for distribu-
tion system restoration. The proposed distributed decision-
making framework enables the bottom-up restoration of
the distribution system using all available resources, in-
cluding distributed generation, while only requiring local
awareness and limited communications with neighboring
connected regions. The proposed framework is robust to
single-point failures, enables autonomy using distributed
algorithms, and had reduced computational cost compared
to centralized optimization solutions.

Index Terms—Distributed optimization, layered architec-
ture, power system restoration, resilience.

NOMENCLATURE

A. Acronyms

DG Distributed generators.
LADAR Layered architecture for distributed algorithms

for resilience.
LC Local control.
MILP Mixed-integer linear programming.
SLEM Switch-level equivalent model.
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UA/DA Upstream area/downstream area.

B. Sets

E Set of edges in a graph, G.
Et Set of switches in a reduced-order graph, Gt.
EFo Set of faulted and open switches.
Ec Set of switches in a cycle.
Efed Set of feeders.
ER Set of regulators.
ES Set of switchable lines.
EFc Set of fault switches with closed state.
VS Set of switchable buses.
Vt Set of buses in a reduced-order graph, Gt.
Varea Set of buses in an area.
Earea Set of edges in an area.
Φ = {a, b, c} Set of phases of a bus.

C. Variables

δe Switch decision variable.
ui Load section energization variable.
si Load pick-up variable.
vi Node/bus energization variable.
wi Load priority.
P e + jQe Three-phase complex power flow in edge e.
PLj + jQLj Aggregated load for all phases at bus j.
U i Three-phase voltage magnitude square vector.
V i Three-phase voltage vector.
Uφ
i Voltage magnitude square at phase φ ∈ Φ.

V φ
i Bus voltage at phase φ ∈ Φ.

qφcap,i Capacitance for phase φ ∈ Φ.

D. Parameters

Pφ
Li + jQφ

Li Complex power demand for phaseφ ∈ Φ for bus
i.

qrated,φ
cap,i Capacitor rating for phase φ ∈ Φ at bus i.

Srated
e Apparent power flow limit for e ∈ E .

Se Polygon-based linearized equivalent of Srated
e .

Pmax
e Feeder/DGs power limit for Stage-I.

P2,B/Q2,B Power flow from the approximated slack node
for Area B.

re/xe Resistance/reactance matrix of a line e.
Umin/Umax Minimum/maximum voltage magnitude square.

I. INTRODUCTION

A
N INCREASING number of natural disasters and their
impact on power distribution systems call for expedited
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incorporation of resilience [1]. Recent advances in the distribu-
tion systems, including the integration of DGs, microgrids, and
distribution automation technologies, provide potential means
to improve the resilience of distribution systems [2]–[4]. Tra-
ditionally, a centralized decision support located at an ad-
vanced distributed management system (ADMS) is employed
for restoration to coordinate line switches and other ADMS
controllable DGs [4]. However, a central-only computing and
decision-making paradigm poses several limitations due to the
1) requirement of full observability of the system to solve
the optimal distribution system restoration (DSR) problem; 2)
vulnerability to single-point failure; and 3) limited scalability to
large systems with numerous controllable agents, such as DGs
and voltage regulators, in central optimization approaches.

This has led to growing interest in distributed decision-making
paradigms for power distribution systems operations [5]. In
such architectures, the decision-making process to restore the
network is distributed among multiple agents such as microgrids,
DGs, and intelligent switches. In related literature, this problem
has been investigated from two different perspectives. 1) First,
distributed optimization algorithms have been proposed for
network-level optimization using limited regional/local infor-
mation and communications with neighboring nodes. 2) Second,
multiagent systems (MAS) architectures have been proposed
for information sharing and coordination among distributed
agents to coordinate decision making [6]. The related literature
on distributed optimization lacks in adequately defining the
information-sharing structure among the distributed agents and
tackling communication and computation-related challenges
specific to the power distribution systems. Likewise, the existing
literature on using MAS lacks practically viable and optimal
algorithms for network-level distributed decision making using
local/regional information and limited neighbor communica-
tions [7], [8]. Additionally, power systems are safety-critical
systems that require a certain level of visibility at the central
location to implement/approve any decisions calling for coor-
dination among centralized and distributed agents that are not
explored in the context of resilience to extreme weather events.
Additionally, there has been an extensive industry-led effort on
developing and using standards for distribution-level monitoring
and decision making, including Common Information Model,
MultiSpeak, and Open Field Message Bus (OpenFMB) to en-
able interoperability, portability, and scalability with growing
penetrations of active nodes at the distribution level [9]–[11].
These activities speak to the need for advanced architectures
and algorithms to manage distribution-connected assets (e.g.,
switches and DGs in restoration problems) in a real-world in-
dustrial environment. Within this context, we propose a layered
coordination architecture for the resilient restoration of power
distribution systems to address the aforementioned literature
gaps. Furthermore, the adoption of the proposed laminar coordi-
nation architecture in developing restoration algorithms can help
bridge the gap between theory and application practice of infor-
mation sharing and decision making in industrial environments,
specifically power distribution systems. The proposed approach
details an information-sharing framework appropriate for the

safety-critical operations in power systems and a distributed
optimization algorithm cognizant of communication-related
constraints and time-sensitive decision-making requirements at
the power distribution level.

A. Related Literature

Earlier methods for DSR focused on designing expert sys-
tems using heuristic search methods, and soft-computing algo-
rithms [12], [13]. The use of feeder reconfiguration algorithms
to restore the distribution system for local outages has been
well-studied in the literature. Here, the restoration problem is
modeled as a combinatorial optimization problem with opera-
tional and topological constraints [14]. Some of the recent work
also included intentional islanding using microgrids and DGs
to support the system’s critical loads during extreme weather
events [15]. Most of the existing literature assumes that a central
controller is available at the distribution level to collect data from
all components and send out the control signals in a centralized
fashion. Unfortunately, the existing approaches are computa-
tionally expensive, require a robust central controller to process
the vast amount of data with high-speed communication capa-
bilities, and poses scalability challenges for large multifeeder
distribution systems [16]. The limitations posed by the central-
ized methods have motivated the use of decentralized methods
for restoration using MAS [7], [17]. Advantages of MAS include
the ability to survive single-point failures and decentralized data
processing, which lead to efficient task distribution, resulting in
faster operation and decision-making processes. However, the
existing literature on using MAS is limited in connecting the
actual decision-making protocols to the network-level optimal
restoration problem and mechanism to converge to the optimal
solutions in a distributed manner.

To this end, distributed optimization methods are promising
solutions to solve network-level optimization problems by coor-
dinating the optimal decisions of distributed agents. In a typical
distributed operational environment, the central optimization
problem is divided into several subproblems to be indepen-
dently solved by the distributed agents. Upon solving the local
subproblems, the distributed agents exchange information with
neighboring agents, and the system reaches convergence over
multiple communication rounds (macro-iterations). Recently, a
generalized distributed optimization method — Alternating Di-
rection Method of Multipliers (ADMM), has been widely used
for power system applications such as load restoration, optimal
power flow (OPF), and voltage control [6], [18]. However, the
primary limitation of the ADMM-based methods is the high
number of communication rounds (macro-iterations) needed for
distributed agents to reach a consensus [6], [19]. Specifically
for the restoration, a time-sensitive application, a high number
of macro-iterations can lead to severe delays in the decision
making.

B. Proposed Work and Contributions

This article proposes a layered architecture, termed LADAR,
for the fast and scalable restoration of the power distribution
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systems and details the associated information exchange and
decision-making processes.

The main contributions of the article are listed below.
1) A layered architecture for distribution grid operations is

proposed to enhance the resilience and support critical
services, subject to faults(s) in the network. The pro-
posed approach enables dynamically forming and self-
organizing resilient microgrids for distribution systems to
supply power to the critical loads. An information-sharing
framework is detailed for the network and measurement
data at different layers of control hierarchy of the layered
architecture using switch-level aggregated models and
coordinated switch-level distributed and central decision
making.

2) A hybrid approach is developed for DSR, based on the
power distribution system’s safety-critical requirements.
The first stage, executed by ADMS, solves a max-flow
problem for a reduced network to identify the optimal
restored network topology, by controlling the feeder-level
switches. The second stage, executed by local agents,
solves a distributed OPF problem to restore the net-
work using local computations and communications with
neighbors.

3) A scalable distributed optimization method is developed
for the restoration based on an equivalent area princi-
ple that requires a significantly small number of macro-
iterations. The proposed LADAR approach is compared
against traditional centralized optimization methods.

II. ARCHITECTURE AND RESTORATION APPLICATION

The use of a layered decomposition approach for distributed
optimization and control of physical infrastructure systems is
elaborated in [9]. The layered framework can arguably provide
the following:

1) extensibility — can be made to fit an existing grid struc-
ture;

2) boundary deference;
3) structural scalability;
4) securability [9].

We propose a layered architecture for decision support that
synergistically combines centralized, distributed, and edge-
control paradigms for resilient distributed restoration (see
Fig. 1). Next, we develop a two-stage algorithm for restora-
tion carried out by the agents located at different layers of
the proposed architecture for decision support. The proposed
framework aligns with OpenFMB — state of the art federated
information sharing structure [20].

A. Three-Layer Architecture Framework for Decision
Support

The proposed layered architecture includes a centralized
ADMS, many distributed decision-making agents, and local
controllers to coordinate controllable devices, viz., tie and sec-
tionalizing switches, DGs, and loads (see Fig. 1). Specifically,
the LADAR framework has three layers of agents that can

Fig. 1. Proposed LADAR architecture.

compute and coordinate the grid’s controllable assets to support
critical services and achieve network-level objectives.

1) Central ADMS (Layer-1): The Layer-1 agent, located at
the ADMS, controls system-level devices, such as tie and
sectionalizing switches, to obtain the restored network topol-
ogy. The Layer-1 agent has limited access to network and
measurement data with visibility to a switch-level aggregated
distribution system model and measurements (total load and
controllable DGs capacities). The switch-level aggregation leads
to a reduced system represented for each switch-delimited areas,
referred to as an SLEM [see Fig. 2(b)]. Our rationale for using
SLEM instead of the full network model at the Layer-1 agent
is to alleviate the requirement for an expensive communica-
tion and data processing infrastructure needed for operational
decision making in a large distribution system with multiple
feeders [10]. Instead, local federated information can be shared
among distributed agents (Layer-2) to complement the central
agent’s decisions, while simultaneously improving resilience
to single-point failure [20]. However, central ADMS has the
supervisory capabilities and authority to override the decisions
of the distributed agents.

2) Distributed Agents (Layer-2): The Layer-2 agents are lo-
cated at several distributed agents throughout the feeder. For the
proposed LADAR architecture, the distributed agents are located
within the sectionalizer switch-delimited areas that can commu-
nicate with Layer-1 (hierarchical coordination) and neighboring
Layer-2 agents (peer-to-peer communication). Layer-2 agents
have access to the detailed feeder model for the local switch-
delimited areas. These distributed agents use this information,
communicate with neighboring Layer-2 agents, and attain op-
timal control actions for load and DG switches for restoration
within their respective areas. The optimal actions are then carried
out by the Layer-3 controllers.

3) Local Control (Layer-3): Layer-3 agents are device-level
controllers located at each controllable node and communicate
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Fig. 2. (a) Example network with 25 nodes. (b) SLEM for the example network: All the assets within areas are aggregated. (c) Communication
links among Layer-1 and Layer-2 agents.

only with their respective Layer-2 agents in respective switch-
delimited areas. These agents simply activate the required con-
trol modes in response to the control signals received from the
respective Layer-2 agents, e.g., optimal load switch statuses and
DG set points.

B. Restoration Application Using LADAR Architecture

We propose a two-stage algorithm for restoration that aligns
with the visibility and controllability of different levels of the
proposed LADAR architecture (in Section II-A), and optimally
employs the flexibility and resilience of the layered framework
for operational decision making.

1) Stages of Distributed Restoration: We propose a two-
stage algorithm that aligns with the aforementioned layered
coordination framework for the distribution system restoration
with the ability to form intentional islands. Layer-1 agents carry
out Stage-I, and Stage-II of the algorithm is implemented by the
Layer-2 distributed agents. Here, “Layers” refers to different
control hierarchies (Fig. 1), and “Stage” refers to different
phases of the proposed restoration algorithm. Stage-I solves
for the optimal restored network tree/forest using SLEM by
solving a centralized MILP problem. Stage-II optimizes for
the granular control for loads and DGs for power balance and
voltage constraint satisfaction using detailed network model and
measurement data for the local areas. At both stages, the opti-
mization problem is formulated as an MILP. However, instead of
solving a large-scale computationally challenging MILP, smaller
MILPs are solved in a distributed manner using local federated
information for optimal restoration.

2) Distributed Optimization Algorithm: The traditional dis-
tributed optimization algorithms require a large number of
macro-iterations (∼ 100) among distributed agents [5]. On the
contrary, the distributed algorithms that use problem structure
for decomposition and information sharing reduce the number
of communication rounds among distributed agents (macro-
iterations) drastically [19], [21]. Thus, here we use a specialized
problem decomposition using the power-flow structure in a
radially-operated power distribution system. Specifically, we
used the information from the UA and DA for the radially-
operated grid to design an information-sharing protocol that
leads to faster boundary variables. In this case, DA and UA

are seen as an equivalent load and voltage source, respectively.
Each distributed agent solves the local MILP for the switch-
delimited area and then exchanges the computed shared bus
quantities with its immediate neighbors. The process is re-
peated until the power-flow variables convergence at the UA–DA
boundary.

It is to be noted that the proposed distributed coordination
approach differs from a similar approach used in [19]. First,
unlike the proposed algorithm in [19], which requires speci-
fying unique UA–DA pairs, the proposed distributed approach
in this article is used for restoration with changing network
operational topologies based on the statuses of sectionalizing
and tie-switches. Thus, a careful decomposition of the central
optimization problem is required. To this end, the proposed
distributed coordination approach uses the Stage-I algorithm to
establish the parent–child relation among the switch-delimited
areas. Second, restoration is an MILP problem with integer
decision variables that require specialized information sharing
among UA–DA pairs, unlike continuous-only decision-making
problem in [19]. Thus, we identify additional information that
needs to be exchanged among UA–DA pairs to motivate fast
convergence of the boundary variables.

III. STAGE-I: FORMING RESTORED NETWORK

This section details Stage-I of the proposed method where the
Layer-1 agent optimizes for a restored network topology for the
distribution system.

A. Network Model

Let the power distribution network be modeled as an undi-
rected graphG = (V, E), the setV with cardinality |V |= n repre-
senting buses, and the set E with cardinality |E |= m representing
edges associated with the physical electrical lines. However, the
Layer-1 agent requires the SLEM model of the network, and
thus, Stage-I of the algorithm is solved using a reduced-order
network model [see Fig. 2(b)]. All buses within the sectionalizer
switch-delimited area are aggregated (represented as a single
equivalent node) and communicated to Layer-1 agent from the
corresponding Layer-2 agent. After the fault clearance, Stage-I
of the algorithm is initialized, where Layer-1 agent solves the
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Fig. 3. (a) Fault isolation for example network. (b) Stage-I: Layer-1 agent optimizes sectionalizer and tie-switch actions for reduced-order SLEM
network. (c) Stage-II: Layer-2 agents optimize load switch statuses for respective areas.

Stage-I Optimization Problem: Restored Network Topol-

ogy.

Maximize:

Maximize
∑

j∈Vt

∑

φ∈{a,b,c}
uj Pφ

Lj . (1)

Subject to:
1) Tree topology

∑

e∈Ec
δe ≤ |Ec| − 1, ∀e ∈ Ec. (2)

2) Connectivity constraints

ui = 1, ∀i ∈ Vt (3a)

δe ≤ ui, δe ≤ uj , ∀e ∈ Et (3b)

δe = 0, ∀e ∈ EFo (3c)

δe = 1, ∀e ∈ EFc. (3d)

3) Flow conservation
∑

e:(i,j)∈Et

δe P e = PLj +
∑

e:(j,k)∈Et

δe P e (4a)

∑

e:(i,j)∈Et

δe Qe = QLj +
∑

e:(j,k)∈Et

δe Qe (4b)

Pe ≤ Pmax
e , ∀e ∈ Efed (4c)

∑

∀e∈Efed

Pmax
e =

∑

i∈Vt

∑

φ∈{a,b,c}
ui Pφ

Li. (4d)

PLj , QLj : Aggregated three-phase load between two
switches.

MILP for a reduced-order graph Gt = (Vt, Et) and the cardinal-
ity |Vt| is equal to the number of healthy sections of the network
[see Fig. 3(a) and (b)].

B. Stage-I Problem Formulation

In Stage-I, the problem objective is to form a restored
tree/forest to supply all the loads in the grid after fault isolation.

Specifically, a graph-theoretic method is introduced to obtain
the optimal restored network topology. The integer variables
associated with the topological constraints are decided at this
stage to obtain the radially-operated optimal restored network
topology. The UA–DA relation between areas is also established
for the corresponding reconfigured network.

The objective is to maximize the amount of aggregated load
restored as defined in (1). Note that a binary variable (uj) is
associated with each healthy section of the reduced-order graph.
If multiple sources exist in the system (Feeders and/or DGs),
none of the SLEM nodes are energized using more than one
source to ensure a radial topology. Thus, any loop formation
in the network is avoided using constraint (2). All the healthy
sections of the feeder are energized in Stage-I as ensured by
(3a). Equation (3b) ensures that if a switch is closed, the buses
connecting a switch must be energized and belong to the same
source. Next, the faults and the open switches in the distribution
network are modeled using (3c). Note that any unknown status
of a tie-switch can also be modeled using (3c); a tie-switch
with unknown status will be treated as open and will not be
included as a decision variable in the reconfiguration problem.
On the other hand, some switches might be faulty, which are in
the closed state and are not controllable. The position of these
switching devices is fixed (treated as in the closed state), while
solving the optimization [see (3d)]. Furthermore, if any switch
fails to operate while implementing the restoration solution, then
the optimization problem needs to be rerun with the remaining
switches as a decision variable. The operational constraints, such
as the nodal voltage limit of the network, are disregarded at this
stage; but the power balance constraints are included as shown
in (4a) and (4b). Any node with at least one path that connects
it to one of the sources (Feeder/DG) becomes a part of the
reduced-order SLEM network [see Fig. 3(b)]. The feeder power
supply Pe, ∀e ∈ Efed is constrained using (4c). However, the
feeder power supply limit, Pmax

e , is relaxed at Stage-I to match
it with the total load requirements. Thus,

∑

Pmax
e represents the

total loads in the healthy sections of the feeder [see (4d)].
In addition, if DG islanding is necessary due to multiple faults

within the feeder, the problem is solved in a similar way where
all the DGs are connected to the substation node, representing
them as virtual feeders. Thus, each grid-forming DG represents
a virtual feeder in Gt. The flow capacity constraints on the
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virtual feeders are based on the ratio of power capacity of
respective DGs and the available feeder capacity, i.e., Pmax

e is
set proportional to the respective size of the DGs. Thus, the DG
power capacities dictate the size of the intentional islands that
can be supported in the restoration process. Specifically, let Gt

have a total load ofPtot and there arend numbers of grid forming
DGs in the network. Let

∑

Pfeeder be the actual total real power
supply available from healthy feeders. Then, the imposed power
capacity on a DG is given by

Pmax
e =

PDg,i

PDg,1 + · · ·+ PDg,nd
+
∑

Pfeeder
× Ptot. (5)

Similarly, the feeder capacity for any healthy feeder will also be
relaxed as

Pmax
e =

Pfeeder,i

PDg,1 + · · ·+ PDg,nd
+
∑

Pfeeder
× Ptot. (6)

As shown in (1)–(4), the optimization problem is an MILP that
ensures all the nodes in the healthy section of a distribution
system are energized using one or multiple sources.

IV. STAGE-II: OPTIMIZE FOR NETWORK OPERATIONS

Stage-I provides the radial restored network or the reconfig-
ured radial distribution system capable of supplying all the loads
in the healthy sections of the grid after isolating the faulted zone.
Once a restored network is determined, optimal operations of
load switches in each area are solved separately by respective
distributed agents. The distributed agents for each area interact
with their immediate neighbors and run consensus updates to
reach the final optimal solution. The consensus is contingent
upon the satisfaction of the network’s power flow and operat-
ing constraints to an operationally feasible restored network.
These agents solve a distributed optimization problem using
peer-to-peer communication with their immediate neighbors.
Each area solves the local optimization problem and then ex-
changes a minimum set of information among its neighbors and
achieves a consensus on the boundary variables over multiple
macro-iterations.

The detailed algorithm for the Stage-II is discussed using:
1) the network model and problem formulation for the second
stage; 2) the approximations taken by distributed agents; and 3)
algorithm executed by Layer-2 distributed controllers.

A. Network Model & Problem Formulation

A distributed agent has the visibility of their regional/partial
network. We denote Earea and Varea as the set of lines and buses
in the regional/partial network available to distributed agents,
respectively. The shared bus with UA is assumed as the slack
bus, and the DAs are replaced with lumped loads. The local
optimization problem solved by the distributed agents at the
second stage is defined in Problem (D1). Here, constraint (8)
represents the model for the switch variables. If the bus i is∈ VS ,
then the load at bus i can be energized, deenergized, or partially
energized. Equation (9) represents the approximated power-flow
equations, which is a linearized branch-flow model for the un-
balanced distribution system. Constraint (10) models the voltage

Fig. 4. Stage-II: Communication among distributed agents.

regulators in the network. The constraints for capacitors and
operational limits are described by (11)–(15). The load pick-op
variables/switches are set as binary variables, i.e., si ∈ {0, 1} for
all loads in the network. However, those approximated lumped
loads - that are used to estimate DAs, have a continuous switch
variable, bounded from 0 to 1, i.e., si = [0, 1]. We assume that
the associated switches are capable of operating at any value
between 0 and 1 to assess what percentage of load can be
supplied by an area to its DAs after optimizing the local area.
The distributed optimization algorithm for Stage-II is described
next.

B. Distributed Optimization for Service Restoration

The radial tree given by Stage-I dictates the data sharing
among agents. Each area has a unique upstream parent region
and/or downstream children areas. Layer-2 agents at UA com-
putes the shared node voltages after solving the local OPF and
sends that variable to respective DA’s Layer-2 agent. These
Layer-2 agents at DA model the shared node with UA as a fixed
voltage source for its computation. Thus, while solving (D1)
in its switch-delimited area, agents approximate the upstream
network with a fixed voltage source. Likewise, DA’s Layer-2
agent computes and shares the required power for their switch-
delimited areas with their unique UA by solving corresponding
(D1) problem. Using that power, the DAs are approximated as
fixed aggregated loads for the regional OPF. Besides the com-
puted shared node voltage, UA also shares the amount of load
it can supply without violating the network constraints. After
several rounds of information exchange among Layer-2 agents
of neighboring areas, the distributed agents reach a consensus
on the boundary bus variables and then dispatches the decision
variables in respective areas that are executed by Layer-3 agents.

This is further elaborated using an example. Lets assume a
small segment of the network containing Areas A,B, and C
(Fig. 4). Let C be the jth DA of Area B. Also, Area B shares
the boundary node n with A, and node mj with its jth child
AreaC. We denote any edge ewith received end bus number, i.e.,
Pn + jQn andPmj

+ jQmj
as the three-phase complex power

flow, that can be delivered by Areas A and B to bus n and mj ,
respectively, upon solving OPF for respective areas. Pn + jQn

and Pmj
+ jQmj

are used as a power supply constraint for
Areas B and C, respectively. Similarly, subscript {2, C} for
P,Q indicates the branch flow from the approximated slack
node, computed by Area C. This is the required power for
given constraints in the respective area. The squared magnitude
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Stage-II Optimization Problem: Local OPF Subproblem

(D1).

Maximize:
∑

i∈VS

∑

φ∈{a,b,c}
si wiP

φ
Li. (7)

Subject to:

si ≤ vi, ∀i ∈ VS (8a)

si = vi, ∀i ∈ Varea\VS (8b)
∑

e:(i,j)∈E
P e = sj PLj +

∑

e:(j,i)∈E
P e (9a)

∑

e:(i,j)∈E
Qe = sj QLj +

∑

e:(j,i)∈E
Qe (9b)

U i −U j = 2
(

r̃eP e + x̃eQe

)

, ∀e ∈ Earea\(ES ∪ ER)
(10a)

V φ
j = aφV

φ
i , (10b)

U j = AφU i, ∀e : (i, j) ∈ ER (10c)

qφcap,i = ucap, i
φqrated

cap,i, φU
φ
i (11)

viU
min ≤ U i ≤ viU

max, ∀i ∈ Varea (12)

(P e)
2 + (Qe)

2 ≤
(

Srated
e

)2
, ∀e ∈ Earea\ES (13)

−
√

3 (P e + Se) ≤ Qe ≤ −
√

3(P e − Se), ∀e ∈ Earea\ES
(14a)

−
√

3/2Se ≤ Qe ≤
√

3/2 Se, ∀e ∈ Earea\ES (14b)
√

3 (P e − Se) ≤ Qe ≤
√

3 (P e + Se), ∀e ∈ Earea\ES
(14c)

Pe ≤ Pe
max, ∀e ∈ Efed. (15)

r̃e = Real{ααH} ⊗ re + Im{ααH} ⊗ xe, x̃e =
Real{ααH} ⊗ xe + Im{ααH} ⊗ re, α =

[1 e−j2π/3 ej2π/3]T , Se = Srated
e

√

2π/6
sin(2π/6) ;

aφ =
∑32

i=1 bi utap, i
φ— turn ratio of a voltage regulator;

utap, i
φ— a binary variable defined for each step

position, i.e.,
∑32

i=1 utap, i
φ = 1; bi is an incremental

voltage value for each tap bi ∈ {0.9, 0.90625, . . ., 1.1};
and Aφ is the square of (aφ).

of three-phase voltages at node n and mj are represented by
U = |V|2 with respective subscripts. In Stage-II, Layer-2 agent
of Area A computes the optimal voltage of shared node n, Un;
and Area B assumes a fixed voltage source at node n with
that voltage value of Un, to approximate the whole upstream
network. Again, Area B approximates the whole downstream
network with aggregated loads of P2,C +Q2,C , for all child
AreaC. The active power-flow restriction for AreaB, computed
by the Layer-2 agent of Area A is Pn. Then, the Layer-2 agent

Algorithm 1: Stage-II – Distributed Optimization for
Restoration.

Area : For Area B
Iteration Count : k
Receive : {U(k−1)

n , Pn
(k−1)} ∈ R

6 from UA &

{P (k−1)
2,c , Q

(k−1)
2,c } ∈ R

6 from C DA

Transmit :{P (k)
2,B , Q

(k)
2,B} ∈ R

6 to UA and

{U(k)
mj , P

(k)
mj }∈R

6 to jth DA (AreaC)
Steps :

1: If: k = 1, Area B assumes boundary variables to
nominal values

2: Else: At iteration count k, Area B receives boundary
variables from UA and DAs

3: Area B assumes a fixed voltage Us = U
(k−1)
n at

approximated slack node

4: Area B assumes aggregated load PLmj
= P

(k−1)
2,c and

QLmj
= Q

(k−1)
2,c at node mj

5: Area B assumes a limited power supply of

Pmax
e = P

(k−1)
n from its approximated slack node

6: Solves the OPF problem (D1)

7: Exchange the computed shared boundary variables
(Fig. 4)

8: Check residual of boundary variable with parent and

each j child areas: Rj = |U(k−1)
mj −U

(k)
mj |,

Rp = |U(k−1)
n −U

(k)
n |

9: Calculate error: ε = max(Rj ,Rp)
10: If: ε ≤ tolerance, then stop iteration for Area B and

dispatch decision variables
11: Else: Increase iteration count k ← k + 1 & go to step

(1)

of Area B solves local (D1) OPF and shares corresponding
variables with neighbors. Please note that area B has multiple
children areas, but for simplicity, we are discussing for any jth
child area here. Algorithm 1 describes the Stage-II for any Area
B of the network.

V. SIMULATION RESULTS AND DISCUSSIONS

The proposed LADAR architecture is thoroughly validated
using a synthetic 25-node system (TS-1) and a modified four-
feeder system using the Pacific Northwest National Laboratories
(PNNL) R3-12_47-2 test system (TS-2) developed in [22] and
[23]. All experiments were simulated in MATLAB 2018b on a
desktop machine with 8 GB memory and Core i7-8700 CPU
@3.2 GHz. The MILP problems in both centralized optimal
power flow (C-OPF) and LADAR models are solved using
IBM CPLEX. Here, TS-1 is used to explain the proposed al-
gorithm using a small test system. TS-2 with 1069 three-phase
buses is used to validate the proposed distributed algorithm’s
applicability and scalability for larger distribution systems. It
is assumed that the test systems are already decomposed at the
corresponding sectionalizer switch level and comprised multiple
areas [see Figs. 5(a) and 6(b)]. TS-1 is comprised four areas
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Fig. 5. (a) TS-1. (b) Fault Scenario 1 (FS-1). (c) Fault Scenarios 2 and 3 (FS-2, FS-3). (d) Optimal sectionalizer & tie-switch actions to form DG
islands.

Fig. 6. TS-2 with area decomposition shown in a single feeder. (a) Modified 4 feeder PNNL R3-12_47-2 test system. (b) Area decomposition of
single feeder (TS-2).

TABLE I
FAULT SCENARIOS

[see Fig. 5(a)] and a single feeder of TS-2 is comprised 11 areas
[see Fig. 6(b)]. Thus, the entire TS-2 is comprised 44 areas. All
the fault scenarios have been shown in Table I. The proposed
approach is also compared against an equivalent C-OPF model
for distribution system restoration problem [4].

A. TS-1: Synthetic 25-Node System

In this section, we present the simulated results for the
proposed method for different fault scenarios for TS-1. The
synthetic 25-node three-phase test system has total connected
three-phase loads of 360 kW.

1) Fault Scenario 1: In the normal operating condition, TS-
1 has two open tie-switches and four closed sectionalizing
switches. For FS-1, the fault occurs in a line between nodes
12–14, and we assumed that the feeders could supply 92 kW of
power per phase. The first stage of the method finds the restored
network after isolating the faulted area A4 by opening the fault-
clearing switches. The tie-switch statuses between nodes 2–19,
12–14, and 11–24 is open while sectionalizing switch between
nodes 8–10 is closed. Fig. 5(b) shows the restored network after
Stage-I is complete by ADMS.

At Stage-II, the Layer-2 agents optimize for the load switches
within their respective areas by solving the distributed optimiza-
tion problem detailed in Section V. The number of communica-
tion rounds among the neighboring distributed agents are defined
as the macro-iterations. After consensus at the boundary, the
optimal load switch statuses are enacted by respective distributed
agents. The results of Stage-II are shown in Table II. From the
table, we can see that the solution of distributed agents is compa-
rable to the centralized solutions. Within four macro-iterations,
the proposed method reaches convergence to supply 261 kW of
total power, which is close to the C-OPF solution of 275 kW.

2) Fault Scenarios 2 and 3: Here, we assume a fault at
the substation, requiring DGs to intentionally island to supply
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TABLE II
C-OPF VERSUS LADAR

Fig. 7. Comparison of C-OPF and LADAR in each phase.

critical loads. There are two grid-forming DGs in the network
located at nodes 9 and 22. After the fault isolation, the Layer-1
agent executes the Stage-I algorithm to form the DG islands by
opening sectionalizing switch between nodes 8–10 and closing
the tie-switch between nodes 11–24 [see Fig. 5(d)]. The tie-
switch between nodes 2–19 remains open. Note that FS-2 and
FS-3 differ in the generation limit of DGs in the network.

Both in FS-2 and FS-3, similar to FS-1, after the islands are
formed, distributed agents of areas A2, A3, and A4 execute
Stage-II of the algorithm. The distributed agents converge to
the same boundary variables for the shared buses and dispatch
the optimal load switch actions. Since area A1 formed an island
itself, the corresponding agent does not communicate with other
Layer-2 agents. For the DG islanding cases, the LADAR also
attains a solution that is closer to C-OPF. Table II shows that
the distributed agents agree on all the boundaries after three
macro-iterations to supply a total of 281 kW of loads. Here, the
maximum DG generation was set to 288 kW. The central solution
is able to supply 287 kW. Note that the time required for LADAR
is less than the C-OPF computation time. The comparison of
active power loads for the LADAR and C-OPF method has
been shown in Fig. 7. As can be observed, in FS-2, the limit of
active power supply per phase was 108 kW. C-OPF can supply
107.5, 106.1, and 107.1 kW in phases a, b, and c, respectively,
while LADAR can supply 105.1, 104, and 105.1 kW of loads.
Due to the lack of complete visibility, distributed agents can
switch OFF bigger loads in contrast with C-OPF solutions.

B. TS-2: Four Feeder PNNL R3-12.47-2 System

This section demonstrates the efficacy and scalability of the
proposed scheme using a large three-phase TS-2 system with
1069 buses. We present and compare the simulated result for

four different fault scenarios. The simulated results are com-
pared with the solutions of C-OPF to validate the developed
DSR scheme. Note that some loads in TS-2 are considered
critical loads, and for all the cases, these loads are supported
by grid/DGs.

1) Fault Scenarios 4 and 5: The normal operating scenario
for TS-2 is shown in Fig. 6. For FS-3 and FS-4, the fault
occurs at a line between switch 245–241 of the last feeder as
depicted in Fig. 8(a). In FS-4, it is assumed that the grid can
supply 16.2 MW of power, while for FS-5, 14.4 MW of active
power supply has been considered. Stage-I obtains the optimal
restored network by reconfiguring the network by closing four
tie-switches [see Fig. 8(a)]. The faulted line is isolated and
the reconfigured network can supply power to the system. The
proposed restoration method scales well for large systems. From
Table II, we see that LADAR only takes nine macro-iterations
and can supply 15.8 MW of power for FS-4, while the C-OPF can
supply 16.2 MW. Due to parallel computation, LADAR takes a
significantly less time to converge.

2) Fault Scenarios 6 and 7: We also demonstrate DG island-
ing cases for the large-scale distribution system. In FS-6 and
FS-7, multiple faults at the substation and other locations are
simulated, representing an extreme event. For FS-6 and FS-7, we
assume that the DGs generated a total active power of 9.45 MW
and 8.4 MW, respectively. As the network has four grid-forming
DGs, four islands are formed [see Fig. 8(b)]. DG located at the
first feeder can supply active power to a part of feeders 2 and
3. DGs at feeders 2 and 3 form islands and supply local loads
only. DG at feeder 4 supplies load to a small part of the feeder 1.
The optimal solution is then compared with the solutions with
the C-OPF solutions. While C-OPF can supply 8.4 MW of load
for FS-7, LADAR can support 8.1 MW of loads. For all the
simulated scenarios, the power supply is restored to the critical
loads.

VI. DISCUSSIONS

A. Effect on Reliability Indices

The reliability indices such as System Average Interruption
Duration Index, Customer Minutes of Interruptions, and Cus-
tomer Average Interruption Duration Index depend on restora-
tion time after the fault has occurred. To evaluate these indices,
the total duration and frequency of outages for a feeder should be
evaluated for a given period of time, e.g., a year. Furthermore, the
evaluation of these indices becomes more challenging when dis-
tribution automation with remote-controlled switches and self-
healing system is in place [24]. The restoration implementation
uses a sequence of switching operations to restore interrupted
customers and the restoration time of different customers can be
different [25]. In what follows, we describe how the proposed
approach can help utilities to improve their reliability indices.

This article aims to enable a distributed decision-making
framework to support the bottom-up restoration of the distri-
bution grid using all available resources, including distributed
generation, while only requiring regional awareness and lim-
ited communications with neighboring connected regions. It
is demonstrated that the proposed approach is efficient and
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Fig. 8. Restoration results with and without DGs. Different color indicates the feeder reach for loads. (a) Circuit reconfiguration for FS-4, 5.
(b) Circuit reconfiguration and DG islanding for FS-6, 7.

scalable as compared to the traditional centralized optimization
methods. More specifically, the proposed distributed approach
will generate a sequence of control actions that optimally co-
ordinate feeder reconfiguration and DG islanding to restore the
maximum distribution loads. Therefore, with the execution of
the restoration solution generated by the proposed approach, the
utility companies can quickly restore the faulted feeders that can
help significantly improve the reliability indices.

B. Layered Coordination Architecture

1) Suitability to Modern Distribution Grid Control Environ-

ment: Power distribution systems are envisioned to evolve in
complexity and scale over time as the “richness” of systems
functionality increases, thus making the coordination and con-
trol of different resources such as distributed energy resources
(DERs), intelligent devices, and agents, challenging. This calls
for a new architectural approach that includes digital processing,
analytics, and control software at many locations in and along
the power grid infrastructure to enhance flexibility in grid au-
tomation and implement control actions across tens of millions
of end points. Towards this goal, the United States Department
of Energy, through the Grid Modernization Initiative, has driven
extensive research in the area of grid architecture to provide
a foundation for meeting the evolving needs of distribution
planning and control [26]–[30]. An example of such an effort
is to address the increasing dynamics and complexity of the
grid using decentralized and distributed approaches; laminar
coordination framework described in [9] follows a distributed
system approach for grid control. We adopted the laminar con-
trol architecture in the restoration problem as this framework
increases operational flexibility by coordinating centralized and
distributed control systems [11]. In future, the proposed dis-
tributed restoration algorithm can be hosted in an open-source,
standards-based application development platform, GridAPPS-
D, developed at the Pacific Northwest National Laboratory [10]

and this can serve as a foundation for accelerating the develop-
ment and field implementations of such distributed approaches.

2) Cost-Benefit Analysis: The centralized paradigm is com-
putationally expensive and usually has lower cost for basic
system functions. However, it can be expensive to expand and
include advanced functions after initial deployment due to lack
of interoperability; when a new device/resource is connected to
a network, the control algorithms of a central controller need to
be updated. In contrast, the distributed controls provide greater
interoperability and have the potential to be computationally
superior and respect privacy of data and measurements [5].
While the initial cost of distributed controls can be higher, they
can be lower to accommodate future changes while meeting
the added need for resilience and scalability [11]. Furthermore,
the centralized operational paradigm is highly dependent on po-
tentially long communication links and require communicating
with all devices, which can require significant bandwidth [26].

In model-based restoration problem, obtaining high gran-
ularity situational awareness (identifying activated protected
device or network connectivity and outaged load information) is
critical to provide a quick restoration plan [31]. While intelligent
devices such as advanced metering infrastructure (AMI) and
telemetered sensors are deployed in feeders, the information
from these devices can be missing or delayed at the centralized
controller due to limitations of communication systems, and can
compromise system resilience because of delay in the restoration
process [32]. In such cases, the proposed layered architecture
can coordinate the grid’s controllable assets in different layers
of agents to support critical services and achieve network-level
objectives without the need for an expensive communication and
data-processing infrastructure.

VII. CONCLUSION

This article proposed a novel layered architecture for in-
formation sharing and distribution system optimization to
achieve near-optimal solutions for nonconvex OPF problems for
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safety-critical applications such as restoration. The proposed
architecture was extended to include a hybrid restoration al-
gorithm with intentional islanding to support critical loads that
leverage federated information from distributed agents to enable
autonomy and resilience but maintain system reliability using
central control of feeder-level switches. A two-stage approach
was proposed, where Stage-I solves a centralized MILP problem
to determine optimal restored topology using the switch-level
equivalent model, and Stage-II determines granular controls
for the respective switch-delimited area using distributed opti-
mization enabled by peer-to-peer communication. The proposed
approach was demonstrated using a large-scale three-phase
multifeeder distribution system with and without intentional
islanding. The solution quality and computational requirements
of the proposed layered architecture were compared with an
equivalent centralized optimization problem. It was shown that
the proposed framework achieves near-optimal solutions for all
test scenarios, while reducing the computational requirements at
a single agent. Compared to a centralized operational paradigm,
the added cost and complexity of layered control architecture
were justified by the added resilience to single-point failures,
reduced situational awareness requirements, and enabling au-
tonomy using distributed algorithms. Thus, with a move toward
a more distributed and decentralized decision-making paradigm
in the active power distribution systems, the use of the proposed
layered architecture will be crucial to coordinating numerous
dispersed and possibly privately owned decision-making agents.
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