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ABSTRACT

Recent advances in self-supervised speech models have shown sig-
nificant improvement in many downstream tasks. However, these
models predominantly centered on frame-level training objectives,
which can fall short in spoken language understanding tasks that re-
quire semantic comprehension. Existing works often rely on addi-
tional speech-text data as intermediate targets, which is costly in the
real-world setting. To address this challenge, we propose Pseudo-
Word HuBERT (PW-HuBERT), a framework that integrates pseudo
word-level targets into the training process, where the targets are de-
rived from a visually-ground speech model, notably eliminating the
need for speech-text paired data. Our experimental results on four
spoken language understanding (SLU) benchmarks suggest the su-
periority of our model in capturing semantic information.

Index Terms— Self-supervised learning, spoken language un-
derstanding, word segmentation, visual grounding

1. INTRODUCTION

Traditional supervised learning methods demand a substantial
amount of labeled data, which is challenging to acquire in real-
world scenarios, especially in speech processing. Recent research
[1] has shifted the focus to self-supervised learning (SSL), which
pre-trained an upstream model with unlabeled data to obtain the
representations. These representations are subsequently leveraged
to train downstream models for tasks with only a limited amount of
labeled data.

One branch of SSL study [2] on speech is visually-grounded
speech (VGS) models, where the models are trained with speech-
image paired data to boost semantic information. VGS models have
shown success in a wide range of tasks such as speech recognition
[31 4], speech generation [5], syllable and word discovery [6} 7, 8],
keyword localization [9], and speech-image retrieval [10} 11} 11213}
14]. The recently proposed VG-HuBERT [8] is a VGS model that
reaches state-of-the-art on the word segmentation task. For a given
unlabeled utterance, a simple threshold is applied to the Transformer
layer’s attention weights to predict word segments. A K-Means clus-
tering algorithm is further applied for segment categorization. Al-
though VG-HuBERT has been shown to contain rich word boundary
information in its representation [7], our experimental results show
its limited performance on general SLU tasks.

While recent state-of-the-art SSL speech models [15 [16]
achieve remarkable performance on various downstream tasks, it
is worth noting that their training objectives are primarily frame-
level. However, this may pose a challenge for SLU tasks, as such
tasks often require more coarse-grained, word-level information.

* Equal contribution.

To alleviate the issue, previous works introduce a framework com-
prised of an acoustic speech recognition (ASR) model and a natural
language understanding (NLU) model. However, such an approach
often requires paired transcripts, which are expensive to obtain. A
recent work [17]] proposes a textless approach that utilizes discrete
units as intermediate targets to overcome the limitation. Notably,
this method is specifically tailored for downstream models.

In this paper, we investigate the question of capturing semantic
information in self-supervised speech models. We propose Pseudo-
Word HuBERT (PW-HuBERT), a self-supervised model that is
trained with pseudo word-level targets. In particular, we lever-
age word boundaries from word-segmentation models to generate
pseudo word-level targets and apply them to HuBERT [15] pre-
training. Our motivation is that word boundaries can aid foundation
models in understanding the relationships between tokens within the
same word. In contrast to the original HuBERT, where each target
is independently assigned based on a fixed frequency, thus lacking
contextual association.

We introduce two different architectures: single and hierarchi-
cal. The architecture of our single PW-HuBERT is similar to Hu-
BERT. We add two extra transformer layers to predict the pseudo
word-level targets generated from VG-HuBERT [8]. For the hier-
archical PW-HuBERT, we apply the original HuBERT pretraining
objective as an additional frame-level loss to further guide the train-
ing process. We evaluate our models on multiple SLU benchmarks
and downstream tasks, including SLUE, SLUE Phase-2, SNIPS, and
ZeroSpeech 2021 semantics, showing great improvement in the ex-
perimental results.

Our contributions can be summarized as follows:

e We are the first work to leverage an unsupervised word dis-
covery model for speech SSL model pre-training.

* We demonstrate the benefits of joint training with frame-level
and word-level units for capturing semantic information.

2. METHOD

2.1. Preliminaries

Hidden-unit BERT (HuBERT) [15]. HuBERT is a self-supervised
model that simulates masked language modeling, where their targets
are generated by clustering on acoustic features to provide frame-
level supervision. HUBERT produces good feature representations
for speech downstream tasks. In this paper, we use HuBERT-Base
as our backbone model, which includes a CNN feature extractor and
12 transformer layers.

Visually-grounded HuBERT (VG-HuBERT) [8]. VG-HuBERT
is trained with a generic image-speech contrastive loss, which ex-
hibits state-of-the-art word discovery capabilities by applying a bi-
nary threshold to the self-attention map.
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Fig. 1: Overview of pseudo word-level target generation and PW-HuBERT models. (a) With the word segmentations from VG-HuBERT [8],
we apply mean-pooling on the representations within the same segment. A K-means model is used to predict the cluster ID of each segment,
which is then duplicated to match the length of the corresponding segment. (b) The HuBERT weights are frozen, and the features from each
layer are passed to a learnable weighted sum layer to get the final representation. The representation is then passed to another two transformer
layers to predict pseudo word-level targets. (c) Hierarchical PW-HuBERT predicts frame-level targets at the 12" layer and predicts pseudo

word-level targets at the 14" layer.

2.2. Word-Boundary and Pseudo Target Generation

In this section, we demonstrate our utilization of unsupervised word
segmentation to generate pseudo word-level targets. Specifically, we
leverage the state-of-the-art method VG-HuBERT for word discov-
ery. It is worth highlighting that this approach can potentially be
extended to various unsupervised word segmentation methods.

Fig. illustrates the process of generating pseudo word-
level targets. Given a speech utterance X = [x1,...,X7] of
T frames, we first apply VG-HuBERT to generate the feature
sequence Z = [z1,...,z7] and the attention boundaries B =
[(s1,e1),--., (Su,eu)], where u is the number of segments. Fol-
lowing the previous work [8]], we do not directly use the attention
segments as they tend to be narrower than the actual word segments.
Instead, we use the midpoints between the adjacent attention bound-
aries as our pseudo word boundaries B’ = [(s1,¢€1), - -, (s, eu)],
where s, = “=17% and ¢} = E“L% (The first and the last stay
the same: s| = s1,¢€l, = eu)

We then apply mean pooling on features within the same seg-
ment to construct the pseudo word features = [Wi,...,Wu],
where w; = mean(zs,, ..., 2, ). After that, We run the K-means
clustering algorithm on W and assign cluster ID z; to each w;. In
order to match the sequence length 7" of the input speech utterance,
we simply duplicate each cluster ID to its corresponding length. e.g.
the cluster ID for w; will be duplicated e; — s; + 1 times. Lastly,
we concatenate all the cluster IDs and form the pseudo word-level
target sequence Z' = [z}, ..., z7]

2.3. Single PW-HuBERT

To distill word-level information in the HuBERT model, we pro-
pose Single PW-HuBERT illustrated in Fig. Specifically, we
weighted-sum the representations in each layer of HuBERT (same

INote that it does not necessarily map to real words; instead, it represents
higher-level features compared to the original HuBERT.

as [[12,118])) and feed it into two additional learnable transformer lay-
ers to learn the word level semantics. The HuBERT model is frozen
to reduce computational cost and increase the training stability.

Following the training procedure of HuBERT, we define X
as the masked version of input speech sequence X and M as the
masked indices generated randomly, where embeddings of X at
timestep ¢ € M are replaced with mask embedding. Our model
f has to reconstruct X from X by predicting probability f(-|X, )
over each masked timestep. We then calculate cross-entropy loss
between target tokens Z’ generated in section @ and the model’s
prediction as Ly, which is defined as:

Low = log f(z|X, 1) e

teM

Following the original HuBERT [[15]], we only calculate the loss on
masked segments to be more resilient.

Overall, to retain the performance of HuBERT while incorporat-
ing word-level targets into the training objective to capture semantic
information, we follow the pre-training convention [[12}|18] to freeze
HuBERT layers, and pre-trained two more layers on top of it with
pseudo-word labels.

2.4. Hierarchical PW-HuBERT

To further explore the synergy between phone-level units (i.e. Hu-
BERT units) and word-level units (i.e. pseudo units from section@)
in SSL pre-training, we propose Hierarchical PW-HuBERT to unify
the two training objectives illustrated in Fig. The architecture
of Hierarchical PW-HuBERT is similar to Single PW-HuBERT. We
add two extra transformer layers after HuBERT-Base model. Com-
pared with Single PW-HuBERT, we omit the weighted-sum layer
and unfreeze the HuBERT model in Hierarchical PW-HuBERT.
Prior work [19] has demonstrated that higher-level information
usually exists in deeper layers. Therefore, we inject objectives of
different granularity on different layers. Specifically, the model aims
to predict frame-level targets on the 12" layer and word-level targets



Table 1: Performance of different models on SLUE, SLUE-2, ZeroSpeech 2021 semantics track, and SNIPS. T indicates that the model is

trained with a similar task setup to ZeroSpeech semantics.

Dataset SLUE SLUE Phase-2 SNIPS ZeroSpeech 2021 semantics

SA NER NEL SF IC librispeech synthetic

Metric ‘ F11 F1/Label F11 ‘ Frame F1 / Word F1 1 ‘ F11 ‘ Similarity Judgement 1
HuBERT [15] 45.27 51.6/64.8 57.541/61.14 88.16 98.57 5.71 6.79
HuBERT14 44.54 51/66.8 58.43/61.84 88.18  98.71 5.11 6.63
VG-HuBERT [8] 45.1 41.4/523 47.11/51.52 84.98 98.42 8.42" 9.97"
Single PW-HuBERT 48.7 52.5/67.3 59.44/63.51 88.32 98.44 5.16 6.88
Hierarchical PW-HuBERT | 49.06 55.3/68.6 61.28 / 65.55 88.25 98.85 6.55 9.02

on the 14" layer, which aligns with the information scope of these
layers.

Similar to Single PW-HuBERT, the pseudo word-level targets
Z' are used to calculate L. Furthermore, we keep the original
training loss in HuBERT [15] as frame-level objective Lframe. The
overall training loss L is the combination of L and Lerame:

L= pr + )\Acframe (2)

where A is a hyper-parameter. It’s worth mentioning that the masked
positions in Lpw and Leame are generated independently to increase
the diversity of training input.

3. EXPERIMENT
3.1. Datasets

To evaluate whether our model has a better understanding of higher
level understanding of spoken languages, we run our models on a
wide range of spoken language understanding benchmarks, includ-
ing SLUE [20], SLUE Phase-2 [21], SNIPS [22]], and ZeroSpeech
2021 [23].

SLUE is a benchmark for Spoken Language Understanding (SLU)
evaluation on natural speech, which contains three tasks: senti-
ment analysis (SA), named entity recognition (NER), and automatic
speech recognition (ASR). In this paper, we only focus on the SLU
tasks: SA and NER. SA aims to classify the sentiment of a speech
utterance as having negative, neutral, or positive sentiment, and the
metric employed is macro-averaged F1 score. NER involves pre-
dicting the name entities and their corresponding types in a given
speech sequence. The metrics involve F1 and Label F1, which eval-
uate entities and corresponding types respectively. Label F1 is useful
to understand model accuracy despite the possible misspelling and
segmentation errors in speech-to-text conversion.

SLUE Phase-2 is a complement of SLUE, which introduces four
additional SLU tasks. We only evaluate on the named entity local-
ization (NEL) task as the codebase and datasets of other tasks have
not been published yet. The goal of NEL is to locate the position of
named entities in the audio by predicting their start and end times.
The task evaluates performance via frame F1 and word F1 scores
based on the overlap between the predicted and ground truth time
segments. We follow the official training set and evaluate on the de-
velopment set for both SLUE and SLUE Phase-2, since the test sets
are not publicly accessible.

ZeroSpeech 2021 is a benchmark designed to evaluate the model’s
performance on different linguistic levels, and we evaluate on the
semantics task. Given pairs of spoken words, the task is to predict
the similarity for each word pair and compare the correlation score
between model prediction and human judgment.

SNIPS includes a collection of speech utterances along with corre-
sponding annotations for slots and intents. We evaluate on the slot

filling (SF) and intent classification (IC) tasks. SF aims to locate and
classify entities within the input data. IC involves determining the
user’s intention given the speech utterance. For both tasks, we use
F1 as the metric.

For SLUE, SLUE Phase-2, and SNIPS, we evaluate the tasks
with SLUE toolki For ZeroSpeech 2021 semantics, we follow the
instruction of ZeroSpeech2021 challeng to get the results.

3.2. Baselines

We compare our models with 3 different baselines: HuBERT [15]],
VG-HuBERT [8], and a 14-layer variant of HuBERT - HuBERT 4.
To investigate whether the improvement of our model comes from
pseudo word-level targets rather than additional parameters, we add
an extra baseline of a 14-layer HUuBERT on all tasks. Specifically,
the training procedure is the same as the original HuBERT but with
14 transformer layers.

3.3. Implementation Details

For pseudo word-level target generation, we apply a threshold of
0.8 to the attention weights of layer 9 from VG—HuBERTSE] on Lib-
riSpeech 100hr to get the word boundaries for our training dataset.
Each target ID is obtained from running K-means clustering with
4096 clusters on the features extracted from the VG-HuBERT model
and mean-pooled within the boundary. For frame-level target gen-
eration, we follow the same procedure of HuBERT [15] to get the
labels by applying the K-means algorithm on the 6th transformer
layer from the previous iteration model.

As for the training configuration, the total training steps of Sin-
gle PW-HuBERT and Hierarchical PW-HuBERT are 500k steps on a
single GPU and 125k steps on 4 GPUs respectively. We apply a lin-
ear scheduler with warmup steps of 32k and a peak learning rate of
le-4. The two additional transformer layers are randomly initialized
and have the same dimensions as the previous layers.

4. RESULTS AND ANALYSIS

4.1. Main Results

Table [1] provides an overview of our experimental results. We can
observe that both Single and Hierarchical PW-HuBERT show sig-
nificant improvement over baseline models in SLUE and SLUE
Phase-2, indicating the effectiveness of leveraging pseudo word-
level targets. In SNIPS, the hierarchical PW-HuBERT consistently

Zhttps://github.com/asappresearch/slue-toolkit

3https://zerospeech.com/challenge_archive/2021/04_instructions

4VG-HuBERT,; refers to reinitializing the weights of the last z trans-
former layers.
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Table 2: The comparison with oracle setting, where we replace attention midpoint boundary with ground truth boundary and replace ID

generated from clustering with ID from the BERT tokenizer.

. SLUE SLUE 2 SNIPS
Architecture Boundary Target ID SA NER NEL SF
HuBERT | frame cluster | 4527 51.6/64.8 | 57.54/61.14 | 88.2
ground truth word ID | 47.23 50.5/63.7 | 555/57.46 87.4
Hierarchical ground truth cluster 4449 56.6/70.8 | 61.5/66.40 88
attention midpoint cluster 49.06 55.3/68.6 | 61.28/65.55 88.3

improves on both SF and IC task, although the improvements are rel-
atively modest. In ZeroSpeech 2021 Semantics, the hierarchical PW-
HuBERT yields better performance than HuBERT and HuBERT 14
on both librispeech and synthetic subsets, which demonstrates our
model has a better ability to capture semantic information. While
our models exhibit lower performance than VG-HuBERT on both
subsets, it is worth considering that VG-HuBERT has a similar
training setup to ZeroSpeech semantics task, which calculates the
similarities between embeddings. While this setup shows advan-
tages on ZeroSpeech semantics task, it can be observed that it has
a negative impact on general SLU tasks, including SLUE, SLUE
Phase-2, and SNIPS.

Overall, our models’ superior performance on SLUE, SLUE
Phase-2, and SNIPS demonstrates their effectiveness in SLU down-
stream tasks. Furthermore, our improvements on ZeroSpeech 2021
semantics indicate the richness of word-level information within our
pre-trained representations.

4.2. Comparison with Oracle Setting

In this section, we discuss the effect of introducing ground truth
word boundary and word token ID into our model architecture. To do
so, we have two different settings, one is to directly replace the word
boundary generated from VG-HuBERT with ground truth boundary
and run K-means clustering as before, and the other is not only to
substitute word boundary but also skip the clustering method by as-
signing word ID from the BERT tokenizer to each token. Notice
that under these two settings, the model has to predict IDs in 4096
and around 30000 different labels respectively. For these two exper-
iments, we employ the same hyper-parameters and model architec-
ture as the Hierarchical PW-HuBERT model.

As shown in Table [2| the improvement of using ground truth
boundary is limited and unstable. We hypothesize that utilizing
boundaries from attention weights provides the model with more
precise locations to focus on. This is attributed to the attention-
midpoint boundary typically narrower than the ground truth, con-
sequently contracting more useful information for both K-means
clustering and our model. Our findings contradict with [24], who
show that LSTM models with boundaries predicted by DP-Parse
or gold boundaries perform worse than LSTM models without any
boundarie We think the disparity arises from the usage of word
boundaries. Specifically, we aggregate the information within the
word boundaries, whereas [24] simply adds a (SPACE) token be-
tween words.

As for the worse performance on oracle boundaries and oracle
word IDs, we suppose that IDs from clustering results have more
semantic relations between each ID entry than ground truth IDs.

SWe consider models training with phone unit from table 5 of [24], as it
is similar to our setting.

4.3. Ablation Studies
4.3.1. The Effect of Frame-level Targets

We investigate the effect of incorporating frame-level targets with
pseudo word-level targets. We conduct an analysis between Hier-
archical PW-HuBERT and its counterpart without frame-level tar-
gets. The latter setting is equivalent to Single PW-HuBERT but the
weighted-sum layer is omitted and the HuBERT weight is unfrozen.

The results in Table [é] show that the performance consistently
improves on almost all datasets when integrating frame-level tar-
gets. This suggests that leveraging the synergy between frame-level
and word-level targets can further provide guidance for the training
process.

Table 3: Ablation studies of hierarchical PW-HuBERT on frame-
level supervision.

Architecture HYBERT SLUE SLUE2 SNIPS

Hectir®  Targets | SA'  NER  NEL  SF
Hierarchical X 4494 53.6/679 594  88.4
terarchica v 49.06 55.3/68.6 613 883

Table 4: Ablation studies of single PW-HuBERT on freezing Hu-
BERT weights.

Architecture Fr SLUE SLUE2  SNIPS
chitecture Kreez€ | gA  NER NEL SF
Sinele X | 4494 53.6/67.9 59.44/6351 88.4

ing v/ | 487 525/673 59.48/62.56 883

4.3.2. Freezing HuBERT Weights of Single PW-HuBERT

In this section, we discuss the effectiveness of freezing HuBERT
weights in Single PW-HuBERT. As shown in Table Y| freezing Hu-
BERT weights and adding a weighted-sum layer yields comparable
performance with the results obtained when HuBERT weights are
frozen across all datasets. Notably, this approach has better training
efficiency, which prompts us to adopt freezing HuBERT weights as
our final method for Single PW-HuBERT.

5. CONCLUSION

In this work, we address the challenge of insufficient semantic infor-
mation in recent SSL models. We propose PW-HuBERT, a frame-
work that incorporates pseudo word-level targets from a visually-
grounded model into the training process without the necessity of
speech-text paired data. Our experiments on several SLU tasks show
the effectiveness of our models in semantic understanding. Further-
more, we demonstrate that oracle boundary may not be optimal, as



it potentially contains unuseful information. Finally, we show the
benefits of joint training with frame-level targets and freezing Hu-
BERT weights in the ablation study. In our future work, we plan to
explore the impact of introducing intermediate-level units, such as
syllable-level information, in speech SSL models and introduce the
whole word masking strategy for PW-HuBERT.
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