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Abstract—The impact of informed high level decisions on the
performance-power efficiency of semiconductors is well known.
From the context of heterogeneous integration for 3D IC, new
innovations are needed which close the loop from architecture
to device; from multiphysics to high level abstraction; from
performance to security. Such considerations will be presented.

Index Terms—heterogeneous integration, 3D IC, chiplets, co-
design, high level synthesis, thermal management

I. INTRODUCTION

3D integration technology expands circuit design into the

third dimension by vertically stacking multiple functional

device layers and interconnecting them using Through-Silicon-

Vias (TSVs), as shown in Fig. 1. The vertical stacking struc-

Fig. 1. An illustration of 3D heterogeneous integration where each die can
be manufactured by a different fab, connected to each other through TSVs,
and packaged in the same chip.

ture is an attractive option for increasing transistor density.

It also reduces interconnect wirelength hence scaling down

power and delay. The reduction in interconnect wirelength

can be leveraged by implementing a more highly connected

architecture without increasing power or delay. Moreover,

3D integration allows separate layers to be fabricated using

disparate materials and technologies. Heterogeneous integra-

tion optimizes existing System-on-Chip (SoC) designs by

integrating components of different novel technologies into a

single chip.

Tight integration of heterogenous chips or chiplets using

advanced packaging schemes would require detailed analysis

and co-design for performance, power efficiency, manufac-

turability, yield and quality, lifetime reliability, security and

privacy. Heterogeneous integration of chiplets would subject

them to substantial environmental extremes during fabrication

and use. Their reliability, lifetime, and other physical metrics

need detailed analyses, qualifications, and certification. The

Fig. 2. Interdependencies between various metrics of 3D heterogeneous that
need to be addressed by co-design approaches.

intricate interdependencies of these properties is illustrated in

Fig. 2. In this paper, we discuss possible co-design approaches

to 3D heterogeneous integration that account for the architec-

ture, physical design, thermal management, and security issues

of 3D ICs.

II. ARCHITECTURAL/PHYSICAL CO-DESIGN FOR 3D ICS

The typical IC design flow is partitioned into multiple steps

(e.g. architectural design, RTL synthesis, circuit design, phys-

ical design, etc.) so that each step can be tackled and solved

individually. However, that means high level architectural

design decisions and lower level physical design decisions for

3D ICs are typically abstracted away from each other. While

low level design steps such as global placement have had

many recent innovations that improve physical design quality

without explicit high level design information [1]–[5], there

has been much less work on integrating high level architectural

decisions with 3D IC’s unique considerations.

One work on integrating high level design into the 3D IC

design flow proposed integrating high level synthesis (HLS)

as a subroutine during 3D floorplanning [6]. Since HLS can

change the timing, area, and power characteristics of each

floorplanned datapath by adjusting resource allocations and

scheduling in order to adjust the PPA of floorplan modules,

PPA adjustment can be integrated as a probabilistic step during

simulated annealing.

Our recent work [7] proposes a more formal approach

to datapath architecture synthesis integrated with 3D global

placement. Instead of separating HLS from physical design,
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we propose a novel physically-aware binding method that

takes placement-derived timing constraints into consideration

when performing HLS operation binding, and a new dynamic

net weighting approach applicable to global placement tools

that adjust placement cost of each global net based on the net’s

likelihood of violating timing constraints.

To make HLS physically-aware, we first extract wirelengths

from an existing 3D placement of hardware resources and

calculate estimates of module-module wirelength and TSV

RC delays. We then incorporate these physically-realizable

delays along with a given scheduled dataflow graph (SDFG)

as constraints into a integer-linear program (ILP) that finds a

operation binding that minimizes a global timing metric (either

total negative slack or worst negative slack). The resulting

architecture is guaranteed to optimally minimize the chosen

timing metric for a given 3D module placement and SDFG.

To make global placement architecture-aware, we take the

timing constraints generated from our binding method and

convert them into an equivalent wirelength that has the same

RC delay. We then modify global placement by adding a

weight term to each net’s contribution to total wire cost

that dynamically increases or decreases based on the global

placer’s current solution. To account for TSVs, we weight

each TSV by its estimated RC delay contribution. Additionally,

since many analytical global placers rely on gradient descent,

our proposed weighting method is fully differentiable and

is therefore applicable to a wide range of global placement

methods.

III. THERMAL CONSIDERATIONS FOR 2.5D AND 3D IC

One of the key benefits of 3D ICs is high integration

density. But since the power density rises proportionally to

the number of layers in the stack, power delivery and ther-

mal management become more complicated [8]. An effective

thermal management method is to integrate thermal-aware

floorplanning and placement at early design stages. Ma et.

al. pointed out that traditional physical design methods where

chiplets are closely packed to minimize wirelength end up

creating thermally inefficient designs [9]. A thermally-aware

chiplets placement method for heterogeneous 2.5D systems

is thus proposed which inserts spacings between chiplets

to jointly minimize temperature as well as total wirelength.

Knechtel et. al. propose a block alignment methodology during

floorplanning which shorten and optimize wire length and help

planning massive interconnects [10]. A die partitioning method

has been proposed in [11] which aims to minimize the number

of TSVs and place hot and cool blocks alternately to reduce

peak on-chip temperature. Zhang et. al. have proposed a 3D

global routing algorithm with insertion of thermal wires and

vias to minimize peak chip temperature [12]. Another effective

thermal management technique is designing multi-story power

delivery network where each die contain a separate power

supply to distribute the loads more effectively, but at a higher

area overhead [13].

For thermal management of 3D ICs, some previous works

focus on designing efficient cooling systems. Micro-channel

cooling has been identified to have a great potential in re-

moving heat from 3D ICs but comes at a cost of high liquid

pumping power. Thermal TSVs are efficient in conducting heat

across different layers creating a more uniform temperature

distribution but their efficacy is limited by the nature of heat

sink. In [14], a hybrid cooling system has been proposed which

uses micro-channel based liquid cooling as heat removing

agent and thermal TSVs as heat conduction paths to the

micro channel structures. A non-uniformly distributed micro-

channel cooling system has been proposed in [15] to reduce

pumping power. A dynamic thermal management scheme

has also been proposed which uses thermal sensors to track

chip power profile and dynamically controls temperature by

tuning fluid flow rate. Such dynamic power and temperature

management schemes are capable of tuning frequency, voltage,

reconfigurable micro-architectural parameters etc at runtime

to ensure thermal safety. The dynamic thermal management

scheme proposed in [16] introduces a thermally aware job

scheduling technique as a low overhead solution to reduce

thermal problems. In [17], run-time thermal effects are con-

sidered for making power budgeting decisions of the different

cores to ensure each core can maximize their performance

without exceeding total power budget of the chip. At the same

time, memory access behavior and heterogeneous cooling

efficiency of 3D ICs are considered while making thread

migration decisions.

IV. SECURITY CONSIDERATIONS FOR 3D

HETEROGENEOUS INTEGRATION

Security and trust issues with the semiconductor supply

chain have always been a concern of US chip design com-

panies that are mostly fabless and need to outsource the fabri-

cation to off-shore foundries [18]. Piracy, counterfeiting, and

malicious modifications of the design are some of examples

of possible attacks.

While 3D integration is initially designed to improve chip

performance, it has presented various potentials in countering

security threats with its built-in advantages, such as improving

security-sensitive operations performance, split manufacturing

for hardware IP protection, and reduced side-channel exposure

[19]. For example, the reduction of memory latency achieved

using heterogeneous integration also provides a major defense

against side-channel attacks like cache-timing side channel

attacks against cryptography modules. These attacks make use

of differences in access latency between memory tiers inside

the memory hierarchy [20]. These latency variations can be

significantly decreased by using stacked memory structures,

which will improve encryption and decryption speed and

strengthen the system’s defense against cache-based timing

side channel attacks. If the design house has access to a trusted

foundry, then 3D integration allows designs to be split into

a “control” layer manufactured by the trusted foundry and a

“computation” layer manufactured by an untrusted external

foundry [21]. In such a scheme, the parts of the circuit

requiring the highest performance are produced with cutting-

edge technology. The control layer produced by the trusted
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foundry includes security features such as oversight hardware

to see internal signals on the computation layer which would

be inaccessible to traditional external monitors. At the min-

imum, the secure die can contain routing information. Since

the untrusted foundry can guess standard interconnects with

high accuracy [22], the designer must control the physical

placement of through-silicon vias for obfuscation [23].

However, challenges in testing complexities and supply

chain vulnerabilities persist, demanding innovative solutions.

Mechanisms to establish trust in the packaging facility need to

be established to ensure that only trusted chips are integrated

into the 3D IC. To address the detection challenges, novel

forensic infrastructure in 3D IC needs to be developed, and

we remain optimistic that some of the area and performance

improvement can be traded for security, and the security gain

of 3D HI should outweigh the new challenges.

V. CONCLUSION

A co-design framework for 3D heterogeneous integration

should close the loop between the computational, physical,

thermal aspects of the system. The computational view can be

characterized by the SDFG which is capable of capturing the

architectures and running applications. Physical view includes

floor planning, wire delay modeling, power modeling, and 3D

TSV reliability modeling. The thermodynamic view incorpo-

rates static and dynamic thermal modeling for a myriad of

cooling solutions. The performance, efficiency, and reliabil-

ity of any heterogeneous system depend on its architecture,

physical configuration (layout, packaging), and the cooling

(thermal) solution. The security against any attack surface

needs to be considered at each of each views. Incorporating

HLS in co-design can help substantially improve performance

by navigating the intricate interdependence between cyber,

physical, thermodynamic, and reliability aspects of the system.
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