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Particle tracking (PT) is a popular technique in microscopy, microfluidics and colloidal transport 
studies, where image analysis is used to reconstruct trajectories from bright spots in a video. The 
performance of many PT algorithms has been rigorously tested for directed and Brownian motion 
in open media. However, PT is frequently used to track particles in porous media where complex 
geometries and viscous flows generate particles with high velocity variability over time. Here, we 
present an evaluation of four PT algorithms for a simulated dispersion of particles in porous media 
across a range of particle speeds and densities. Of special note, we introduce a new velocity-based PT 
linking algorithm (V-TrackMat) that achieves high accuracy relative to the other PT algorithms. Our 
findings underscore that traditional statistics, which revolve around detection and linking proficiency, 
fall short in providing a holistic comparison of PT codes because they tend to underpenalize aggressive 
linking techniques. We further elucidate that all codes analyzed show a decrease in performance due to 
high speeds, particle densities, and trajectory noise. However, linking algorithms designed to harness 
velocity data show superior performance, especially in the case of high-speed advective motion. Lastly, 
we emphasize how PT error can influence transport analysis.
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Particle Tracking (PT) employs detection and linking algorithms to reconstruct the trajectories of objects within 
time-lapse image data. PT has vast applicability, spanning across any video data with moving entities, and it 
is one of the principal methods used to decipher microscale transport processes. This includes phenomena 
such as particle diffusion1–3, nano and micro particle transport in saturated4,5 or multiphases flow6, bacterial 
dispersion7–17 , chemotaxis18, biofilm formation19,20, viral transport12, transport in porous media8–11,21, colloid 
filtration22, and computation of DLVO interactions through accurate trajectory analysis and measurements 
of hindered diffusion23,24. For a granular understanding of these processes, the precision and speed of PT are 
paramount.

The PT landscape boasts a plethora of open source and proprietary codes25. This multitude underscores the 
pressing need for robust comparative analyses between codes. Notably, the seminal comparative study in this 
domain centered on particles exhibiting Brownian and directed motion within open media26. However, a void 
persists in the exploration of PT methods tailored for particles navigating porous media flows. In these flows, 
spatial confinement (i.e. obstacles or grains) and dispersion result in complex flow paths, leading to pronounced 
variability in velocity fields over small temporal and spatial scales27. We should note here that particle tracking, 
in the context used throughout this paper, refers to time lapse image acquisition and subsequent particle identity 
assignment between consecutive frames28.

The common strategy to reconstruct single particle trajectories by time lapse image acquisition first requires 
the particle detection in a single image at each frame and, then, the particle identity assignment (also termed 
as pairing or linking assignment) between particles detected in two consequent frames. Thus, key challenges in 
PT revolve around detection, localization, and linking errors26,29. Detection errors often stem from overlapping 
particles, particles out of focus, particles indistinguishable from the background, or varied particle sizes30,31. 
Linking errors can similarly be attributed to a confluence of factors: high particle speeds and densities, algorithmic 
inaccuracies, and preexisting detection errors32. Localization error predominantly emerges from the detection 
algorithm and the signal-to-noise ratio of the imagery26. Linking errors generally represent the most significant 
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source of error, although large errors can occur for images where detection is especially difficult. Localization 
errors, which are often sub-pixel, minimally influence PT performance for a large group of particles.

Here, we compare the performance of four PT linking algorithms for a simulated dispersing of particles in 
porous media. To understand the impacts across a range of particle speed distributions, we simulated tracer 
particle dispersion in two different porous geometries (further discussed in Methods section). A critical facet 
of particle tracking is the particle spacing displacement ratio33, PSDR = ipd

U△t , where ipd is the average inter-
particle distance detected within each frame (averaged over all frames), U is the average particle speed, and △t 
is the time interval between two consequent frames that corresponds to the inverse of the frame rate. Hence, 
PSDR is a measure of the mean particle spacing relative to the average jump length of particles between frames. 
This statistic can be considered a general constraint on the strength of PT algorithms, as it is directly related 
to the number of probable links each particle can make with other particles. For PSDR ≪ 1, PT has been 
shown to be extremely challenging34, and high particle densities have been show to increase the sensitivity of PT 
parameters35. As particles get very close together or have large displacements between frames, PT algorithms 
are not able to confidently determine accurate links to respective trajectories between frames. Thus, our analysis 
covers multiple mean speeds, particle densities, and speed distribution shapes to gauge PT codes across varied 
PSDRs (Table 1). Our approach not only evaluates PT codes for porous media, but also refines the standard 
PT comparison benchmark. We show that “classical statistics,” which exclusively focus on particle localization, 
detection, and linking, might not penalize aggressive linking adequately. Specifically, classical statistics aren’t 
effective for understanding the error associated with PT algorithms that “force” links between trajectories under 
improbable circumstances. To provide a more accurate comparison between PT methods, we use a suite of 
experimental statistics that offer significant depth in understanding of PT results compared to classical statistics. 
Moreover, we shed light on the potential for PT error to skew transport analyses of tracer particles in porous 
media.

Concomitantly, we unveil a novel PT code (V-TrackMat), tailored for microfluidics experiments, crafted by 
the collaborative efforts of some of the coauthors. The other three algorithms we tested for this paper (Trackpy, 
TrackMate-LAP, and TrackMate-Kalman) are described in further detail in the methods section. Our findings 
highlight V-TrackMat’s ability to strike a balance between accuracy and judicious tracking at the expense of 
speed. Through this exploration, we endeavor to amplify the discourse in PT- emphasizing the shortcomings of 
traditional metrics, unveiling the intricacies of various PT algorithms, illuminating the impacts of PT error on 
transport analysis, and introducing a robust PT method.

Methods
Simulations
PT codes have been extensively compared for Brownian motion and constant-velocity motion in open media26. 
However, both 3D natural36 and 2D engineered porous materials37 are characterized by complex pore structures 
that result in broadly distributed velocity fields which are known to challenge tracking algorithms, so we chose 
to simulate dispersing particles in porous media for our comparison. We used simulations to create our ground 
truth imagery and trajectories, because although the gold standard for PT comparison is experimental data, 
there are no manually-labeled videos of dispersing particles in porous media that can be used as the ground 
truth.

For each of the 2D geometries (described in the paragraph below), we used OpenFOAM38 to solve the flow 
fields, then calculated the pathlines via the Matlab function “interpstreamspeed” (Fig. 1a). The obtained flow 
fields exhibited large variations in speed distributions, resulting in simulations that we termed as “bimodal” and 
“unimodal”. The pathlines were seeded with relatively equally spaced particles throughout the whole domain 
(with minor fluctuations due to grain positions), and their motion along the pathlines over time resulted in 
the final ground truth imagery and trajectories (Fig.  1b). A small amount of random movement (Gaussian 
distribution with µ = 0 and σ = 0.5 pixels) was added on top of the ground truth advective trajectories. This 
amount of random motion can be considered a reasonable representation of diffusion in advection-dominated 
conditions (Pe ≈ 500). Given a characteristic length of about 61.5 pixels (roughly equal to the average pore 
throat length), and a mean particle speed of between 2.6 and 10.2 px/frame, we can calculate D = [2.6,10.2]·61.5

500

, which gives us a D in the range of [0.32− 1.25] px2/frame. Because we wanted to primarily focus on the 

Bimodal Sp = 0.9 Sp = 2.6 Sp = 9.9 Sp = 19.6

ρp ≈ 1.25e−4 42.8 15.5 4.6 2.5

ρp ≈ 2.50e−4 24.5 10.4 3.0 1.7

ρp ≈ 5.00e−4 14.9 6.6 2.3 1.1

Unimodal Sp = 0.8 Sp = 1.8 Sp = 6.7 Sp = 11.3

ρp ≈ 1.25e−4 34.3 17.4 5.3 3.1

ρp ≈ 2.50e−4 22.8 12.6 4.0 2.4

ρp ≈ 5.00e−4 15.8 8.9 2.6 1.6

Table 1.  PSDR values for all simulations in this paper.
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linking abilities of different PT algorithms, we removed the background (cylinders of the geometry). However, 
due to overlapping particles in our simulations (Fig. 1c), we weren’t able to completely remove the influence of 
detection accuracy. The particles with a diameter of 8 pixels (for a 2000x2000 pixel domain) were defined with a 
2x2 black dot in the center with slightly increasing brightness for the surrounding pixels (Fig. 1d and e).

Our bimodal simulations were derived from experimental digital microscopy imagery of a quasi-2D porous 
media microfluidic device. The geometry of the microfluidic device, and thus our bimodal simulations, consists 
of a staggered array of equally sized and spaced grains (Figs.  1a and 2c), also referred to as a microfluidic 
lattice8. The unimodal simulation was derived from a geometry with similar average porosity, but with random 
placement and sizing of grains and pore throats (Fig. 2d). We term the first group of simulations as “bimodal” 
(Fig. 2a), because there are two clear peaks in the speed distributions for Ssim ≥ 2.6. We term the other group of 
simulations as “unimodal” (Fig. 2b), because there is only one clear peak at all mean speeds.

In addition to examining the impact of particle speed distribution on PT performance, we also vary the 
number of particles in our simulations. We use the initial number of particles at the beginning of each simulation 
to calculate the particle density (particles/pixels2). Particle densities decrease over time as individual particle 
trajectories disappear or exit the simulation bounds.

The primary goal of this paper is to provide a rigorous comparison of different linking algorithms for 
simulations of dispersing particles in varying geometry and at different particle density and speed. Although 
this does not cover the full range of variability expected in videos of dispersing particles, we chose to focus on 
PSDR and geometry because they highlight differences in the linking capabilities of each PT code. However, 
performance of PT codes can also be impacted because of limitations of methods and devices to capture 
and process videos of dispersing particles. These limitations could potentially inject random fluctuations 
and intermittency (blinking) in particle positions. Thus, we also provide an analysis of simulations where we 
increase the magnitude of the random displacement on top of our purely dispersing particles, and randomly 
set 2% of particles to be invisible for each frame. Specifically, we enhance the random motion by using σ = 2 
pixels (instead of 0.5) in the method to represent normally distributed weak diffusion as described above. The 
displacements were restricted to be less than 6 pixels (three standard deviation). This random motion accounts 
for the combined effects of diffusion, camera jitter, and oscillations in particle brightness. The intermittency 
generally accounts for particles moving in and out of the focal plane of the camera, which can be caused by a 
variety of phenomena such as diffusion, particle-particle interactions, particle-wall interactions, and camera 
exposure time. The magnitude of the intermittency (2%) was calculated through an analysis of microfluidic 
experiments of colloids (detailed methods provided in Supplementary Methods). Both of these additions can be 
thought of as increasing the noise of the trajectories, so in this paper we refer to these experiments as the “noisy 
simulations”. All other simulations in the paper, as described above, contain a minimal amount of noise to ensure 
tracking capabilities. We thus refer to the main simulations as the “minimal-noise” simulations when comparing 
their results with those of the noisy simulations.

Particle tracking
In order to focus on the depth of our PT comparisons, we chose to analyze four PT algorithms. For this study, we 
compared the outputs of TrackMate39,40, Trackpy41, and a new PT method developed by our co-authors named 

Fig. 1.  This figure shows the general workflow for the construction of simulated trajectories. (a) Pathlines 
for the bimodal simulation at PSDR = 1.1 colored by normalized speed. (b) Simulated imagery analyzed 
by various particle tracking methods. (c) Zoomed in section of simulated particles showing overlapping 
particles. Most issues with detection occur due to this overlapping, which results in false negatives. (d) Particle 
at full resolution (10000x10000) during simulation creation. (e) Particle at final resolution (2000x2000) after 
interpolation.
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“V-TrackMat”. We chose TrackMate (TM) and Trackpy (TP) due to their high popularity in bio-image analysis, 
and because they use different linking algorithms. Each algorithm tested in our paper uses a nearest-neighbors-
based method to link particles. To try and expand the variety of investigated algorithms, we also tested two deep 
learning (DL) methods42,43, but found that they either couldn’t be run on our hardware (more than 8 GB VRAM 
or too slow for CPU-based models) or did not perform as well as TM, TP, and V-TrackMat. Likely, the high 
resolution of our images (2000x2000 pixels), and small size of our particles (≈ 8 pixels) precludes the effective 
use of convolutional networks and other common DL-based architectures. However, we did not test any standard 
models for object detection such as Yolov8 or FairMOT44, so it is possible there are available architectures that 
outperform the traditional methods. A more rigorous investigation of all available DL models is needed to 
determine state of the art performance, and thus develop an accurate comparison between traditional and DL-
based methods.

TrackMate is one of the most popular methods for particle tracking in the field of biological imaging. TM 
runs through ImageJ45, which makes it challenging to script PT analysis. However, TM has shown high levels 
of accuracy26, and its use within ImageJ means it is well suited for quick analytical workflows where visual 
inspection of results is necessary. TM allows the user to pick from a variety of linking methods, but we only 
chose to analyze the Kalman and Linear Assignment Problem (LAP) methods. The Kalman method46 uses the 
autocorrelative tendencies of trajectories to predict the velocities of particles, and therefore their positions in 
subsequent frames. The LAP method creates a cost matrix that finds the best match for each particle between 
two frames47. The cost matrix can be assigned additional variable-specific penalties that can improve linking, 
although this feature was not explored in our study. Both methods allow for gap-filling of particles that were 
missed in one frame and appeared up to a threshold number of frames after they were lost. TM also offers 
advanced filtering options that allows for easy removal of trajectories appearing to be erroneous. For example, 

Fig. 2.  This figure shows the particle speed distributions for the bimodal (a) and unimodal (b) simulations, 
and the simulated pathlines for a bimodal (c) and unimodal (d) simulation for PSDR = 2.3 and PSDR = 2.6 
respectively. The speed distributions in (a) are normalized by the mean speed of the lowest-PSDR bimodal 
simulation (19.6 pixels/frame). The speed distributions in (b) are normalized by the mean speed of the lowest-
PSDR unimodal simulation (11.3 pixels/frame). The simulated pathlines and variety of speed distributions 
illustrate the large range of conditions our PT codes were tested in.
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TM allows for filtering based on the number of spots, track length, mean, min, and max speed, directional 
change rate, and linearity of forward progression.

Trackpy (TP) is another popular PT method written in Python, which makes it generally more scriptable 
than TM. However, this also means that some programming abilities are needed to effectively use this PT 
method. Furthermore, many of the trajectory filtering and visualization features that TM has are not part of the 
TP API, and would need to be manually coded from scratch. One area that TP excels in is its analysis functions. 
The API has functions to calculate pair correlations, MSDs, particle drift, van Hove correlations, and velocity 
correlations (amongst other functions). The linking algorithm for TP is based off the Crocker-Grier algorithm48, 
one of the fundamental algorithms that many PT codes use in some variation. TP also has a special linking 
function that incorporates some velocity prediction element (“NearestVelocityPredict”), which was used for all 
our experiments. This velocity-based linking algorithm differs from the Kalman filter in that the Kalman filter 
considers the history of a trajectory (accounts for velocity variation in time), whereas the TP linking algorithm 
considers the velocity of the nearest particle (accounts for velocity variation in space).

V-TrackMat is a new Matlab-based PT method developed by some of our co-authors that has been 
successfully applied to tracking particles in three-dimensional and bioclogged environment5,49,50. The version 
of the code used in this paper can be found at https://github.com/mberghouse/V-TrackMat. The development 
of this code was motivated by the need for a customized MATLAB-based code for 2D and 3D PT to both 
allow a secondary linking phase between anachronistic trajectories and further overcome the current limitations 
of TM and TP for crowded suspension and long-time image acquisitions. Indeed, accuracy of TP has been 
reported to suffer for crowded suspension51 while TM resulted in several crash episodes during the linking 
step for benchmark experiments of particle tracking in microfluidics-disordered media for a total number of 
frames above 2000 at PSDR ≃ 1.4. Although V-TrackMat has been developed for PT of 1 µm diameter latex 
particles in microfluidics application under laminar flow, it can be used for a variety of other PT applications. It 
first uses a nearest-neighborhood criteria by calling the ipdm routine between coordinates of centers detected in 
two consecutive frames, named as parents for particles detected at frame n and daughter for frame n + 1. The 
pairing has been optimised by assuming that the frame rate is high enough so that the mean particle’s jump is 
lower than the mean inter particle distance, mitigating the effect of intermittent behavior of a single particle’s 
velocity under flow in confined media. Thus, the 2-frames velocity is computed for each pairing and the ipdm 
function is computed between daughters and the projection of the future position for the parents displaced by 
the quantity v · dt along the tangent direction. After the first loop over the full set of frames is computed, the set 
of reconstructed trajectories is then processed by gluing anachronistic trajectories in the 2D+2D space. This is 
reasonable for high Pe and low Re where particles passing through the same position with the same velocity are, 
in fact, following the same streamline. To glue trajectories, a pairing was first assigned by minimising distances 
between parent ending points and daughter starting points. The glue is accepted only for pairing whose distance 
is compatible with a jump allowed by both parents ending velocity and daughter starting velocity. For multiple 
pairings, the criteria of the minimum in of |vpf − vdi| is then applied. This second loop of gluing anachronistic 
particles can potentially be iterated multiple times until no new pairings are assigned. The algorithm can be 
applied to track particles from time lapse images acquired over different fields of view. A common challenge 
for any PT code is the increasing memory cast with both the increasing time and new incoming particles as a 
new ID must be assigned while keeping track of the already existing ones. This means that the size of the matrix 
composed by the number of trajectories by the number of frames increases linearly with time and flow rate. To 
save computing time and avoid memory dredge, V-TrackMat code considers particles as lost if, for 5 consequent 
frames, no pairing has been assigned. In this case, V-TrackMat saves the trajectories on the fly into binary files 
and finally removes them from the matrix.

Although our goal in this paper was to test the ability of the linking algorithms for each code, it worth noting 
that detection is an important part of the PT workflow. V-TrackMat’s detector was specifically designed to find 
bacteria in particular sets of experimental imagery, and we found that it did not perform well for the simulated 
imagery used in this paper. Both TP and TM use robust detection methods, and no significant differences were 
observed from each of the detection methods upon initial inspection. For V-TrackMat, we detected spots with 
TM, then exported these spots to Matlab to perform linking with V-TrackMat.

Comparative metrics
To understand the true performance of each PT method, we used multiple types of comparative metrics. We 
used “classical” statistical methods, which are similar to those described in26. In addition, we used experimental 
statistics and visual analysis of trajectories. The classical statistics used in this study are the false link rate (Fig. 3a), 
mean path length (Fig. 3b), and the Euclidean distance (Fig. 3c). These statistics are aimed at diagnosing basic 
problems with particle detection, linking frequency, and linking accuracy (the percent of correct links between 
two frames). Since we simulate the movement of tracer particles in a microfluidic device under constant flow, we 
also chose to use experimentally relevant statistics as PT comparison metrics.

To compare each PT code for the specific scenario of microbial transport, we used velocity autocorrelations 
Cv(τ ) = ⟨v(t + τ ) · v(t)⟩, mean square displacements MSD(t) = 1

N

∑N
i=1[ri(t)− ri(0)]

2, and speed-angle joint 
probability density contours, which are calculated from the particle speed vp =

√
(xt+1 − xt)2 + (yt+1 − yt)2/∆t 

and turn angle αt = arctan( yt+2−yt+1
xt+2−xt+1

)− arctan( yt+1−yt
xt+1−xt

) (Fig. 3d) data, as our experimental metrics. The MSD 
and Cv for each PT output were calculated via the MSDAnalyzer52, a companion postprocessing program for 
TrackMate. All other statistics were calculated via scripts written in-house.
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Results
Trajectory patterns illuminate PT method variations
To understand PT performance at a visual level, we plotted a small window of trajectories for the bimodal and 
unimodal simulations for PSDR ≤ 1.7 (Fig.  4). Some selected trajectories for PSDR ≥ 3.0 are also given 
in Supplementary Fig 1. For the bimodal simulation at PSDR = 3, trajectories from all PT codes reasonably 
mirror the simulations. However, this congruence quickly diminishes at PSDR = 1.7 (Fig. 4b), with marked 
deviations underscoring the nuances of each linking algorithm. It’s noteworthy that for PSDR ≤ 1.7 (Fig. 4a 
and b), trajectories close to the cylinders (i.e., slow trajectories) are detected more accurately compared to the 
faster trajectories in the pore throat. In addition to increased speed, particles in the pore throat exhibit spatial 
convergence, which results in a large local decrease in PSDR. This observation carries over to the unimodal 
simulations (Fig. 4c), which exhibit consistent patterns across PT codes. A pervasive trend emerges: PT codes 
tend to underestimate the likelihood of particles moving at high velocities for a variety of simulated speed 
distributions, especially when spatial convergence further reduces PSDR.

Probing deeper into individual PT code performances for the bimodal simulations, especially at lower 
simulated PSDRs, TM-Kalman stands out with superior accuracy, although it’s not exempt from erroneous links 
at elevated speeds. In particular, TM-Kalman shows a significant amount of erroneous long links across pore 
spaces (streamlines don’t cross the pore space in our bimodal simulations, so any link across the pore space is a 
false link). TP shows the greatest amount of false links and split trajectories (further explained in next section) at 
PSDR ≤ 1.7 (Fig. 4a and b). TM-Lap similarly exhibits pronounced difficulties in linking high-speed particles, 
though not as significant as TP. At PSDR = 1.7, V-TrackMat trajectories generally resemble those of TM-
LAP and TM-Kalman in terms of accuracy, although there are a smaller number of V-TrackMat trajectories. At 
PSDR = 1.1 (Fig. 4a), TM-Kalman and V-TrackMat appear to outperform TM-LAP. Although TM-Kalman 
and V-TrackMat may have more erroneous links across the pore space, TM-LAP has a much greater number 
of zig-zagging trajectories (links going back and forth between two or more different particles), and less true 
trajectories that last a significant distance. Thus, although V-TrackMat’s linking algorithm is less aggressive than 
either TM algorithm, V-TrackMat captures a substantial portion of accurate trajectories.

Fig. 3.  This figure shows visual representations of all classical statistics, and one experimental statistic, used to 
compare particle tracking performance in this paper. In all panels, predicted points and trajectories are green, 
and ground truth points and trajectories are blue. (a) Snapshot of particles in a single frame to illustrate the 
false link rate (FLR). A false positive implies an erroneous point that was linked to another point in a previous 
frame. A false negative implies a missing link for a true point. Thus, FLR tests particle detection and missed 
links on a frame-by-frame basis. (b) Mean path length (MPL), shown here for two ground truth trajectories of 
length 7. Subscript i represents each successive line segment in time, and subscript j represents each trajectory. 
MPL tests missed links over time, also known as trajectory splitting. (c) Mean Euclidean distance (ED), shown 
here for one ground truth trajectory and one predicted trajectory (each of length 7). ED tests localization, 
detection, and linking accuracy (but in our case of simple particles and no background, primarily linking 
accuracy). To compute this statistic, we search for ground truth trajectories that are on average less than two 
pixels away from the predicted trajectory. From the set of matching trajectories, such as those pictured in 
the figure, we can calculate the ED. (d) Diagram of two ground truth trajectories (shown in dark blue) with 
potential PT-based trajectories (shown in light blue, yellow and green, with each color signifying a different 
trajectory predicted by a PT method) on top to illustrate the classical errors (and concept of the turn angle θ(t)
) discussed in this paper.

 

Scientific Reports |        (2024) 14:24094 6| https://doi.org/10.1038/s41598-024-75581-0

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


The unimodal simulations at PSDR = 4 (Supplementary Fig. 1) further show that all algorithms besides 
TP have robust performance regardless of geometry. At PSDR = 1.6 (Fig. 4c), all algorithms show problems 
with false links and split trajectories. Similar to the bimodal results, V-TrackMat and TM-Kalman seem to 
have a larger amount of accurate trajectories than TM-LAP. Thus, general algorithm performance is largely 
independent of the geometry in which the particles are tracked. However, it should be noted here that the range 
of possible particle speeds in our simulations, which is largely impacted by geometry and flow conditions, 
only spans 3-4 magnitudes (Fig. 2a and b). High fidelity simulations of Lagrangian particles in porous media 
show speed distributions that range up to 8 orders of magnitude53, so we can’t be confident that our findings 
(relative rankings of PT performance) would remain accurate for transport in any geometry or flow condition. 
Furthermore, to focus on linking, we didn’t include any background. However, in real experiments that image 
bacteria in microfluidic devices, the geometry has a significant impact on tracking performance due to the 
presence of light scattering around grains21.

To further understand differences in our PT codes, we plot both the simulated (ground truth) and PT-
generated normalized speed distributions for our lowest PSDR bimodal (Fig.  5a) and unimodal (Fig.  5b) 
simulations. To quantify these differences, we calculate the 1-Wasserstein distance (W1) between each ground-
truth and tracked speed PDF (Table 2). Visual inspection of the PDFs, as well as the trends in (W1), indicate that 
TM-Kalman is able to reproduce the simulated speed distributions the best, followed by V-TrackMat, then TM-
LAP, then TP. Interestingly, each PT code besides TP overpredicts the fastest speeds for the bimodal simulation, 
but underpredicts the fastest speeds for the unimodal simulations. During tracking, an effort was made to use 
the highest possible linking distance that did not result in a significant number of mislinks. Because the range of 
speeds for the unimodal simulations is greater than that of the bimodal simulations, we were unable to capture 
the fastest speeds in the unimodal simulation without causing significant false links.

Relationship between classical statistics and PSDR
To develop a more large-scale understanding of the performance of each PT code, we use a variety of classical 
and experimental statistics (Fig. 3). Each of these classical statistics target different potential sources of linking 
error. Because the imagery had a high signal to noise ratio, there were not many errors in the detection stage 
of PT for each simulation (only occurring due to overlapping particles). Therefore, the false link rate (FLR) 

Fig. 4.  Sample trajectories for all PT codes for the low-PSDR bimodal and unimodal simulations. Each plot 
shows a 400x400 pixel section of the whole domain. Within a plot, each line corresponds to a unique trajectory 
(with random colors used to show the contrast between individual trajectories). (a) Bimodal simulations for 
PSDR = 1.1. (b) Bimodal simulations for PSDR = 1.7. (c) Unimodal simulations for PSDR = 1.6. All 
algorithms suffer from trajectory splitting and erroneous linking for these low-PSDR simulations. TM-Kalman, 
TM-LAP and V-TrackMat clearly outperform TP in all scenarios. Although TM-Kalman and V-TrackMat have 
more clearly false links that stretch across the pore space (jump from one group of streamlines to another), 
TM-LAP has a much larger amount of zig-zagging trajectories caused by erroneous links between close 
particles. The low-PSDR unimodal simulations generally show the same trends as the bimodal simulations; 
however, the differences between TM-Kalman, TM-LAP, and V-TrackMat are less significan.
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primarily shows the potential for a particle to be unlinked, meaning there were no probable candidates for 
linking in nearby frames (Fig. 3a). The mean path length (MPL) shows the propensity for trajectories to be 
fractured due to lack of linking (Fig. 3b), and the Euclidean distance (ED) indicates the likelihood for links to 
move back and forth between particles, sampling a large number of particles for a single trajectory (Fig. 3c). A 
realistic diagram of each of these potential errors is shown in Fig. 3d.

Plotting these statistics over a range of PSDRs reveals that TM-Kalman and TM-LAP consistently eclipse 
the performance of other PT methods (Fig.  6). In particular, the bimodal simulations reveal several task-
relevant patterns. The mean path lengths (Fig. 6a) illuminate the tendency for V-TrackMat and TP to generally 
have shorter trajectories compared to either TM method. This shortening in TP’s trajectories is significantly 
accentuated, especially at low PSDR levels. We attribute this phenomenon to ’trajectory splitting’, where a 
particle is tracked for only a fragment of its presence in the field of view. Intricacies of TP’s linking algorithm, 
which narrows the search space when inundated with potential particles for the ensuing frame, underpin this 
observation. While effective for slower-moving particles, especially in terms of memory requirements and 
algorithm speed, this linking strategy is less adept at tracking high-velocity particles in a directed flow. For 
V-TrackMat, the trajectory splitting seems to be a result of its more stringent linking algorithm. Although all PT 
codes try to match all trajectories during linking, V-TrackMat seems to have more extreme criteria that prevent 
incorrect links, as shown from the sample trajectories (Fig. 4). Thus, many trajectories are lost by V-TrackMat 
due to the algorithm’s necessity for high-probability links.

Furthermore, the FLRs (Fig. 6b) point towards V-TrackMat’s propensity to either miss or inaccurately record 
a particle in a frame. However, because this error is likely a result of careful linking, the classical statistics may 
exaggerate the experimental errors for tracking algorithms such as V-TrackMat’s. The EDs (Fig. 6c) further 
highlight that TP and V-TrackMat often record the most substantial discrepancies between the actual and 
tracked positions. This observation, particularly for V-TrackMat, implies that a rigorous linking algorithm 
doesn’t invariably lead to precise trajectory reconstructions. Although untested, it is theoretically plausible that 
during velocity-based linking or gluing, particles are incorrectly linked because they have similar velocities.

Bimodal Unimodal

TM-Kalman 0.1146 0.1363

TM-LAP 0.3400 0.2489

TP 0.7536 0.6349

V-TM 0.3434 0.2158

Table 2.  W1 between ground truth speed distributions and the speed distributions from each PT method for 
the lowest PSDR bimodal and unimodal simulations.

 

Fig. 5.  This figure shows the a comparison between the speed distributions for each PT code for the lowest-
PSDR bimodal (a) and lowest-PSDR unimodal (b) simulations. The speed distributions in (a) are normalized 
by the mean speed of the lowest-PSDR bimodal simulation (19.6 pixels/frame). The speed distributions in (b) 
are normalized by the mean speed of the lowest-PSDR unimodal simulation (11.3 pixels/frame). This figure 
shows the ability of each PT code to handle significantly different distributions of particle speeds.
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For unimodal simulations, classical statistics (Fig.  6d–f) generally perform better than their bimodal 
counterparts. The bimodal simulations have higher mean speeds than the unimodal solutions (Table  1). 
Furthermore, the bimodal simulations (Fig. 1a) have a larger number of particles at high speeds, which causes 
more difficulty in particle tracking. In addition, the unimodal simulations show a greater range of speeds 
and are generally more reminiscent of speed distributions of particles in porous media54. Thus, the unimodal 
simulations likely offer a more comprehensive representation of generic PT code efficacy in porous media. While 
the general trends mirror those in the bimodal findings, V-TrackMat performs comparatively better in the FLR 
metric (Fig. 6d) and worse in the ED metric (Fig. 6f), and TP performs better in the ED metric (Fig. 6f). TP’s 
aforementioned challenges with fast-moving particles mean its performance slightly improves in unimodal 
settings, which aren’t dominated by high speed trajectories. Still, TP’s mean path lengths (Fig. 6e) depict a sharp 
decline as PSDR decreases, implying the persistent issue of trajectory splitting in both bimodal and unimodal 
settings.

The results of the classical statistics imply that TM-Kalman and TM-LAP outperform V-TrackMat in all 
cases, but from the sample trajectories (Fig. 4), we have shown this to not be true. Also, the trajectories show TP 
performs much worse than the other algorithms at low PSDR, but this is not reflected by the FLR and ED metrics. 
We posit that the primary reason for the disconnect between the classical statistics and the sample trajectories is 
that the FLR and ED metrics underpenalize aggressive linking. The FLR will always be lower when more links 

Fig. 6.  This figure shows the results of the classical comparative statistics for both the bimodal and unimodal 
simulations. For all plots, the size of the scatter points represent the particle density of the simulation (larger 
points means greater particle density). a-c correspond to the bimodal simulations, and d-f correspond to the 
unimodal simulations. (a) Mean false link rate (error due to detection and temporally local missed links). (b) 
Mean path length of all PT-obtained and simulated trajectories. The ground truth is shown as a black X. This 
statistic describes how often full trajectories are split (linking error over time). (c) Mean Euclidean distance 
between true and predicted trajectories (error due to localization and linking error). (d–f) Repeat of a-c but for 
the unimodal simulations. These figures generally indicate that V-TrackMat and TP have the worst “classical” 
performance. Furthermore, classical statistics tend to follow a power law trend as a function of PSDR. Power 
law fit equations and goodness of fit are given in Table 3.
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are forced, since the probability of false positive detection is very low. The ED metric will always be higher when 
more links occur between different trajectories, but if the trajectories are nearest neighbors, then the error will 
be relatively small. Thus, long trajectories and links across the pore space (such as those of V-TrackMat and 
TM-Kalman) will result in more ED error than zig-zagging trajectories between close neighbors (such as TM-
LAP) will. Ultimately, the FLR and ED underpredict PT error for nearest-neighbor based algorithms with little 
constraint for linking. As a result, these statistics fail to grasp the nuanced differences between PT codes.

Beyond comparing PT codes’ performances, we also demonstrate that all classical statistics have a power 
law relationship with PSDR, although some relationships are more significant than others (Table 3). As PSDR is 
reduced, all PT codes generally exhibit increased ED and FDR, and decreased MPL. V-TrackMat and TP show a 
steeper relationship between FDR and PSDR than either TM algorithm, which generally indicates that the TM 
algorithms are more robust with respect to FLR performance over a range of PSDRs (Fig. 6a and d). V-TrackMat 
and TP also show steeper relationships between MPL and PSDR, further demonstrating the resilience of the 
TM algorithms when considering classical linking failures. V-TrackMat and TP also generally show more 
significant (lower RMSE) power-law relationships than the TM algorithms, indicating that classical PT error for 
V-TrackMat and TP is more predictable. Furthermore, classical statistics from unimodal simulations (Fig. 6d–
f) present slightly different power law relationships compared to those from bimodal simulations (Fig. 6a–c). 
Thus, the choice of PT algorithm, and variations in ground truth particle speed distributions, can influence the 
specifics of these power law relationships.

Experimental statistics highlight task-specific PT performance
The classical statistics from bimodal simulations (Fig. 6) echo many patterns observed in the sample trajectories 
(Fig.  4). However, there are notable deviations. The sample trajectories, for instance, present V-TrackMat 
as clearly superior to TP and comparable or superior to TM-LAP. To discern which mode of analysis â€” 
comparative statistics or visual trajectory inspection â€” offers a more accurate picture of PT performance, we 
used a variety of experimental statistics.

In the bimodal simulations, the normalized speed-angle joint probability density difference heatmaps rank 
TM-Kalman as the top performer, with V-TrackMat and TM-LAP occupying intermediate positions and TP 
trailing (Fig. 7). All codes demonstrate strong tracking performance at PSDR ≥ 2.5, but V-TrackMat and TP’s 
limitations become evident at PSDR ≤ 2.3. TM-LAP and TM-Kalman significantly outperform V-TrackMat 
for PSDR ≥ 1.7. However, at PSDR = 1.1, V-TrackMat performs better than TM-LAP, as shown by the large 
amount of overprediction for the probability of low speed and high turn angle particles (Fig. 7). This disparity 
is likely rooted in the LAP algorithm’s propensity for aggressive linking that doesn’t take particle velocities into 
account, in contrast to V-TrackMat’s more conservative velocity-based approach. Consequently, at PSDR = 1.1
, while LAP is prone to errant predictions for high speed particles and forces links with large turn angles, 
V-TrackMat is more likely to keep particles unlinked, and only significantly overpredicts low turn angles. In 
other words, V-TrackMat often refrains from making connections altogether, and when V-TrackMat does have 
false links, its reliance on expected particle velocities, akin to TM-Kalman, ensures that the errors are relatively 
benign (with respect to velocity and angle distributions) compared to TM-LAP.

In the context of unimodal simulations (Supplementary Fig. 2), both the V-TrackMat and TM algorithms 
predict speed and angle statistics with near perfection. V-TrackMat and TM-Kalman perform slightly better 

Bimodal a b R2 RMSE

ED 0.922 -0.039 0.941 0.0210

MPL (TP) 238.9 0.268 0.510 141.00

MPL (TM-Kalman) 529.3 0.046 0.434 36.890

MPL (TM-LAP) 510.0 0.056 0.797 39.500

MPL (V-TrackMat) 363.9 0.161 0.767 55.250

FLR (TP) 0.023 -0.508 0.884 0.0041

FLR (TM-Kalman) 0.019 -0.342 0.813 0.0067

FLR (TM-LAP) 0.022 -0.319 0.261 0.0080

FLR (V-TrackMat) 0.212 -0.783 0.875 0.0288

Unimodal a b R2 RMSE

ED 0.849 -0.019 0.923 0.0323

MPL (TP) 118.9 0.448 0.885 55.620

MPL (TM-Kalman) 425.9 0.059 0.503 29.770

MPL (TM-LAP) 432.0 0.052 0.940 14.160

MPL (V-TrackMat) 370.4 0.101 0.881 17.960

FLR (TP) 0.043 -1.226 0.901 0.0022

FLR (TM-Kalman) 0.008 -0.255 0.142 0.0032

FLR (TM-LAP) 0.007 -0.223 0.110 0.0033

FLR (V-TrackMat) 0.045 -0.690 0.931 0.0032

Table 3.  Power law fit equations and goodness of fit for ED, MPL and FLR.
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than TM-LAP, which can be seen from the slightly greater underprediction of high speed and low turn angle 
particles for TM-LAP at PSDR ≤ 2.6. TP shows relatively poor performance for all PSDR ≤ 3.1. These 
observations further reinforce the general trends seen in the sample trajectories (Fig. 4). They confirm the case 
presented by the classical statistics that TM-Kalman has superior performance, but they significantly contrast the 
relative classical results of V-TrackMat and TM-LAP. Specifically, the speed-angle distributions (both bimodal 
and unimodal) show that TM-LAP may be favorable for PSDR ≥ 1.7, but that V-TrackMat is superior for 
PSDR ≤ 1.6.

Fig. 7.  Speed-angle joint probability density difference heatmaps for the bimodal simulation. Speeds 
determined from particle tracking (Sp) are normalized by the mean speed of the respective simulation (Ssim

). Red corresponds to an underprediction of probability density, blue corresponds to an overprediction of 
probability density, and white corresponds to an accurate probability density prediction within the speed-angle 
feature space. These results generally show the same trends as the sample trajectories (Fig. 1). At PSDR = 2.5
, all algorithms show strong performance as indicated by the lack of strong color. All PT methods besides 
Trackpy and V-TrackMat show good replication of the simulation for PSDR ≥ 1.7. At PSDR = 1.1, TM-
Kalman still performs best and TP performs worst, but V-TrackMat surprisingly outperforms TM-LAP. Thus, 
at very low PSDR, velocity-based algorithms result in significant improvements to PT performance.
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Velocity autocorrelation function (Cv) and mean squared displacement (MSD) analysis (Fig.  8) further 
corroborates the trends evident in the speed-angle heatmaps. It should be noted here that we only present the 
first 20 frames of the lowest and highest-PSDR simulations in the main text of this paper, although the full Cv 
and MSDs for all simulations can be observed in Supplementary Figs. 3 and 3. Because our simulations don’t 
use reinjection to keep the number of particles in the field of view relatively constant, the Cv and MSDs for our 
simulated particles are unrealistic past 20-30 frames. Since the focus of our analysis is on the relatively accurate 
simulation of dispersing particles in porous media, we chose to focus on the subset of our results that are the 
most realistic.

At PSDR = 34.3− 42.8, all PT methods align closely with the simulated autocorrelations and MSD ratios. 
There is some slight deviation for the MSD ratio at late times for the bimodal simulation for TP and V-TrackMat 
(Fig. 8c), but generally, all results are highly accurate. However, at PSDR = 1.1− 1.6, all PT methods show 
large deviations in autocorrelation and MSD ratio. The autocorrelation for the low PSDR bimodal simulation 
(Fig.  8b) shows decent performance for TM-Kalman, but poor performance for all other PT methods. The 
repetitive motion of the Cv is indicative of the wave-like periodic movement of the particles dispersing through 
the lattice-like geometry of the bimodal simulations. TM-Kalman is slightly able to capture this feature of the 
autocorrelation, but the other PT codes are not. The most likely explanation for this lies in the false links and 
splitting of fast trajectories. As previously discussed, as particles travel through the pore throat, they get closer 
together and speed up, which causes a decrease in the local PSDR. Thus, the Cv reveals that TM-Kalman is 
more likely to capture these fast/dense particles in the pore throats than the other PT codes are. The unimodal 

Fig. 8.  MSD ratios and VACFs for unimodal and bimodal simulations for high (a and c) and low (b and d) 
PSDRs. The MSD ratio is caluculated as the MSD obtained from particle tracking divided by the simulated 
MSD. An MSD ratio of 1 implies perfect accuracy. The bimodal MSD ratios are shown by dashed lines, and the 
unimodal MSD ratios are shown by solid lines. The simulation, or ground truth, is black, and the results from 
each PT method are different colors. For the unimodal simulations, PSDR = 34.3 (a and c) or PSDR = 1.6 
(b and d). For the bimodal simulations, PSDR = 42.8 (a and c) or PSDR = 1.1 (b and d). These figures 
generally confirm trends present in the other experimental results. Furthermore, the MSDs and VACFs 
generally show the same trends, implying that a good prediction of MSD allows for a good prediction of Cv. 
However, unlike the other experimental statistics, the Cv is not a reliable proxy for general PT performance.
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results for the Cv at low PSDR (Fig. 8b) surprisingly show that V-TrackMat outperforms TM-Kalman, and TP 
outperforms TM-LAP. However, the full Cv (Supplementary Fig. 4) indicates the TM-LAP outperforms TP at 
t ≥ 30. Likely, the Cv for TP is relatively accurate at early times because TP can only track very slow particles, 
so there are no significant false links that would cause velocity decorrelation between successive timesteps. 
TM-LAP, on the other hand, can track much faster particles, but may also erroneously link these fast particles, 
meaning a greater amount of velocity decorrelation. Thus, although it is important to know how accurate the 
Cv is for general analysis of particle transport, the Cv accuracy can’t be used as a general proxy for total particle 
tracking accuracy.

The MSD ratios for low PSDR (Fig. 8d) show significant deviations from the simulated MSD for each PT 
code. Both the bimodal and unimodal results show TM-Kalman is able to most closely follow the true MSD 
(i.e., have an MSD ratio of 1), then V-TrackMat, then TM-LAP, and finally TP shows a complete disconnection 
from the true MSD. Interestingly, the unimodal simulations show an improvement in the MSD ratio over time, 
which indicates that for each PT code, the history of previous particle positions and links can improve the 
accuracy of tracking. For the bimodal simulations, we see a decrease in the accuracy of the MSD ratio over time 
(Fig. 8d). However, the full time-series for the lowest PSDR bimodal simulation (Supplementary Fig. 3) shows a 
significant improvement in the MSD accuracy over time for both V-TrackMat and TM-Kalman. Thus, velocity-
based algorithms show a clear advantage in late time prediction of MSDs for low-PSDR scenarios, regardless of 
geometry.

Generally, our experimental statistics reveal that while rudimentary comparative statistics can offer broad 
insights into PT code competencies across various tracking scenarios, they might fall short in pinpointing 
optimal codes for specific particle motions with particular analytical objectives. In our bacterial dispersion 
simulation within porous media, these statistics fail to elucidate speed, angle, autocorrelation or displacement 
distribution accuracies - all crucial for comprehending bacterial transport. Furthermore, these comparative 
statistics tend to underpenalize aggressive linking. Thus, basic comparative statistics might not capture the full 
spectrum of PT code capabilities. A more complete analysis, which can be done through a variety of statistical 
and visual methods, is indispensable for discerning the optimal PT code tailored to specific conditions.

 PT performance for simulations with noisy trajectories
While the primary analysis in this paper revolves around simulations where trajectories only vary in speed and 
particle density, we have also provided an analysis of PT performance for simulations that contain more noise 
depicting experimental errors in video capture and processing. Specifically, we analyzed PT performance for 
simulations in which the particles had enhanced random displacement (Gaussian distribution with µ = 0 and 
σ = 2 pixels) added to the purely advective tracks, and 2% of the particles were dropped in any given frame to 
account for particle intermittency. The random displacement is a simple representation of a variety of experimental 
phenomena/positioning errors such as diffusion, camera jitter, and/or oscillations in particle brightness. The 
intermittency represents particles moving in and out of the focal plane, which can also be impacted by diffusion, 
particle-particle interactions, particle-wall interactions, and camera exposure time. Both of these changes can 
be generalized as increasing the noise of the trajectories in the simulations. The sample trajectories of the lowest 
PSDR simulations with the intermittent and random-motion particles (Fig. 9) show the same general trends as 
those of the simulations with minimal noise (Fig. 4), but for each PT code the errors are slightly higher in the 
case of the noisy trajectories. The speed-angle distributions for the noisy unimodal simulations (Fig. 10) show 
that TP clearly has the worst performance for PSDR ≤ 2.3 . For the highest PSDR noisy unimodal simulation, 
the performance of all PT codes are comparable. At the lowest PSDR, TM-Kalman once again shows the best 
performance. Similar to the unimodal results with minimal trajectory noise (Supplementary Fig. 2), V-TrackMat 
performs better than TM-LAP in all cases besides the highest-PSDR simulation.

Ultimately, these results indicate that trajectory noise such as large random motions and particle intermittency 
make the tracking process more error-prone, although the rankings of the linking algorithms are not impacted 
by these potential experimental issues. However, a more robust analysis of potential experimental errors would 
deal with a number of other factors such as signal to noise ratio and particle shape/size. This would also require 
a rigorous comparison of detection methods, which was beyond the scope of our work, but we recommend that 
future researchers compare PT codes in the context of more diverse simulations.

Consequences of particle tracking errors on transport analysis
Building on our comparative exploration of PT codes, the findings from the bivariate speed-angle heatmaps, 
MSDs, and Cv (Figs. 7 and 8, and Supplementary Figs. 2, 3, and 4) shed light on the dispersion dynamics of 
tracer particles within porous media. Specifically, they underscore how inaccuracies introduced by PT errors 
can skew transport analysis. A predominant manifestation of PT error arises from false links (Fig. 4d), leading 
to a systematic underestimation of high-speed particles (Figs. 4, 5 and 7). This, in turn, results in a conservative 
estimation of particle speeds (Figs. 5 and 7) and MSDs (Fig. 8). TP, which shows the most significant error due 
to trajectory splitting, underestimates the particle speeds and MSDs to an extreme degree for low PSDR.

Other consequences of PT error, which can primarily be observed in the TP results, are inflated turn angles 
(Fig. 7) and diminished or enhanced Cv (Fig. 8a and b), attributable mainly to trajectory splitting and erroneous 
linking. Furthermore, we find that in the case of the bimodal geometry, where there is a periodic nature to the 
velocity of particles over time, only TM-Kalman is able to slightly capture the periodicity of this autocorrelation.

Our analysis also emphasizes the paramount importance of experimental conditions (related to particle speed 
and density) in achieving reliable PT outcomes. In the case of minimal-noise simulations, a PSDR exceeding 
3 ensures nearly flawless tracking, regardless of PT algorithm. Conversely, a PSDR near or below 1 presents 
challenges for all PT codes. In scenarios characterized by low PSDR coupled with directed particle movements, 
algorithms that harness velocity-based linking emerge as the more prudent choice.

Scientific Reports |        (2024) 14:24094 13| https://doi.org/10.1038/s41598-024-75581-0

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


In addition, the results for noisy simulations are worse than for simulations with minimal noise (Figs.  4 
and 9), which highlights the need for tight experimental controls to improve the visual quality of the particles. 
Although some amount of noise is unavoidable, these results show the importance of trying to ensure that all 
particles remain in the focal plane of the acquisition device.

PT algorithm speed comparison
In addition to performance analysis, we also report how long each PT code takes to link trajectories (Fig. 11). 
Generally, TM - LAP is the fastest linking algorithm, then TP, then TM - Kalman, and V-TrackMat is the slowest. 
Thus, we observe a significant trade-off between performance and computation time - the best PT methods 
at low PSDR also take the longest. However, we must also note that each PT code is developed in a different 
programming language (Python, Matalb and Javascript), so we are unable to fairly assess the speed of the 
underlying algorithms.

Discussion
Our comprehensive analysis of PT methods underscores TM-Kalman as the leading PT algorithm in terms 
of accuracy and robustness. While V-TrackMat emerges as a strong contender at low PSDR, TM-LAP stands 
out at high PSDR. TP, although impressive at high PSDR, falters notably with disconnection challenges at 
PSDR ≤ 1.7. Despite the TP authors suggesting that adjusting the “SubnetOversizeException” variable could 
rectify the constrained search space at low PSDR, our attempts in this direction were unsuccessful. However, it 
should be noted that we used TP version 0.5.0, and that a newer version may have more potential to rectify this 
error. Barring this error, TP would, in all probability, align more closely with the performance of other methods 
at low PSDR.

It’s evident across the board that PT methods grapple with high FLRs, high ED, and trajectory splitting/
fragmentation, especially at PSDR ≤ 1.7. However, we show that poor performance in classical statistics 
doesn’t necessarily imply poor performance in experimental statistics. Specifically, classical statistics 
underpenalize aggressive linking algorithms, and overpenalize careful linking agorithms. In addition, we show 
that TM-Kalman, and V-TrackMat, which both use particle velocities to enhance predictions, exhibit marked 
improvements at PSDR = 1.1 relative to TM-LAP. Although TP also uses particle velocity information to make 

Fig. 9.  Sample trajectories for all PT codes for the low-PSDR bimodal and unimodal simulations with 
random motion and 2% particle intermittency. Each plot shows a 400x400 pixel section of the whole domain. 
Within a plot, each line corresponds to a unique trajectory (with random colors used to show the contrast 
between individual trajectories). (a–e) Bimodal simulations for PSDR = 1.5. (f–j) Unimodal simulations for 
PSDR = 1.5. (k–o) Unimodal simulations for PSDR = 8.1. Compared with Fig. 4, this figure (specifically 
the top left of f–j) shows a slight decrease in tracking performance for similar PSDR due to the addition of 
trajectory noise.
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linking predictions, the SubnetOversizeException issue was much more significant than any potential gain due 
to velocity-based predictions. Thus, the leveraging of velocity data, especially for particles dispersing in porous 
media which exhibit a wide range of potential speeds, emerges as a critical factor in bolstering PT predictions.

Beyond algorithmic evaluations, this work highlights some of the common errors in transport analysis that 
emerge as a result of PT error. We find that all PT codes underestimate particle speeds and overestimate turn 
angles, and that poor tracking causes a significant loss in the accuracy of reproducing cyclical autocorrelations. 
Furthermore, we advocate for the recording of video data at a minimum threshold of PSDR ≥ 3, a benchmark 
that promotes reliable tracking irrespective of the algorithm employed. Finally, we show that experimental noise 
can reduce the quality of the predicted trajectories from each PT code, but it doesn’t significantly impact the 
relative rankings of each PT code.

While we do provide robust statistical comparisons between some of the best-known open source PT codes, 
we recognize that our study is somewhat limited in scope. A more robust analysis would use a wider variety 
of PT codes (including DL-based ones), more task-relevant statistics to test performance across a variety of 
domains, more variety of particle motions and noise, more variety in imagery type, and would enlist the creators 
of each code to submit the trajectories to be scored. Such an investigation was far beyond the scope of our paper, 
and would require a large collaborative effort spanning multiple disciplines.

Looking forward, we envision our research catalyzing advancements in PT theory in three pivotal aspects. 
First, we urge future studies to transcend the boundaries of classical statistics in PT code comparisons, 

Fig. 10.  Speed-angle joint probability density difference heatmaps for the unimodal simulations with random 
motion and 2% particle intermittency. Speeds determined from particle tracking (Sp) are normalized by the 
mean speed of the respective simulation (Ssim). Red corresponds to an underprediction of probability density, 
blue corresponds to an overprediction of probability density, and white corresponds to an accurate probability 
density prediction within the speed-angle feature space. Although these noisy simulations are slightly harder to 
track, the general trends in PT performance remain the same.
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emphasizing the integration of experimental outcomes pertinent to specific applications. Second, our findings 
echo the effectiveness of velocity-centric PT methods for dispersing particles in porous media, extending their 
proven efficacy from constant velocity scenarios26 to contexts characterized by large velocity fluctuations in time 
and space. Third, we highlight the importance of maintaining a reasonably high PSDR to achieve precise particle 
transport analysis.

Data availability
Most of the data used in this study can be found at https://doi.org/10.5281/zenodo.10891931. Please send any 
data requests to the corresponding author (Rishi Parashar).
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