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The development of unmanned aerial systems (UASs), a.k.a., drones, is a highly cross-
disciplinary subject, demanding diverse expertise to build comprehensive systems from scratch.
The introduction of open and standardized hardware testbeds has the potential to accelerate
UAS development and mitigate the barrier to entry in this rapidly growing field. In this paper,
we introduce an open platform based on Kubernetes that offers users remote access to a shared
network of hardware testbeds consisting of UASs, ground rovers and compute devices. Three
use cases are presented to showcase the key features of the proposed platform and its potential
to facilitate research and education in UAS, robotics and edge computing.

I. Introduction

In recent years, we have witnessed rapid progress and increasing interest in unmanned aerial system (UAS) development
within both industry and academia. UASs have been successfully applied to wildfire management [1], package delivery

[2], crop monitoring [3], search and rescue [4], and several other niche uses. Recent advances in automation, computer
vision, and artificial intelligence offer computationally complex solutions to solve problems in these applications.

Within this increasingly advanced computing context of UAS applications, much of the emerging research is
focused on software solutions [5, 6] rather than enhancing UAS hardware design. For example, a user developing
aerial photogrammetry may only need a generic drone to get their system airborne along with a generic set of sensors
and computing resources to support their application. Many past studies have predominantly relied on simulations to
evaluate these software-oriented solutions–which can be largely attributed to the difficulties and expenses associated
with building a UAS hardware testbed from scratch as well as the relatively recent FAA regulations on conducting flight
tests. Nonetheless, hardware testing is crucial for thorough system validation. This transition from simulated testing to
hardware testing remains a major hurdle in UAS development.

We imagine a possible solution to ease this crucial transition to hardware testing could be the availability of a
public and remotely accessible multi-UAS hardware testbed, allowing users to test their software solutions on actual
hardware while avoiding the difficulties traditionally associated with such an endeavor. Yet, there has been limited work
in this direction. One related initiative can be found in the FIT IoT-Lab [7], which is an open hardware platform geared
toward research in wireless communications technologies. The platform hosts thousands of nodes in various hardware
configurations that users can execute experiments on. However, the FIT IoT-Lab concentrates on RF validation through
embedded systems rather than a more robotics focused UAS platform as we propose. In previous studies [8–12], our
lab developed a flexible and extensible networked airborne computing testbed that consists of multiple UAS with full
functionality. In this paper, we aim to enable remote access to our testbed, allowing users around the world to test their
UAS software solutions on realistic hardware testbeds. This will greatly lower the barrier to entry for participating in
UAS development, by eliminating the necessity for developers to invest in or construct their own testbeds.

To facilitate users to remotely conduct experiments on our UAS testbed, containerization is a promising technique
particularly considering the success of the state-of-the-art container orchestration software Kubernetes [13] in the
cloud computing industry. Containerization in the cloud computing infrastructure has become an integral factor in the
trend toward portable micro-service oriented computing and is beginning to be adopted in more edge-centric areas
like UAS both in industry and among the research community. For example, the authors in [14] developed "tactical
cloudlets", which are mobile cloud computing resources situated near the edge to support computation offloading and
data staging from handheld edge devices. They demonstrated improvements in overall performance, energy efficiency,
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and availability through the adaptation of cloud computing techniques to enhance edge networks. More recently in [15],
Red Hat describes their collaboration with Lockheed Martin utilizing the MicroShift Kubernetes distribution to handle
AI computer vision workloads on-board the small Stalker military UAS platform. These examples exemplify the benefits
of decentralizing computing by pushing it further to the edge, where data requiring processing and decision-making
originates, while still maintaining a contiguous connected network through the adoption of cloud computing principles.

Recognizing the capability of containerization and its management through Kubernetes to facilitate robust concurrent
execution of UAS software applications, this paper introduces RAPTURE, a Remotely Accessible Platform of Testbeds
for UAS Research and Education. RAPTURE incorporates Kubernetes to deploy application containers on our hardware
testbeds. Through a user-friendly web portal, RAPTURE allows researchers and educational users around the world to
upload their software solutions, conduct remote testing on our hardware testbeds, and seamlessly gather experiment
results. It is designed to support several key features:

• Abstraction: Containerization and container orchestration allows arbitrary environments to run on the cluster,
supporting projects built for nearly all platforms and software stacks. Currently, Python is the supported language
of choice.

• Unified Results & Feedback: Before experiments are run, users can specify what results are reported to the web
portal.

• Several Hardware Targets: The platform supports various hardware targets, including pure compute devices,
ground rovers, and UASs, supporting research in not only UAS, but also edge computing, robotics, and more.

In the rest of this paper, we first present the system design for RAPTURE and then the user experience for uploading
experiments in Sections II and II.D. Next, we explore three use cases to demonstrate the utility of our platform in
Section III. In Section IV, we investigate the performance overhead introduced by our platform. Lastly, we conclude by
summarizing our research and suggesting several avenues for future work in Section V.

II. System Design of RAPTURE
Creating a platform capable of running arbitrary experiments on several different hardware platforms requires a

specialized architecture that utilizes containerization and abstraction. We begin this section with an overview of the
proposed RAPTURE system design. We then discuss how our platform adapts Kubernetes from a cloud-computing
use case to one that allows RAPTURE to execute user-uploaded experiments. We then briefly describe the selection
criteria for our chosen Kubernetes distribution. Finally, we explain how users can interact with our platform to upload
experiments and gather results.

A. Overview
Fig. 1 depicts the architecture of RAPTURE ∗. The first layer is the RAPTURE web portal, which serves as the

interface for remote users to interact with our platform. Through the web portal, users can download results and
upload their experiments (a set of Python applications) to be executed on our hardware testbeds. The next layer is the
Kubernetes cluster, which manages deploying applications to the network’s nodes, including compute devices, ground
rovers, and UASs. We support these three hardware targets, and each are interoperable together over the network by
users. Overall, the system can be categorized into three core components: the web portal, the Kubernetes backend, and
the SMILE module. Each of these components is described in more detail in the following subsections.

1. Web Portal
The web portal provides control surfaces for users to submit experiments, download results, and in general operate

on our platform remotely, where an experiment refers to a deployment of one or multiple applications. Users initially
will create an account, and once approved, they can create experiments. The user may define this experiment to include
any number of applications, executed on various configurations of node types and counts. For example, a user may want
to run two applications on a single drone node and another application on a compute node. If an experiment is to be
run on only compute nodes, the experiment can be processed and deployed directly to the platform without humans
in the loop. This policy ensures experiments without hardware requirements are run promptly and no resources sit
idle. However, for experiments that run on UASs or ground rovers, necessary human interventions require that they be
executed only after approval from an on-site administrator who prepares the hardware for the experiment. We envision

∗The code can be found at https://github.com/justinscottlee/smile-rapture
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Fig. 1 The architecture of RAPTURE.

that such experiments will be queued and executed when a supervisor is available to monitor the runs.
Our platform currently supports applications written in Python. Expanding support to other languages is an

intriguing avenue for future development, potentially enabling more performant applications. Even so, we have found
that Python is a good option for its rich libraries in UAS and robotics research such as OpenCV for computer vision,
PyTorch for machine learning, SciPy for computing, or ROS [16] for robot applications. We have minimized the
development overhead for users to create Python applications that work on our platform. The following needs to be
provided for each application: (1) the source files; (2) a requirements.txt file listing all Python module dependencies; (3)
network ports the application listens for; and (4) specifications for which node and node type it should be allocated to
within the hardware network.

2. Kubernetes
Kubernetes is a critical component of our platform, providing a virtualized layer for all user applications. In

our implementation, a Kubernetes cluster consists of a set of real-world nodes, each capable of hosting containers.
These containers are deployed to nodes within the cluster without needing awareness of the underlying configuration.
Kubernetes provides abstractions for hardware and network communication through a virtual network. Our Kubernetes
cluster consists of two node types: agents and a server node. The agent nodes, which include compute nodes, ground
rovers, and drones, are where user applications are executed. The server node, or control node, manages the agent nodes.
The web portal translates the user-provided application and node allocation into a deployment that the Kubernetes
control node can distribute across the cluster. Since Kubernetes cannot run Python applications directly, the user
applications must first be compiled into container images. Given the source files and requirements.txt provided by the
user, the web portal can automatically generate the corresponding container images.

3. SMILE Module
The last core component of the platform is the SMILE module, which bridges the gap between the web portal and

the agent nodes. It is a lightweight Python module that users can include in experiment code to send results and data
back to the web portal. Result reporting is crucial for providing useful feedback in the form of text or arbitrary data.
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The SMILE module provides logging functions that send data from the user code running in a container to the platform
via the server node that runs with every experiment. The server node binds a ZeroMQ (REP) Reply pattern socket
over TCP and awaits incoming data. When data is received and validated based on its type, the node performs a POST
request to the web portal with the data, where it is processed and displayed to the user as the experiment runs.

B. Adoption of Kubernetes-based System Hierarchy
Kubernetes is the most integral component in our management of applications on the hardware testbeds. We utilize

three Kubernetes document types: Jobs, Services, and Namespaces. Each experiment is assigned a Namespace, a
Kubernetes object that can contain other objects—in this case, Jobs and Services. Jobs hold the user’s application in the
form of a container. The containers created by these Jobs are fully sandboxed within their virtual environment, and need
a Service object to communicate with each other. The Service exposes certain network ports for the container to be
accessed by external applications. By using these three Kubernetes objects, we achieve the necessary functionality to
run user experiments under Kubernetes. This hierarchy is depicted in Fig. 2.

Fig. 2 Hierarchy between Deployment, Pod, and Container within Kubernetes.

This combination of Namespace, Jobs, and Services enables the execution of user applications. However, there
still needs to be a way to interface these applications with the RAPTURE web portal so that users can interact with
their experiments and retrieve results. We achieve this by instantiating a helper application alongside each user’s
experiment. User applications can then include the SMILE module described in Sec. II.A.3 with their applications to
easily communicate with this helper application, which then forwards the data back to the web portal for the users to
view.

C. Selection of Kubernetes Distribution
There are many different Kubernetes distributions available, so making an informed selection of a suitable one for

our application is vital. Numerous Kubernetes distributions are in production, each tailored to specific use cases. In this
study, we evaluated four widely supported distributions: K8s, MicroK8s, MicroShift, and K3s.

K8s, or Kubernetes, is the standard upstream distribution of Kubernetes. It is commonly used in industry for
cloud computing and is arguably the most powerful of these offerings. However, given that standard K8s isn’t targeted
at resource-constrained environments like UAS, we would prefer a more lightweight alternative. The other three
distributions—Microk8s, MicroShift, and K3s—are all purpose-built to be lightweight and are targeted toward the
Internet of Things (IoT) and edge devices.

MicroK8s is backed by Canonical [17], the company behind Ubuntu, and is available as a snap package for Linux
environments. A double-edged feature of this distribution is its focus on modularity: features like name resolution
within the cluster or a dashboard are disabled by default in an effort to make the distribution as minimal as possible.
However, we find this modularity doesn’t substantially improve resource usage compared to the other options that
include these functionalities by default.

MicroShift is backed by Red Hat [15] and is targeted toward enterprise applications with edge devices. MicroShift
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Fig. 3 Screenshot of user interface used to upload experiments to the RAPTURE portal.

is relatively new, so it is less mature than the other options and has limited support for different CPU architectures.
However, it has seen adoption in industry for UAS applications; particularly in the collaboration between Lockheed
Martin and Red Hat for the Stalker UAS platform.

K3s [18] is open-source and is also the most popular among the lightweight alternatives we have considered. Some
of the key advantages of it are that it allows for single-command installation and cluster initialization, is packaged into a
single binary, and also uses a more lightweight database than the other distributions.

After evaluating each of these Kubernetes distributions, we settled on K3s. The most valuable benefit of K3s is its
ease of use, with installation and cluster initialization possible with a single command on a fresh device. This ease of
use can aid the future growth of the platform when more UASs are added to the network, or if others want to recreate
similar systems. Additionally, K3s’s use of a more lightweight database has been found to result in nearly an order of
magnitude lower disk utilization when compared to K8s and MicroK8s [19].

D. User Experience
The development of the web portal for user interaction with our platform is a critical aspect that must be well-designed

to ensure both usability and functionality. The user flow should be intuitive, allowing users to configure multiple
containers and utilize various types of nodes simultaneously, while retaining all necessary functionalities. In this
subsection, we present our user interface, which offers an accessible portal that meets these requirements and allows
users to access results through the same interface.

Figure 3 illustrates the web interface that facilitates users in uploading their experiments to the network. This
interface allows users to specify the number of nodes required for their experiment, including compute devices, ground
rovers, and UASs, and to allocate specific applications to designated nodes. Upon uploading, the experiment is sent to the
backend and queued for execution by the platform. The interface provides several customization options, such as unique
naming for containers and nodes, enabling users to reference specific nodes from the SMILE module when reporting
results or controlling hardware. Users can also choose container-based images from a predefined list, allowing them to
run different versions of Python or other arbitrary images. By specifying open ports, users can enable communication
between containers, facilitating inter-application traffic via a service. Additionally, specifying the node type allows users
to select from various options, including pure compute nodes, rover nodes, or drone nodes.

Once an experiment is initiated—either by the user or a supervisor in the case of rover or drone runs—users need a
method to visualize or transfer the results for analysis. Figure 4 depicts the experiment view, showcasing the results
generated from the experiment. The platform provides a method for sending arbitrary results back to the portal when
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Fig. 4 Screenshot of user interface displaying container status and results from the experiment run.

users write platform code. Each container’s standard output (STDOUT) is also captured and displayed to the user,
serving as an additional data source for experiment analysis. This approach ensures that users can effectively monitor
and analyze the outcomes of their experiments.

III. Use Cases
To demonstrate the usage and value of our platform, we present three use cases that highlight its various capabilities

†. The first use case showcases a multi-node collaborative computing challenge focused on computer vision. The second
use case features the rover node and its deployment process, while the third illustrates a multi-node collaborative drone
challenge.

A. Case One: Satellite Image Demosaicing
Satellite image demosaicing is an important task requiring massively distributed systems because of the high

resolution and volume of data collected. We develop a simple proof-of-concept OpenCV script that applies the divide
and conquer paradigm to the problem and functions on our platform. Given an arbitrary number of images, we distribute
them across multiple client nodes until an image pair is successfully stitched. The resulting image is then sent back to
the server node to complete the stitching process.

Algorithms 1 and 2 describe the high level structure of the algorithm. The implementation uses OpenCV ORB
feature matching and keypoint-descriptor matching to compute a homography transform for image pairs. It includes
a server function, a client function, and a demosaic utility module. This modularity allows one container to run the
server code, while an arbitrary number of clients run the client code, waiting for the server to distribute images across
containers. Clients can run on the same node, or different nodes for different applications.

For demonstration purposes, we distribute 41 satellite images (see Figure 5) to five client containers running on a
single node (Dell Precision 3630 with an Intel i7-8700K processor and 16 GB of RAM) for stitching. To control the

†Code is available on GitHub at: https://github.com/justinscottlee/smile-rapture
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Algorithm 1 Server-Side Main Algorithm
1: Load unstitched images
2: Create and connect to clients
3: Distribute images to clients
4: for each client do
5: Wait to receive subset of partially stitched images
6: Append received images to images list
7: end for
8: Demosaic the received partially stitched images all together
9: Output the maximally stitched images

Algorithm 2 Client-Side Main Algorithm
1: while True do
2: Wait to receive images from server
3: Demosaic the received images
4: Send demosaiced images back to server
5: end while

Fig. 5 41 Satellite input images before stitching.

Fig. 6 The three satellite imagery output mosaics.

output and ensure the algorithm functions correctly, we intentionally separate the images into three disconnected sets
that cannot be stitched further. Figure 6 displays the resulting stitched images, which match our expected three output
mosaics.

This use case illustrates the utility of our platform for compute-centric applications and the ability for multiple
nodes to collaboratively process user-uploaded experiments. Our platform can facilitate work on other computationally
demanding workloads such as machine learning, autonomous algorithm developments, and large-scale data processing
tasks. This flexibility makes it suitable for various research and academic applications where high-performance
distributed computing is necessary.
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B. Case Two: Drone Collision Avoidance
UAS systems are a major research avenue in academia. In this use case, we create a proof-of-concept obstacle

avoidance script that runs a state-of-the-art monocular depth pipeline to control the drone and avoid collisions with
objects.

For demonstration purposes, a DJI Tello drone is used due to its easy-to-use Python API, cost-effectiveness, and
minimal risk of damage thanks to its small size. The drone connects to a compute node, which acts as the master
node for the UAS, issuing commands to the drone over WiFi. Our implementation employs the Metric3Dv2 [20]
monocular depth technique for depth map computation. The depth map is computed by the compute node or any other
node on the Kubernetes network, and the resulting depth data is used by the master node to generate and transmit
movement commands to the drone over WiFi. Figure 7 shows an example output from the Metric3Dv2 pipeline in a
room environment.

Fig. 7 Depth map generated from Metric3Dv2 output with distance from the center pixel overlaid.

The script performs takeoff and attempts to fly the drone straight until the collision avoidance algorithm detects
an obstacle. Since this is only a proof-of-concept, the algorithm is relatively straightforward: it uses the depthmap to
calculate the average distance to the group of 16×16 pixels in the middle of the image, and slows the forward velocity if
this distance falls below a certain threshold. The drone then reorients itself until the avoidance criteria are no longer met.

This use case demonstrates how users can develop UAS applications and test them using RAPTURE. It also
showcases how our platform allows users to run the latest algorithms and integrate them with hardware they may not
have access to.

C. Case Three: Rover Tracking
In the third use case, we demonstrate a rover node running on the platform and performing a real-time computer

vision and control task. We use the rover control API built into the SMILE module to control the rover, and then apply
OpenCV HSV thresholding to drive the rover toward a light source (see Figure 8).

In our implementation, the rover is driven by commands sent from an Arduino, which is directly connected to the
rover via USB. The Arduino acts as the master node that controls that rover. A webcam is mounted on the rover, which
is also directly connected to the same node via USB. These USB devices are accessible even in our containerized
applications, ensuring control with minimal overhead. All peripherals are controllable via the SMILE module that
users interface their code with. We provide an interface to control the rover via commands and an interface to open an
OpenCV video stream from the webcam.

The computer vision pipeline consists of several steps. First, an image is retrieved from the webcam. Next, an HSV
thresholded mask is created and smoothed using erosion and dilation. Contour detection is then applied to identify the
largest feature in the mask, which becomes the target. The node rotates to center the feature and then drives toward it.

This use case demonstrates how our platform can support rover applications in addition to pure compute and UAS
applications. We again include a computer-vision aspect in this demonstration, to show that our platform is well suited
for tasks that involve computationally demanding workloads in real-time.
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Fig. 8 Rover tracking a light source and controlling toward it.

IV. System Overhead
Quantifying the performance and system overhead imposed by our platform is essential to understanding the impact

of containerization and container allocation. In this section, we start by measuring the resource overhead that Kubernetes
imposes on a node. Next, we assess the network overhead, and finally, we discuss the CPU penalty imposed on software
running on our platform.

A. Resource Overhead
We first assess our platform’s resource overhead through benchmarking tasks running on our Kubernetes cluster.

Our initial benchmark focuses on the CPU and memory resources utilized by the "k3s-agent" process. This process
is crucial as it runs on worker nodes to join the cluster, manages communication with the master node, and executes
workloads such as deploying and running containers.

CPU Utilization Memory Utilization
1.9% 162 MB

Table 1 Resource Utilization of the "k3s-agent" process on Raspberry Pi 4B.

To measure the resource overhead, we utilize a Raspberry Pi 4B with 8GB of RAM as the compute node. The
results are shown in Table 1. Additionally, we observed that the resources utilized by the "k3s-agent" process remain
roughly constant, regardless of the number of applications.

B. Networking Performance Overhead
We further assess the network performance overhead generated by our platform in latency and throughput under

different conditions. We compare our approach with a native approach in which native Python code is run directly on
the device (Raspberry Pi 4B 8GB). Each experiment is repeated 100 times to collect the latency and throughput results.
The means and standard deviations are depicted in Figure 9. As we can see, latency, measured as the time to establish a
connection, shows a significant 5.3× increase with a considerably higher standard deviation. Throughput, measured as
the time to transmit a 10MB file, exhibits a 4.5% reduction.
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Fig. 9 Comparison of network latency and throughput: Native vs. RAPTURE.

The significantly poorer performance in latency can be attributed to Kubernetes’ name resolution, which adds an
additional software step compared to the direct IP connection used in the native implementation. This increased latency,
along with the higher standard deviation, indicates more variability and potential delays in network communication
within the Kubernetes-managed environment. Despite this, the higher mean latency (2.2ms) remains acceptable for
most applications, including real-time applications like robotics, UAS, and computer vision systems. Furthermore, the
advantages of containerization with our platform, such as ease of deployment and scalability, make the networking
latency a minor issue.

Regarding throughput, we can observe a minor loss of performance. This can be attributed to the backend
communication within Kubernetes itself, as well as the communication between nodes and the web portal.

C. CPU Performance Overhead
Lastly, we assess the CPU performance overhead introduced by our platform. Similar to network overhead, we

compare RAPTURE with a native implementation that runs Python scripts directly on the device (Raspberry Pi 4B).
To measure CPU performance, we run a Fibonacci test that calculates a large Fibonacci number We then measure the
CPU scores of the two methods, which are scalars inversely proportional to the computation time of the Fibonacci
sequence. The means and standard deviations of their CPU scores, obtained over 100 runs, are shown in Figure 10. The

Fig. 10 Comparison of CPU Performance: Native vs. RAPTURE.
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results reveal a minimal decrease of 1.5% in CPU performance, which is consistent with the earlier finding of 1.9%
CPU utilization by the Kubernetes backend. Despite this slight decrease, the overall CPU performance remains largely
unaffected, supporting the suitability of our platform for various computational tasks.

V. Conclusion & Future Works
In this paper, we presented RAPTURE, an innovative containerized platform that democratizes access to a set of

hardware testbeds, making research in UAS and robotics more accessible and effective. RAPTURE provides abstraction,
result reporting, and support for various hardware platforms, including compute devices, ground rovers, and drones. The
platform features a web portal that allows users to easily and remotely upload and run their experiments. To demonstrate
the key features and potential of our platform, we explored three use cases: satellite image demosaicing, drone collision
avoidance, and rover tracking. These use cases highlight the platform’s capability to handle complex, distributed
computing tasks across various domains and its potential to facilitate education and research in robotics, UAS, edge
computing, and distributed systems, etc. We also evaluated the performance overhead introduced by our platform from
various aspects, including resource utilization, latency, throughput, and CPU performance. The results show that the
overhead is relatively minimal, with values of 1.9% for CPU utilization, 162 MB for memory usage, a 1.8ms increase in
latency, a 4.5% reduction in throughput, and a 1.5% decrease in CPU performance. However, these slight performance
trade-offs are outweighed by the benefits of containerization, such as ease of deployment and scalability, making our
Kubernetes-based platform an effective solution for our target use cases.

A. Future Works
In the future, we plan to enhance RAPTURE from the following key areas:
1) Additional Programming Language Support: Currently, RAPTURE supports only Python for user experiments.

Future work could extend support to additional programming languages such as C/C++, Java, or Rust, which are
widely used in robotics and UAS development. This expansion would broaden the user base and enable more
computationally intensive experiments.

2) Development of a Simulated Environment: Simulation has become a crucial component in robotics, especially
for developing complex multi-agent systems that are challenging and costly to test physically. To complement
physical testbeds, we plan to incorporate a virtual simulator into RAPTURE, which accurately mirrors each
hardware setup, enabling preliminary testing before deployment on actual drones. While many existing simulation
environments, such as Gazebo [21], AirSim [22], and Webots [23], offer robust solutions, we propose leveraging
one of these pre-developed software platforms. By creating middleware that allows experiments to run on our
platform without code modifications, we can identify potential issues in a controlled and simulated environment,
thus accelerating development and reducing the risk of errors before deploying code on real hardware.

3) Integration with Cloud-Based Development Tools: Cloud-based tools have greatly enhanced the developer
experience by enabling greater collaboration and ease of use. This aligns with RAPTURE’s primary goals
of expanding access to UAS and robotics research and providing a platform that academia can easily use for
iterative development in this field. Integrating RAPTURE with cloud-based development tools such as Jupyter
Notebooks, Google Colab, or GitHub Codespaces would offer an even more streamlined way to conduct research.
This integration would provide users with a seamless development environment, allowing them to write, test, and
deploy code directly from their web browsers. Cloud-based environments also offer advantages such as easy
collaboration, version control, and access to powerful computational resources, significantly streamlining the
development and experimentation process.
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