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A B S T R A C T

The engineering design of metamaterials with selected acoustic properties necessitates adequate
prediction of the elastic wave propagation across various domains and specific frequency ranges.
This study proposes a systematic approach centered on the finite element characterization
of the three-dimensional Green’s function for a representative volume element. The inherent
characteristics of broadband waves and singular impulses contribute to notable challenges
related to accuracy and high-frequency oscillations, and thus the emphasis is set on providing
an exhaustive analysis for this numerical characterization scheme. The study focuses on the
broadband wave dispersion and requisite considerations for numerical damping, and evaluates
the impact of dissipation and space–time discretization schemes for optimal performance. In
contrast to conventional methods that employ a plane wave, the proposed approach does not
need extra assumptions on the enforcement of boundary conditions and can effectively consider
the influences of length scale from the material configurations. A quasi-equiaxed polycrystalline
ice microstructure is utilized as an application example for homogenizing heterogeneous
materials, in line with advancements in cryo-ultrasonic testing techniques.

1. Introduction

The ultrasonic testing approach is among the most widely used non-destructive testing techniques [1]. As waves propagate
through the tested medium, the transmitted energy reveals variations due to porosity, cracks, or impurities, which can be used to
determine the potential damage. To evaluate these differences, prior knowledge of the fundamental acoustic properties of a pure or
undamaged medium is often essential, especially within the ultrasonic frequency range across various scales [2]. However, many
continuum media, regardless of gas, liquid, or solid, are intrinsically heterogeneous. This heterogeneity can lead to distinct elastic
wave scattering and absorption mechanisms, especially when complex microstructures or mechanical conditions exist. Consequently,
on the macroscopic level, this results in diverse homogenized acoustic properties. An important form of this heterogeneity is
associated with the configurations of material, such as polycrystalline microstructures as shown in Fig. 1 or different material phase
distributions [3]. Additionally, factors like residual stress [4], micro-damage [5], or bonding conditions [6] can also influence the
determination of acoustic parameters.

The acoustic property measurements can exhibit a correlation with microstructural characteristics. Over the past few decades,
the experimental measurement area has witnessed increasing interest, especially with advancements in ultrasonic testing methodolo-
gies [8]. The accuracy of these measurements can be compromised by various factors [9], such as coupling and surface conditions.
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Fig. 1. The polycrystalline microstructures of natural ice thin film [7]. Each crystal shows a different color due to the birefringence.

his often necessitates sample preprocessing, which can be both time-consuming and costly for certain materials. As a result,
nalytical or numerical predictions become attractive, especially for studies that demand a parametric analysis of configuration or
aterial properties. The (semi-)analytical or numerical prediction of homogenized wave behavior over the heterogeneous medium
sually requires certain assumptions. A straightforward approach is to directly approximate the displacement field over the medium,
hich results in averaging the stiffness tensor. The calculation of the average elastic constants of material properties will then
ead to a quasi-static prediction in the Rayleigh region [10]. Common quasi-static approaches include Voigt [11], Reuss [12], Hill
average [13], self-consistent method [14], and asymptotic expansion method [15]. Vel et al. [16] provide synthetic numerical
comparisons in quasi-static homogenization for the polycrystalline structures.

The propagation of waves through heterogeneous media often involves scattering behaviors or absorptions due to intrinsic
microstructures and variations in material properties. In many cases, such as polycrystalline media, scattering predominantly
influences the homogenization of acoustic parameters [17]. When considering larger scales where multiple scatterings occur, wave
propagation can be described as a stochastic process, necessitating an evaluation of mean responses. Keller et al. [18] introduced a
stochastic operator theory for slightly heterogeneous media, known as the Keller approximation. This approach has been applied by
Stanke and Kino [10] to non-textured and equiaxed materials with minor single-crystal anisotropy. Weaver [19] further advanced
homogenization methodologies, formulating them through statistical physics based on the Dyson equation and the first-order
smoothing approximation (FOSA). FOSA is recognized as a specific instance of the Born expansion ensemble, utilizing the second-
order moment [20–22], and is deemed equivalent to the second-order Keller approximation [23]. In Weaver’s work [19], the
covariance function is bifurcated into a tensorial term, determined by material properties, and a dependence term, expressed through
the statistical description. This statistical description is typically characterized by an inverse exponential function 𝜂(𝑟) = exp(−𝑟∕𝑙),
with 𝑙 representing the micro-scale correlation length associated with crystallite size.

However, such assumptions in analytical and semi-analytical approaches have sometimes shown inconsistencies with experimen-
tal data. Two strategies have been put forward to reconcile these discrepancies. On the one hand, many studies have proposed to
modify the analytical representation of the spatial term. Argüelles and Turner [17] suggested employing a log-normal distribution
function for the micro-scale length, characterizing grain size by its deviation. This concept was empirically evaluated by Bai
et al. [24] for 𝛼-titanium alloys. Saju et al. [25] investigated the impact on nonlinearity resulting from grain size distribution in
one-dimensional microstructures. Liu et al. [26] proposed retaining the exponential form but empirically calculating the correlation
ength as opposed to employing a mean grain size. Recently, Argüelles [27] proposed employing a Von Kármán form of the
orrelation function in order to incorporate additional microstructural characteristics. On the other hand, numerical tools, such as the
inite Element Method (FEM), have become pivotal in modeling wave propagation through materials with complex microstructures
r diverse material constituents. Typically, this modeling is implemented on a representative volume element (RVE) that captures the
orphology and spatial distribution of material properties [28,29]. The randomness inherent in these models is governed by random
ariables or probability distribution functions, which can differ from one scenario to another [30–32]. A significant advantage of
his approach is its independence from the statistical properties of materials and microstructures, often allowing for more accurate
apture of microscale behaviors [33]. This capability is crucial in understanding the influence of scale length on homogenized
aterial properties. Numerous studies have successfully applied FEM with time integration for solving elastodynamic equations and
haracterizing material properties [2,34–37]. In recent years, Tie et al. [38–40] have highlighted the potential of Discontinuous
alerkin methods in wave modeling.
Despite these advances, one of the main challenges in the field is that most of these studies model plane waves within a

arrow-band frequency by applying ideal boundary conditions to ensure irrotational or divergence-free displacement patterns of
lane waves to facilitate the determination of macroscopic longitudinal or transverse properties. Periodic boundary conditions are
lso commonly employed to mitigate reflection effects and reduce measurement errors [34]. However, these approaches often lead
o under-discussed and intricate accuracy issues in determining acoustic parameters. For example, the enforcement of symmetric
oundary conditions requires the material to exhibit statistical isotropy at the macro-scale. Failing this, the isotropic Helmholtz
2
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Fig. 2. Sketch of statistically isotropic ice material and its RVE (𝑐𝐿: longitudinal speed, 𝑐𝑇 : transverse speed, 𝑐𝑄𝐿: quasi-longitudinal speed, 𝑐𝑄𝑇1 and 𝑐𝑄𝑇2 :
uasi-transverse speeds).

ecomposition cannot be accurately achieved [41]. This limitation also hinders the characterization of general material properties,
articularly in textured materials known for specific statistical anisotropy [23].
Instead, here we focus on spherical wave propagation and broad-band frequency waves which, though proven effective in many

fields, are seldom employed in the numerical characterization of ultrasonic parameters. A notable application of these waves is
the elastic Green’s function (or Green’s dyadic), where a point-source response is equated to Green’s function convolved with
a wavelet. Since the pioneering work by Weaver et al. [19,42], there have been significant contributions from researchers like
Campillo et al. [43] and Wapenaar et al. [44–46], emphasizing the utility of acoustic Green’s function. This approach has been
instrumental in exploring physical fields around structures at both microscopic [47–49] and macroscopic scales, particularly in
seismology [45,46]. Modeling broad-band frequency waves, however, presents challenges such as numerical dispersion and spurious
scillations, necessitating additional solutions. Extensive studies have discussed these challenges, proposing various modifications
nd treatments to mitigate numerical dispersion in elastic wave problems [50–56]. In this work, we leverage FEM to develop a
pherical Green’s function-based RVE approach for characterizing elastic waves in complex heterogeneous media.
The subsequent sections are organized as follows. Section 2 introduces the methodology and implementation scheme, including

the problem statement, generation of microstructures, and characterization scheme in using the FEM with time integration for the
wave modeling study. To establish this framework, we believe that an error analysis of the wave error resulting from numerical
discretization is necessary. Section 3 provides error analysis where we emphasize the impact of numerical dispersion, and damping
in characterizing frequency domain solutions. In Section 4, we test this characterization scheme with both homogeneous benchmark
and heterogeneous medium in 3D space. The quasi-equiaxed polycrystalline microstructures that show statistical isotropy are
emphasized and taken as a paradigm in showing the general homogenization of heterogeneous medium and the characterization
process in determining the acoustic properties. Finally, Section 5 presents the conclusions and future work.

2. FEM-RVE Green’s function approach: formulation and implementation

This section introduces our proposed homogenization procedure. This procedure is based on the computational evaluation and
postprocessing of assumption-reduced Green’s functions over the microstructure RVEs. In particular, note that we calculate and
characterize Green’s function beyond the conventional approaches, which use plane waves and enforce specific boundary conditions
to achieve macroscopically divergence-free or irrotational displacement fields. A typical ice specimen target and its corresponding
RVE are depicted in Fig. 2. The bulk material, with macro-scale dimension 𝐿, is characterized as statistically isotropic and manifests
longitudinal and transverse waves, as shown in Fig. 2 (left). On a finer scale, an RVE will be used to initiate our proposed
homogenization procedure to capture the average material’s behavior from the smaller length scale (polycrystalline microstructures
on the right of Fig. 2). The Green’s function of an elastodynamic problem is equivalent to solving an initial value problem (IVP)
excited by the point load at 𝐱𝑐 as shown in Fig. 2 (right). FEM with a specific time integration scheme is then used for stepping this
IVP. The Green’s function results over this RVE domain are utilized to determine homogenized properties over frequency 𝜔, such
as the averaged longitudinal wave speed 𝑐𝐿(𝜔).

This methodology offers further advantages by eliminating boundary reflection errors in homogenization and facilitating scale
effect discussions without necessitating special assumptions on the displacement field. Furthermore, it is critical to accurately
describe an RVE that adequately represents the material. In Section 2.1, we elaborate on the modeling scheme for polycrystalline
structures aimed at achieving a quasi-equiaxed morphology. The IVP problem and its FEM implementation are described in
Section 2.2. Finally, Section 2.3 discusses a characterization scheme based on the space–time and transformed space-frequency
solutions, from which the homogenized properties are derived. Fig. 3 summarizes the key implementation procedures for the
proposed FEM-RVE Green’s function homogenization procedure. It should be noted that the final homogenized properties can be
3

essentially different as the statistically fitted model is changed. In the case of textured or statistically anisotropic materials, for
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Fig. 3. The implementation procedures of Green’s function RVE approach.

Fig. 4. The influence from the deviation in ESD probability density function to the polycrystal morphology: (a) Deviation = 0.2; (b) Deviation = 0.4.

xample, the homogenization may place varying emphasis on certain directions. Further exploration of this aspect will be addressed
n future studies.

.1. Numerical modeling the RVE: polycrystalline microstructures

Polycrystalline materials consist of a large number of grains with randomly distributed crystallographic orientations and are
eparated by grain boundaries. Under the Cartesian coordinates, the elasticity tensor under the laboratory axes 𝐶𝑖𝑗𝑘𝑙 can be calculated
hrough the orthogonal transformations by

𝐶𝑖𝑗𝑘𝑙 =
3
∑

𝛼,𝛽,𝛾,𝛿=1
𝑎𝑖𝛼𝑎𝑗𝛽𝑎𝑘𝛾𝑎𝑙𝛿𝐶

′
𝛼𝛽𝛾𝛿 , (1)

here 𝐶 ′
𝑖𝑗𝑘𝑙 is the elasticity tensor under the material (crystalline) axes and 𝐚(𝜁1, 𝜁2, 𝜁3) are rotation matrices defined by the Euler

ngles (𝜁1, 𝜁2, 𝜁3) representing the transformation between the crystalline axes and the laboratory axes. The morphological properties
f polycrystalline microstructures can be influenced by a variety of factors, including thermodynamics and material chemistry.
his study considers that the geometry of such microstructures can be replicated by partitioning the RVE into a series of compact
ells assembled. Consequently, weak bond behavior at grain boundaries will not be discussed herein. The generation of these
olycrystalline structures is facilitated by Neper [57], an open-source software package for polycrystal generation based on Laguerre
essellation.
The morphology is characterized by the distributions of two key indicators: equivalent spherical diameter (ESD) and sphericity.

ognormal distributions are used for both indicators. The equivalent spherical diameter represents the characteristic size, where the
ean reflects the average size and the deviation indicates the size variation. Fig. 4 displays the sliced RVE profile at varying levels
f deviation. Notably, a smaller deviation results in a more uniform grain size distribution, as illustrated in Fig. 4(a). Sphericity
eflects how much the shape of a discretized grain deviates from a spherical shape, calculated as the ratio of the grain’s surface
rea to that of an equivalent sphere. The standard deviation for ESD is set at 0.06 and the sphericity distribution has an average of
.86 and a standard deviation of 0.03 to mimic the quasi-equiaxed feature of ice. We suggest the generated geometry be discretized
y using the equidistant structured mesh. A distinguished advantage of this meshing scheme is that it can alleviate the artificial
cattering due to the difference brought by element stiffness. The refinement of the boundary tessellation is an important numerical
4

arameter and is extensively discussed in Section 4.3.
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2.2. Wave equation and FEM discretization

To characterize the acoustic properties, we propose calculating Green’s function for the specific RVE under the infinite domain
ssumption. Considering the wave is not subjected to boundary conditions and lets the excitation occur at 𝑡 = 0, the strong form for
solving Green’s function of elastodynamic problem can be expressed as follows

−𝜌𝑢𝑖,𝑡𝑡 + 𝜎𝑖𝑗,𝑗 = 𝑓𝑖, in 𝛺×]0, 𝑇 [

𝑢𝑖(𝐱, 0) = 𝑢0𝑖(𝐱), 𝐱 ∈ 𝛺

𝑢𝑖,𝑡(𝐱, 0) = 𝑢̇0𝑖(𝐱), 𝐱 ∈ 𝛺

, (2)

where 𝜌, 𝑢𝑖(𝐱), 𝜎𝑖𝑗 , 𝑓𝑖, 𝑢0𝑖, and 𝑢̇0𝑖 represent the density, displacement, Cauchy stress, unit force impulse, initial displacement, and
initial velocity, respectively. For Green’s dyadic 𝐺𝑖𝑚(𝑡, 𝐱, 𝐱′), the subscript 𝑖 denotes the component of displacement 𝐮 and the force
term is written by

𝑓𝑖(𝑡, 𝐱 − 𝐱𝑐) = 𝛿𝑖𝑚𝛿(𝐱 − 𝐱𝑐 )𝛿(𝑡), (3)

where 𝛿𝑖𝑚, 𝛿(⋅) and 𝐱𝑐 are Kronecker-delta, Dirac-delta function, and the position of impulse. 𝑚 denotes the non-zero component of
the unit impulse. We always set the impulse position 𝐱𝑐 to be the center of an RVE (𝛺) to save the computational cost in each test.
To obtain the weak form for FEM, we employ the integrable interpolation function to approximate this singular unit point load. For
a discretized node 𝐱𝑖 ∈ 𝛺′ where 𝛺′ ⊂ 𝛺, the FEM shape functions 𝑁𝐱𝑖 (𝐱) are particularly well-suited to approximate the spatial
unit impulse from 𝛿(𝐱𝑖 − 𝐱𝑐) due to the Kronecker-Delta property, defined as

𝑁𝐱𝑐 (𝐱𝑖) =
{

1 𝑖 = 𝑐
0 𝑖 ≠ 𝑐.

(4)

An example FEM shape function using the 8-node hexahedron element under the natural coordinate can be written as follows:

𝑁𝑖(𝑥, 𝑦, 𝑧) = 𝑁𝐱𝑖 (𝑥, 𝑦, 𝑧) =
1
8
(1 + 𝑥𝑖𝑥)(1 + 𝑦𝑖𝑦)(1 + 𝑧𝑖𝑧), 𝑖 = 1, 2, ⋯ , 8. (5)

here 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 = −1 or 1 are the natural coordinates of the eight vertices. This study employed the 8-node hexahedron element for
ll following numerical tests for adequate accuracy and computational cost.
On the time domain, a 𝐶0 interpolation is considered using the time integration. A fixed time step scheme where time interval

𝑡 is constant is utilized in this paper, the temporal unit delta function from 𝛿(𝑡) can be expressed by a step function 𝐻(𝑡)

𝐻(𝑡) =

{

1
𝛥𝑡 0 ≤ 𝑡 < 𝛥𝑡
0 𝑡 ≥ 𝛥𝑡.

(6)

In this way, we obtained the approximated unit force impulse by

𝑓𝑖(𝑡, 𝐱 − 𝐱𝑐 ) ≈ 𝛿𝑖𝑚𝑁𝐱(𝐱𝑐 )𝐻(𝑡). (7)

Consider the zero initial conditions where 𝑢0𝑖(𝐱) = 0 and 𝑢̇0𝑖(𝐱) = 0 for 𝐱 ∈ 𝛺. The corresponding weak formulation of the
elastodynamic problem for FEM can then be constructed, which is to find 𝐮(𝑡) ∈ 1, 𝑡 ∈ [0, 𝑇 ], such that for all 𝐰 ∈ 1

∫𝛺
𝜌𝑤𝑖𝑢̈𝑖𝑑𝛺 + ∫𝛺

𝑤(𝑖,𝑗)𝐶𝑖𝑗𝑘𝑙𝑢(𝑘,𝑙)𝑑𝛺 = ∫𝛺
𝑤𝑖𝑓𝑖𝑑𝛺 , (8)

where (⋅)(𝑖,𝑗) = (⋅)𝑖,𝑗+(⋅)𝑗,𝑖
2 and therefore 𝑢(𝑖,𝑗) is the infinitesimal strain tensor (i.e., 𝜖𝑖𝑗). Under the linear elastodynamic case, the

Cauchy stress tensor can be defined by the generalized Hooke’s law 𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜀𝑘𝑙. The FE approximation leads to the approximated
displacement field 𝑢ℎ𝑖 ∈  ,  ⊂ 1 which is given by

𝑢ℎ𝑖 (𝐱, 𝑡) = 𝛴𝑛𝑛
𝑗=1𝑁𝐱𝑗 (𝐱)𝑑𝑖(𝐱𝑗 , 𝑡), (9)

where 𝑛𝑛 denotes the number of nodes connected with 𝐱 and 𝐝(𝐱, 𝑡) is the nodal displacement. As the Bubnov–Galerkin scheme is
considered, the approximated 𝑤ℎ

𝑖 ∈  using the same interpolation scheme as 𝑢ℎ𝑖 . Thus, the weak formulation of the elastodynamic
equation (Eq. (2)) can be written in the matrix form

𝐌𝐝̈(𝑛+1) +𝐊𝐝(𝑛+1) = 𝐅(𝑛+1), (10)

where 𝐌, 𝐊, 𝐅, 𝐝̈(𝑛), and 𝐝(𝑛) are global mass matrix, stiffness matrix, force vector, acceleration vector, and displacement vector,
respectively. The superscript 𝑛 denotes the current time step. The assembling of the global matrix (vector) can be expressed by

𝐌 = 𝛴𝑛𝑒
𝑒=1(𝐦

𝑒), 𝐦𝑒 = [𝑚𝑒
𝑝𝑞], 𝑚

𝑒
𝑝𝑞 = 𝛿𝑖𝑗 ∫𝛺𝑒

𝜌𝑁𝑎𝑁𝑏𝑑𝛺, (11)

𝐊 = 𝛴𝑛𝑒
𝑒=1(𝐤

𝑒), 𝐤𝑒 = [𝑘𝑒𝑝𝑞], 𝑘
𝑒
𝑝𝑞 = 𝐞𝑇𝑖 ∫𝛺𝑒

𝐁𝑇
𝑎 𝐃𝐁𝑏𝑑𝛺𝐞𝑗 , (12)

𝐅 = 𝛴𝑛𝑒
𝑒=1(𝐟

𝑒), 𝐟𝑒 = [𝑓 𝑒
𝑝 ], 𝑓

𝑒
𝑝 = 𝑁𝑎𝑓𝑖𝑑𝛺, (13)
5

∫𝛺𝑒
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where 𝑛𝑒 denotes the total number of elements. 𝐞𝑖 is the basis vector. 𝐃 is the elasticity matrix under Voigt notation. 𝐁 is called the
strain matrix with the form

𝐁𝑖 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑁𝑖,1 0 0
0 𝑁𝑖,2 0
0 0 𝑁𝑖,3
0 𝑁𝑖,3 𝑁𝑖,2

𝑁𝑖,3 0 𝑁𝑖,1
𝑁𝑖,2 𝑁𝑖,1 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (14)

The 𝛼-method [58] is used for stepping the temporal solutions and following analysis in this paper, which is given by

𝐌𝐝̈(𝑛+1) + (1 + 𝛼)𝐊𝐝(𝑛+1) − 𝛼𝐊𝐝(𝑛) = 𝐅𝑛+𝛼 , (15a)

𝐝(𝑛+1) = 𝐝(𝑛) + 𝛥𝑡𝐝̇(𝑛) + 𝛥𝑡2[( 1
2
− 𝛽)𝐝̈(𝑛) + 𝛽𝐝̈(𝑛+1)], (15b)

𝐝̇(𝑛+1) = 𝐝̇(𝑛) + 𝛥𝑡[(1 − 𝛾)𝐝̈(𝑛) + 𝛾𝐝̈(𝑛+1)], (15c)

here 𝐝̇(𝑛) is the velocity vector. 𝛼, 𝛽, 𝛾 are time integration parameters of 𝛼-method.

.3. Green’s function characterization scheme

After the generated RVE is employed for the elastodynamic problem stated in Section 2.2, the calculated Green’s function can
hen be processed by the characterization scheme for homogenization. Because of the heterogeneity, Green’s function 𝐺𝑖𝑚(𝑡, 𝐱, 𝐱𝑐 ) is
multi-variable function, dependent on a receiver at point 𝐱 and an impulse source at 𝐱𝑐 . The homogenization then aims to find an
verage Green’s function expressed by the relative position or radial vector 𝐫 = 𝐱− 𝐱𝑐 = 𝑟𝐫̂ where 𝑟 = |𝐫| represents the propagation
distance, and 𝐫̂ is the propagation direction vector.

In textured materials where material properties exhibit a specific preferred orientation, Green’s function becomes a general
function of 𝐫. However, for statistically isotropic materials, such as ice polycrystals, their acoustic properties can be defined by a
distance function solely dependent on 𝑟. In this case, the measurement of space–time speed can then be obtained by tracking the two
peak responses of each RVE in the time history [59]. For each receiver 𝐱, and their respective peak arrival times 𝑡𝐿 (longitudinal)
and 𝑡𝑇 (transverse), we search the arithmetic average

𝑐𝑖 =
1
𝑛

𝑛
∑

𝑗

𝑟
𝑡𝑖(𝐱𝑗 )

, 𝐱𝑗 ∈ 𝛺, (𝑖 = 𝐿, 𝑇 ), (16)

where 𝑐𝑖 denotes the homogenized longitudinal or transverse wave speeds by averaging all 𝑛 discretized nodes. By using the Fourier
transform (FT) for the calculated space–time Green’s function, we will obtain a two-point form of Green’s dyadic in the frequency
domain by

𝐺𝑖𝑚(𝜔, 𝐱, 𝐱𝑐 ) = 𝐹𝑡(𝐺𝑖𝑚(𝑡, 𝐱, 𝐱𝑐 )), (17)

where 𝐹𝑡(⋅) =
1
2𝜋 ∫ (⋅)exp(𝑗𝜔𝑡)𝑑𝑡 denotes the operation of Fourier transform. With the spatial FT, we will be able to further express

Green’s dyadic in p-space or spatial frequency space

𝐺𝑖𝑚(𝐩) = 𝐹𝐱(𝐺𝑖𝑚(𝜔, 𝐱, 𝐱𝑐 )), (18)

where 𝐹𝐱(⋅) =
1

(2𝜋)3 ∫ (⋅)exp(𝑗𝐩 ⋅ (𝐱−𝐱𝑐 ))𝑑(𝐱−𝐱𝑐 ) denotes the operation of spatial FT. 𝐩 is the wave vector. We denote the modeled real
ave number and unit wave vector by 𝑝 and 𝐩̂, respectively. To fit a lossless statistically isotropic medium, recall p-space Green’s
yadic 𝐺𝑖𝑚(𝐩) can be written by

𝐺𝑖𝑚(𝐩) = 𝐩̂𝐩̂𝑔𝑜𝐿 + (𝐈 − 𝐩̂𝐩̂)𝑔𝑜𝑇 , (19)

here the bare longitudinal or transverse oscillator is

𝑔𝑜𝑖 = [𝜔2 − (𝑐𝑖𝑝)2]−1, 𝑖 = 𝐿, 𝑇 . (20)

ecause the spatial spectrum will present the two major components at 𝑝𝑖 (𝑖 = 𝐿, 𝑇 ). The phase speed comes with

𝑐𝑖(𝜔, 𝐩̂) = 𝜔∕𝑝𝑖(𝐩̂), 𝑖 = 𝐿, 𝑇 , (21)

here the measurement determined will depend on the propagation direction indicated by the unit wave vector 𝐩̂. The average is
hen applied by using

𝑐𝑖(𝜔) =
1
𝑛

𝑛
∑

𝑗

𝜔
𝑝𝑖(𝐩̂)

, 𝑖 = 𝐿, 𝑇 . (22)

To count on the statistics on morphology, the sampled data should be further extended over repeated tests. Thus, the speed 𝑐𝑖
s further averaged on 𝑚 randomly generated RVEs where the formulation is ignored herein.
6
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3. Green’s function RVE approach: error and analysis

3.1. Grid dispersion analysis

Characterizing acoustic properties demands a higher degree of accuracy on the numerical modeled physical characteristics than
easuring amplitude errors [50]. When the domain size greatly exceeds the wavelength, numerical dispersion, also known as
avelength error, can be distinguished and not negligible. This phenomenon leads to the modeled wave speed 𝑐(𝜔) deviating from

the physical wave speed 𝑐0, even in a homogeneous media. To analyze this numerical dispersion error, we part from the scalar wave
equation in the continuum, which is presented as follows:

𝜕2𝑢
𝜕𝑡2

− 𝑐20∇
2𝑢 = 0, (23)

where 𝑢 = 𝑢(𝐱) represents the scalar displacement field and 𝑐0 is the physical wave speed. After space discretization, the 𝛼-method
is used as a time integrator. Under the structured grid or a uniform discretization, it is useful to express the 𝛼-method as a linear
multi-step (LMS) form. Let us express the equation of motion (EOM) at time steps 𝑡𝑛 and 𝑡𝑛+1:

𝐌𝐝̈𝑛 + (1 + 𝛼)𝐊𝐝𝑛 − 𝛼𝐊𝐝𝑛−1 = 𝟎,
𝐌𝐝̈𝑛+1 + (1 + 𝛼)𝐊𝐝𝑛+1 − 𝛼𝐊𝐝𝑛 = 𝟎.

(24)

Note that the scalar speed 𝑐0 is contained in stiffness matrix 𝐊 for the matrix form. With the displacement approximation in Eq. (15b),
we obtain

𝐌𝐝̈(𝑛) +𝐊𝐝(𝑛−1) + (1 + 𝛼)𝐊{𝛥𝑡𝐝̇(𝑛−1) + 𝛥𝑡2[( 1
2
− 𝛽)𝐝̈(𝑛−1) + 𝛽𝐝̈(𝑛)]} = 𝟎.

𝐌𝐝̈(𝑛+1) +𝐊𝐝(𝑛) + (1 + 𝛼)𝐊{𝛥𝑡𝐝̇(𝑛) + 𝛥𝑡2[( 1
2
− 𝛽)𝐝̈(𝑛) + 𝛽𝐝̈(𝑛+1)]} = 𝟎.

(25)

As the second equation deducts the first equation above, then we get

𝐌(𝐝̈(𝑛+1) − 𝐝̈(𝑛)) +𝐊(𝐝(𝑛) − 𝐝(𝑛−1)) + (1 + 𝛼)𝐊{𝛥𝑡(𝐝̇(𝑛) − 𝐝̇(𝑛−1))+

𝛥𝑡2[( 1
2
− 𝛽)(𝐝̈(𝑛) − 𝐝̈(𝑛−1)) + 𝛽(𝐝̈(𝑛+1) − 𝐝̈(𝑛))]} = 𝟎.

(26)

By recalling Eq. (15c), we can substitute both acceleration and velocity difference terms. After some algebra, we will have

𝐝(𝑛+1) + [( 1
2
+ 1

2
𝛼 − 2𝛽 + 𝛾 − 3𝛼𝛽 + 𝛼𝛾)𝛥𝑡2𝐊 − 2𝐌]𝐝(𝑛)

+[( 1
2
+ 𝛽 − 𝛾 + 3𝛼𝛽 − 2𝛼𝛾)𝛥𝑡2𝐊 +𝐌]𝐝(𝑛−1) + 𝛼(−1

2
− 𝛽 + 𝛾)𝛥𝑡2𝐊𝐝(𝑛−2) = 𝟎.

(27)

When 𝛼 = 0, we reproduce the LMS form of Newmark-𝛽 scheme, which is given by

(𝛽𝛥𝑡2𝐊 +𝐌)𝐝(𝑛+1) + [( 1
2
− 2𝛽 + 𝛾)𝛥𝑡2𝐊 − 2𝐌]𝐝(𝑛) + [( 1

2
+ 𝛽 − 𝛾)𝛥𝑡2𝐊 +𝐌]𝐝(𝑛−1) = 𝟎, (28)

here the equation will be the same as 𝛾 = 1
2 shown in [51] . Finally, a general form to implicitly express the LMS scheme for

nalysis is given by

𝐌
𝑚𝑡
∑

𝑚
𝑔𝑚𝐝(𝑚) +𝐊

𝑛𝑡
∑

𝑛
ℎ𝑛𝐝(𝑛) = 𝟎, (29)

where 𝑔𝑚 and ℎ𝑛 are the coefficients for stiffness and mass terms indicated by Eq. (27), and parameters 𝑚𝑡 and 𝑛𝑡 denote the number
of time points used in the time integrator. Note for different time integration schemes, the number of time points in the stencil can
be different (i.e., 𝑚𝑡 ≠ 𝑛𝑡).

Now we can introduce Green’s function (spherical wave), which can be expanded into plane waves using the spatial Fourier
ransform. Suppose we have the exact solution for a plane wave that can be expressed by

𝑢 = 𝑈𝑒𝑗(𝐩⋅𝐱−𝜔𝑛𝛥𝑡), (30)

here 𝑈 is the amplitude of the plane wave. Moreover, we can express the displacement shifted by a specific point 𝐱0 and time
nstance 𝑡 = 𝑚𝛥𝑡 such that

𝑢(𝑛)(𝐱) = 𝑢(𝑛)(𝐱𝟎)𝑒𝑗𝐩⋅(𝐱−𝐱𝟎), 𝑢(𝑛)(𝐱) = 𝑢(𝑚)(𝐱)𝑒−𝑗𝜔(𝑛−𝑚)𝛥𝑡. (31)

hen uniform spatial (or temporal discretization) is used, each component of the position vector 𝐱 (or time instance 𝑡𝑛) can be
xpressed with nodal numbering by 𝑥𝑖 = 𝑛𝛥𝑥 (𝑖 = 1, 2, 3; 𝑛 = 1, 2, 3,…) (or 𝑡𝑛 = 𝑛𝛥𝑡 (𝑛 = 1, 2, 3,…). 𝛥𝑥 is the nodal spacing.
his operation makes it possible to merge Eq. (29) on a certain interior node by using Eq. (31). Let us denote the 𝑛th row of 𝐌
nd 𝐊 associated with the arbitrary interior node by 𝐦𝑇 and 𝐤𝑇 , respectively. Recall 𝑝 = 𝜔∕𝑐(𝜔), after canceling the aligned global
isplacement vector, then the modeled wave speed can be obtained by solving

𝐦𝑇 𝐥
𝑚𝑡
∑

𝑔′𝑚 + 𝐤𝑇 𝐥
𝑛𝑡
∑

ℎ′𝑛 = 0, (32)
7
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Table 1
The time integration schemes to be evaluated (Eqs. (15a)–(15c)).
Schemes 𝛼 𝛽 𝛾

I 0 0.25 0.5
II 0.1 0.25 0.5
III 0.3 0.25 0.5
IV 0.33 0.44 0.83

where 𝑔′𝑚 and ℎ′𝑛 are shifted by aligning the time step, and 𝐥 is the coefficient vector by expressing the numbering of connected
odes.
The particularized wave speed (Eq. (32)) will be our starting point for subsequent analyses on a variety of approximation schemes.

n general, Eq. (32) will be subjected to a dispersion error coming from different sources, namely:
1. Time integration scheme (𝑔′𝑚 and ℎ′𝑛). The time integration scheme will affect the form expressed in linear multi-step on the

emporal aspect as shown in Eq. (27).
2. Quadrature rule or element order (𝐦 and 𝐤). When introducing certain special quadrature rules with a specific time

ntegration scheme or high-order element, the dispersion error can be changed [51,52].
3. Mass discretization (𝐦). For some circumstances, mass discretization may need to be adapted with the time integration

cheme for better accuracy [60].
4. Nodal spacing and time interval (𝑔′𝑚, ℎ′𝑛, 𝐦, 𝐤 and 𝐥). For structured mesh, it is easier to get a quantified form for these

factors. While the dispersion error will change if non-structured discretization or adaptive time step is considered.
5. Propagation direction (𝐥). For 2D or 3D acoustic problems, the dispersion error will vary for different propagation

irections [53].
6. Dimensions and physical wave speed (𝑔′𝑚, ℎ′𝑛, 𝐦, 𝐤 and 𝐥). The spatial discretization depends on the dimensions of the

roblem. And the physical wave speed will lead to the stiffness change.
7. Dissipation (𝑔′𝑚 and ℎ′𝑛). The integration schemes will lead to different numerical dissipation associated with frequencies,

hich will be further discussed in Section 3.2.
The large number of factors that influence numerical dispersion may render the analysis considerably complex. To facilitate the

iscussion, it is useful to reduce the parameter space determined by Eq. (32). First, as the structured mesh and constant time step
re applied, we can consider the temporal–spatial ratio (TSR) of discretization 𝛥𝑡

𝛥𝑥 , which can be multiplied by the physical wave
speed 𝑐0, leading to the Courant–Friedrichs–Lewy number (i.e., 𝐶𝐹𝐿 = 𝑐0𝛥𝑡

𝛥𝑥 ). In this way, the effect of nodal spacing, time interval,
nd wave speed can be unified with a single parameter. It should be noted that for vector-field problems if the TSR 𝛥𝑡

𝛥𝑥 is considered
constant, the CFL of each wave component will not be the same.

Moreover, besides the CFL parameter, our analysis considers the impact of the time integration approach through four different
schemes. Table 1 lists the four schemes we are going to discuss in the rest of the paper. Scheme I corresponds to the well-known
ewmark-beta scheme with average acceleration [60]. Scheme II and III extend Scheme I by incorporating numerical damping
n 𝛼-method [58]. Scheme IV further introduces the dissipation from 𝛽 and 𝛾 parameters. In this way, the numerical dispersion
iscussion on the dissipation issue is indirectly investigated. Note that we do not include here the traditional central difference
cheme (𝛼 = 0, 𝛽 = 0, 𝛾 = 0.5), which becomes a explicit stepping scheme when lumped mass discretization is used. The schemes
e present have mass discretization schemes that align with the time-stepping approach for optimal dispersion error [60–62]. Our
ccuracy tests concluded that the four schemes exhibit greater performance when using consistent mass and outperform the central
ifference with lumped mass for the stable 𝐶𝐹𝐿 number.
To further reduce the dimension of parameter space, all these four schemes share the consistent mass scheme, full integration,

tructured grids, and constant time steps with 3D linear hexahedral elements. This setup allows an explicit form of 𝐦 and 𝐤 where
he remaining unknowns in Eq. (32) include wave number, frequency, physical wave speed, and propagation direction. For instance,
or a specific 𝐶𝐹𝐿 of 0.5, if we set 𝑐0 = 1.0 and 𝛥𝑥 = 1 × 10−5, the time step becomes 𝛥𝑡 = 1 × 10−5. It should be noted that a wide
ange of 𝛥𝑥 and 𝛥𝑡, up to the order of 106 can yield the same dispersion result. This is determined by 𝐶𝐹𝐿 number, not just the
ingle spatial or temporal spacing. When plotting with the normalized wavelength 2𝛥𝑥∕𝜆 ∈ [0, 1], the 𝜆 will be associated with it and
pacing 𝛥𝑥. Note the propagation direction can be expressed by polar and azimuthal angles, which are the only parameters left in
q. (32) eventually. Finally, the numerical dispersion coming from the particularities of the propagation direction is considered from
he analysis through a proposed averaging strategy presented in Section 3.1.1. Along with the aforementioned considerations, our
nalysis in Section 4 explores the optimal parameter landscape focusing on CFL, the time integration schemes, and the dissipation
Section 3.2).

.1.1. Propagation direction role and averaging strategy
To illustrate the influence of the propagation direction, here we denote the azimuthal angle 𝜃 is measured on the 𝑥𝑂𝑦 plane from

he positive 𝑥-axis towards the positive 𝑦-axis. The polar angle 𝜙 is measured on the 𝑦𝑂𝑧 plane from the positive 𝑧-axis towards
he 𝑥𝑂𝑦 plane. Fig. 5 exhibits the numerical dispersion of the trapezoidal rule as 𝐶𝐹𝐿 = 0.5, 0.7 and 1.0 where 𝜙 ∈ [0, 𝜋2 ] and
= 0. A total of 21 polar angles 𝜙 ∈ [0, 𝜋2 ] are utilized for direction input. The calculation of numerical dispersion by using Eq. (32)

starts with 𝑐0 = 1.0, 𝛥𝑥 = 1 × 10−7, and the time step is accordingly scaled by the 𝐶𝐹𝐿 numbers. As the final dispersion results
are independent of the speed or single spatial or temporal spacing, we tested that 𝛥𝑥 ∈ [10−10, 10−4] will be able to reproduce the
8
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Fig. 5. The numerical dispersion of the trapezoidal scheme (Scheme I in Table 1) associated with 𝜙 as 𝜃 = 0 and: (a) 2𝛥𝑥∕𝜆 = 0.2, (b) 2𝛥𝑥∕𝜆 = 0.5.

same error curves as 𝑐0 = 1.0. From Fig. 5, we can observe the dispersion error of each propagation direction is essentially different
for every different 𝐶𝐹𝐿 number and wavelength. When 2𝛥𝑥∕𝜆 = 0.2, the dispersion error is almost the same for each propagation
direction. However, at 2𝛥𝑥∕𝜆 = 0.2, the dispersion error exhibits directional dependency.

Because the variance of dispersion is associated with propagation direction, we propose to define a mean dispersion error measure
through the volumetric average expressed by

⟨

𝑐 − 𝑐0
𝑐0

⟩

= 1
4𝜋 ∫

2𝜋

0 ∫

𝜋

0
𝑐(𝐩(𝜃, 𝜙))𝑠𝑖𝑛(𝜙)𝑑𝜙𝑑𝜃 − 1, (33)

where ⟨⋅⟩ = 1
4𝜋 ∫ 2𝜋

0 ∫ 𝜋
0 (⋅)𝑠𝑖𝑛(𝜙)𝑑𝜙𝑑𝜃 denotes the average operation by countering all propagation directions. We adopt this mean

dispersion measure to minimize the impact of propagation direction by averaging over the RVE. This measure allows us to focus
the discussion of numerical dispersion primarily on the chosen time integration scheme and the 𝐶𝐹𝐿 number, especially within the
context of homogenization.

The adoption of global mean dispersion greatly facilitates the dispersion analysis presented in Section 4. Fig. 6(a) show the
application of the global dispersion strategy ⟨

𝑐−𝑐0
𝑐0

⟩ for four tested schemes at 𝐶𝐹𝐿 equals to 0.7. Meanwhile, Fig. 6(b) displays the
global mean dispersion for Scheme IV across various 𝐶𝐹𝐿 values. It is observed that each scheme exhibits distinct dispersion for
a given 𝐶𝐹𝐿 number (Fig. 6(a)). Moreover, both excessively low and high CFL values contribute to significant dispersion errors
Fig. 6(b)), which we have confirmed for all four schemes. Similar analyses are performed in Section 4 without the necessity of
iscussing local propagation direction dispersion at the microscale.

.2. Stability analysis and dissipation

We address here the dispersion linked to the stability and dissipation by the time integration schemes, which we had left out of
he previous discussion. The time integrator introduces a finite difference discretization into the time domain, as shown in Eq. (32),
hich can induce parasitic modes [63], even when full integration is applied within the FEM framework. Green’s function, in this
ontext, generates singular responses along with the main wave components, which can worsen due to this issue. This justifies the
election of the 𝛼-method family as the analysis starting point, due to its parameter-dependent damping coefficient. The analysis of
he stability and dissipation for the 𝛼-method has been thoroughly discussed in previous studies [58,64]. To facilitate the discussion
f stability and numerical dissipation for the four tested schemes, it is beneficial to modify Eq. (15a) for a single-degree-of-freedom
ystem as follows:

𝑢̈ + 2𝜉𝜔𝑢̇ + 𝜔2𝑢 = 0, (34)

here 𝜉 represents the damping ratio. Eq. (34) can also be considered as the mass-normalized form of Eq. (10) for a specific mode.
he 𝛼-method’s dissipation and stability can be evaluated through a compact form [58]:

𝐗𝑛+1 = 𝐀𝐗𝑛, (35)

here 𝐗𝑛 = {𝑢𝑛, 𝛥𝑡𝑢̇𝑛, 𝛥𝑡2𝑢̈𝑛}. Here, 𝐀 is the amplification matrix determined by the time integration scheme. The formulation for
he corresponding spectrum radii and damping has been extensively explored in [58]. In the context of the schemes discussed in
his paper, the spectrum radius is defined by the maximum eigenvalues 𝜌𝑠 = max{|𝜆𝑖|} of the amplification matrix, as shown in
ig. 7(a). It is demonstrated that all schemes are unconditionally stable (i.e., 𝜌𝑠 ≤ 1 for ∀ 𝛥𝑡∕𝑇 > 0).
The dissipation or damping can be represented by the function 𝜉 = 𝜉(𝛥𝑡∕𝑇 ). Referring to the example schemes listed in Table 1,

their damping characteristics are illustrated in Fig. 7(b). By enhancing the 𝛼 parameter, through Scheme I to III, the damping ratio
increased, particularly in the range of approximately 𝛥𝑡∕𝑇 ∈ [0, 1]. However, for higher wave modes where 𝛥𝑡∕𝑇 > 1, the numerical
9
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Fig. 6. The global mean dispersion based on the grid dispersion analysis for different: (a) Time integration schemes; (b) 𝐶𝐹𝐿𝑠.

Fig. 7. Time step stability and damping ratio for different time integration schemes.
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damping effect introduced by the 𝛼 parameter quickly diminishes. The influence of 𝛽 and 𝛾 parameters is significant as they not
only increase dissipation for the relatively low-frequency part where 𝛥𝑡∕𝑇 < 1, but they also maintain sufficient dissipation in the
high-frequency domain when 𝛥𝑡∕𝑇 > 1.

In Section 3.1, we have emphasized the numerical dispersion error associated with the 𝐶𝐹𝐿 number, which can be illustrated
as a function of normalized wavelength 2𝛥𝑥∕𝜆. It should be noted that 𝛥𝑡∕𝑇 = 4𝛥𝑥∕𝜆 by recalling the relationship 𝑐0 = 𝜆∕𝑇 . To
further show its impact on the numerical dissipation, let us take the hexahedral element as an example and consider the range of
non-zero elemental frequencies

𝜔𝑒 ∈ [
2
√

3𝑐0
𝛥𝑥

,
6𝑐0
𝛥𝑥

], 𝜔𝑒
𝑚𝑎𝑥 =

6𝑐0
𝛥𝑥

, (36)

where the equidistant discretization and full integration are employed herein and the scalar wave problem (Eq. (23)) is referred to.
The maximum elemental frequency indicates the upper bound of 𝜔𝑛 [65], then we will have the limit of

𝛥𝑡
𝑇

𝛥𝑡
𝑇

∈ [0,
𝜔max𝛥𝑡
2𝜋

], 𝛥𝑡
𝑇

∈ [0, 3𝐶𝐹𝐿
𝜋

], (37)

Eq. (37) demonstrates that the limit of 𝛥𝑡
𝑇 is governed by the CFL number. Given that the damping curves for a specific scheme are

considered constant, reducing the CFL number leads to low-frequency wave modes experiencing weaker dissipation. This issue means
mitigating the dispersion error that may cause under or over-dissipation on parasite modes. Finally, recalling Nyquist frequency,
we denote a normalized frequency measure 𝜔̂ for indicating the range of 𝛥𝑡∕𝑇 in sampling time histories:

𝜔̂ ∈ [0, 1
2
]. (38)

The normalized frequency 𝜔̂ is useful in aligning the comparisons for the dispersion and numerical dissipation, which is employed
n all following numerical tests throughout Section 4.

. Numerical tests

This section presents a series of numerical tests designed to illustrate and evaluate the proposed approach and to explore the
arameter landscape for optimal performance. The FEM formulation is developed and implemented in the open-source computational
ramework MOOSE (Multiphysics Object-Oriented Simulation Environment). Thanks to the well-established parallel FEM framework
y MOOSE and our custom implementations [66–68], all computations are executed using MPI (Message Passing Interface) to ensure
ptimal scalability. These processes are facilitated by the ROAR Collab Cluster, a high-performance research computing cluster
anaged by the Institute for Computational and Data Sciences (ICDS) at Penn State.

.1. Influence of numerical damping

This section examines the effects of varying numerical damping on solving Green’s function. The problem is modeled within a
D, infinite, homogeneous medium. We conducted this numerical test using a cubic domain, each side measuring 1.0 × 10−3 length
nits. At the cube’s center, a unit point impulse source 𝐱′ is positioned at [0.5, 0.5, 0.5]×10−3. The spatial domain is discretized using
100 × 100 × 100 structured grid with equidistant spacing. The temporal discretization is achieved through a time step which size
s calculated accordingly to the target CFL numbers (0.27, 0.53, 0.71 and 1.06, with theoretical transverse and longitudinal wave
peeds of 0.7071 and 1.0). The time step is maintained constant throughout the time domain. The material properties used in the
imulation include a Young’s modulus of 1.0, a Poisson’s ratio of 0.0, and a density of 1.0. To approximate the infinity of space,
e limit the time range of the simulation to avoid reflections (natural boundary conditions), ensuring that no essential boundary
onditions are enforced. This approach allows us to focus on the direct impact of numerical damping in an idealized infinite medium.
The effect of numerical damping can be illustrated by Fig. 8(a)–(d) by different time integration schemes. The space–time

olutions 𝐺11(𝐱, 𝐱′, 𝑡) on the principal plane y-z where the component of position vector 𝑥 = 0 and same time instance are selected
or comparison. The displacement is normalized by the greatest magnitude of the responses, which is used for all plotted wave
rofiles in this study. As depicted in Fig. 8(a), the wave profile by the Newmark-beta scheme with zero numerical damping shows
ignificant oscillations, where the magnitude of each oscillated phase is nearly the same. These high-frequency modes are consistent
ith the published observations [53,61]. Fig. 8(b)–(c) examine the oscillations that can be gradually suppressed by enhancing the
parameter. Notably, in Fig. 8(d), we observe that no distinct oscillations are achieved when sufficient numerical damping is

ntroduced through 𝛾 and 𝛽 parameters.
Fig. 9(a)–(d) presents the effects of numerical dissipation as observed in the transformed p-space solutions, where the peak

epresents now the transverse component 𝑝𝑇 . The application of spatial Fourier transform is shown to effectively separate oscillations,
articularly in the range of artificial wave components across wide wave numbers. The results indicate a similar response to the
ncrease of numerical damping. Additionally, Fig. 10(a) provides a closer look at the solutions related to a single wave vector 𝐩̂.
ere, the trapezoidal rule results in the emergence of multiple peaks over a wide range of 𝑝. As numerical damping increases, it
ecomes evident that the ripples, especially those with wave numbers 𝑝 > 𝑝𝑇 , are smoothed out. However, it is important to note
hat numerical damping has a limited effect on suppressing the wave component when 𝑝 < 𝑝𝑇 . Recalling the phase speed equation,
e will find that numerical dissipation can only dampen out the artificial wave where the propagation speed is slower than 𝑐𝑇 . As

demonstrated in Fig. 7(b), this can be attributed to the minimal numerical damping in the low-frequency region.
11
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Fig. 8. The effect of 𝛼 for numerical damping on space–time solutions (𝐶𝐹𝐿𝑇 ≈ 0.71, taken at the same time instance): (a) 𝛼 = 0.0, 𝛽 = 0.25, 𝛾 = 0.50; (b)
𝛼 = 0.1, 𝛽 = 0.25, 𝛾 = 0.5; (c) 𝛼 = 0.33, 𝛽 = 0.25, 𝛾 = 0.5; (d) 𝛼 = 0.33, 𝛽 = 0.44, 𝛾 = 0.83.

Due to the best smoothness achieved by scheme IV among all tested four schemes, we take it as the example to show the influence
of 𝐶𝐹𝐿 (i.e., the spatial and temporal domain spacing) on the dissipation. Fig. 11(a)–(c) depict the space–time wave profiles
under different 𝐶𝐹𝐿 numbers. These variations in 𝐶𝐹𝐿𝑠 are achieved by refining the temporal discretization while keeping the
TI parameters and spatial discretization unchanged. As indicated by Eq. (37), reducing the 𝐶𝐹𝐿 number will narrow the structural
damping over the lower bound of 𝛥𝑡∕𝑇 , which can reduce the numerical dissipation. However, it can be observed that the oscillated
wave profiles all become hard to distinguish when Scheme IV is employed. Fig. 12(a)–(c) showcased the corresponding p-space
profiles where Fig. 10(b) checked one specific propagation direction. It examines additionally trivial artificial wave components
(𝑝 > 𝑝𝑇 ) that will happen when 𝐶𝐹𝐿 is refined to 0.27.

In summary, this section highlights the crucial role of numerical dissipation in solving the numerical Green’s function. We have
demonstrated that increased numerical dissipation can effectively suppress artificial wave components. Furthermore, our numerical
analysis confirms that refining the CFL number could potentially decrease dissipation, as predicted in Section 3.2. However, this
search for an optimal CFL number might come with the trade-off of introducing more parasitic modes into the modeled wave.

4.2. CFL number role in the wave speed measurement

Measuring acoustic speed is a major objective in wave propagation analysis. This section investigates the impact of spatial and
temporal discretization (via 𝐶𝐹𝐿 number) in the accurate measurement of acoustic speeds. The model and simulation parameters
used in Section 4.1 are inherited here, being the theoretical transverse and longitudinal wave speeds 0.7071 and 1.0, respectively.
he characterization scheme proposed in Section 2.3 is employed for space–time and transformed p-space solutions.
Table 2 presents the specific spatial and temporal discretizations employed, along with the wave speed measurements derived

rom space–time Green’s function solutions. In this analysis, only Scheme IV is considered, owing to its ability to produce non-
scillated space–time profiles as discussed in Section 4.1. The results indicate that within the CFL range for both longitudinal (𝐶𝐹𝐿𝐿)
nd transverse (𝐶𝐹𝐿𝑇 ) waves, spanning from 0.27 to 1.06, our methodology achieves wave speeds that maintain a high level of
ccuracy, with relative errors not exceeding 3%. The space–time measurements result in consistent wave speeds across a broad
ange of CFL values. Note however that, as the CFL value goes above 1.0, a noticeable underestimation is observed. Conversely,
xtremely low values, such as 𝐶𝐹𝐿 = 0.27, lead to an overestimation of the wave speeds.
12
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Fig. 9. The effect of 𝛼 for numerical damping on p-space solutions (𝐶𝐹𝐿𝑇 ≈ 0.71, 𝜔̂ ≈ 0.16): (a) 𝛼 = 0.0, 𝛽 = 0.25, 𝛾 = 0.50; (b) 𝛼 = 0.1, 𝛽 = 0.25, 𝛾 = 0.5; (c)
𝛼 = 0.33, 𝛽 = 0.25, 𝛾 = 0.5; (d) 𝛼 = 0.33, 𝛽 = 0.44, 𝛾 = 0.83.

Fig. 10. The normalized p-space profile 𝐺̃11 affected by: (a) time integration schemes; (b) 𝐶𝐹𝐿 numbers (by Scheme IV).

Table 2
A CFL number test based on the Scheme 𝛼 = 0.33, 𝛽 = 0.44, 𝛾 = 0.83.
Case 𝑁𝐶𝑒𝑙𝑙𝑠 𝛥 × (×1.0𝑒−5) 𝛥𝑡(×1.0𝑒−5) 𝐶𝐹𝐿𝐿 𝐶𝐹𝐿𝑇 𝑐𝐿 𝑐𝑇
1 100 1.0 1.0 1.0 0.71 0.976 0.703
2 100 1.0 0.5 0.5 0.35 0.998 0.709
3 150 0.66 1.0 1.5 1.06 0.966 0.682
4 150 0.66 0.5 0.75 0.53 1.007 0.704
5 150 0.66 0.25 0.35 0.27 1.040 0.711
13
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Fig. 11. The effect of 𝐶𝐹𝐿 number for numerical damping on space–time solutions (𝛼 = 0.33, 𝛽 = 0.44, 𝛾 = 0.83, taken at the same time instance, spatial
discretization unchanged): (a) 𝐶𝐹𝐿𝑇 ≈ 1.06; (b) 𝐶𝐹𝐿𝑇 ≈ 0.53; (c) 𝐶𝐹𝐿𝑇 ≈ 0.27.

Fig. 12. The effect of 𝐶𝐹𝐿 number for numerical damping on p-space solutions (𝛼 = 0.33, 𝛽 = 0.44, 𝛾 = 0.83, 𝜔̂ ≈ 0.16, spatial discretization unchanged): (a)
𝐶𝐹𝐿𝑇 ≈ 1.06; (b) 𝐶𝐹𝐿𝑇 ≈ 0.53; (c) 𝐶𝐹𝐿𝑇 ≈ 0.27.

In the previous section, Fig. 10(a)–(b) examined a shift in the peak wave number that can be observed by different time
integration schemes and CFLs due to the numerical dispersion. The quantitative results based on the global average are illustrated
by Fig. 13(a)–(b). In these figures, 𝜔 and 𝑝 denote the discrete frequency point and volumetric averaged peak wave number of the
ave component, respectively. All sampled data points are depicted as scatter plots, with a fitted line employed to demonstrate
heir overall trend. The frequency 𝜔 is scaled and replaced by the normalized frequency 𝜔̂ (see Section 3.2), and the 𝑥-axis is
caled accordingly, represented by the values of 2𝑝𝛥𝑡. The slope of the fitted line is interpreted as an average of the phase velocity,
llustrating the speed deviation across different schemes or CFL values. A notable trend observed in various time integration schemes
s that an increase in numerical damping is associated with a rise in speed measurement. This finding is consistent with the global
ispersion error plots shown in Fig. 6(a). Furthermore, Fig. 13(a) reveal that the principal wave number converges as the non-
dimensional frequency nears zero. This convergence occurs because the dispersion of each scheme approaches zero when the
normalized frequency is minimal. Moreover, Fig. 13(b) investigate the relationship between phase speed and increasing CFL values.
The results support the predictions in Fig. 6(b), indicating that both very low and very high CFL values can lead to significant errors.

In the discussion above, we highlighted the significant effect of the CFL number on speed measurement accuracy. Using a
homogeneous isotropic benchmark, we found that space–time speed measurements maintain satisfactory accuracy across a broad
CFL range, with notable deviations occurring only when the CFL number is excessively high or overly refined. Moreover, through
the 𝑝 − 𝜔 relationship derived from transformed p-space solutions, we observed a strong correlation in the phase speed trends as
predicted by the analysis of mean numerical dispersion associated with different CFL numbers. The discrepancies noted in space–
time measurements could be due to parasitic modes that are not completely eliminated by numerical dissipation. However, p-space
measurements remain consistent, as artificial waves are generally isolated and distributed across the 𝑝 spectrum. By focusing solely
14

on the average of the primary wave component, the results are likely less influenced by oscillatory modes.
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Fig. 13. The speed deviation based on p-space solutions associated with (a) time integration scheme; (b) 𝐶𝐹𝐿𝑠 (Scheme IV). Left column: transverse wave.
Right column: longitudinal wave.

Table 3
The elasticity constants of single ice crystal [69] (unit: GPa).
𝐶11 𝐶12 𝐶13 𝐶33 𝐶44

13.94 7.08 5.76 15.00 3.01

4.3. Wave modeling and measurements for polycrystalline structures

This section illustrates a practical application of Green’s function RVE approach, specifically for characterizing the acoustic
roperties of polycrystalline ice structures. It incorporates the lessons learned in previous analyses, and additionally, it cooperates
ith the discussion of numerical dispersion and spatial refinement. We utilize the elastic constants of a single ice crystal characterized
s transversely isotropic material, as detailed in Table 3 [69]. The Zener anisotropy factor 𝐴 = 2𝑐44∕(𝑐11 − 𝑐12) = 0.88, which is a
low anisotropic index (Isotropic material: 𝐴 = 1). The density of the ice is set at 916.8 kg/m3. The study by Gammon et al. [69]
estimated the average isotropic longitudinal and transverse wave speeds within a single crystal using Simpson’s rule, yielding values
of 3844.94 m/s and 1956.9 m/s, respectively. These speeds were used to approximate the CFL numbers for the measured wave
components.

Section 2.1 has discussed the generation and control of morphology for a quasi-equiaxed structure. We consider a representative
ESD of the ice polycrystalline microstructure to be approximately 3.1 mm. The tested RVE sizes vary from 6.3 mm to 125 mm,
correlating to a grain count per RVE ranging from 8 to 32,768, as shown in Fig. 14. We define the number of elements per ESD
as 𝑛𝑒𝑙𝑒 = 𝐸𝑆𝐷∕𝛥𝑥, which represents the spatial refinement of the grain geometry. The grain orientations are assumed to follow a
zero-mean random distribution, with the probability density function (PDF) adhering to the arc-cosine function [70]. We employed
six groups of independently generated Euler angles to capture the variations in orientation. In line with our previous benchmark
tests, our objective is to obtain Green’s function in a 3D infinite space. To uphold the assumption of infinite space, we ensured that
15

neither natural nor essential boundary conditions were applied.
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Fig. 14. A sketch for the RVE sizes that are investigated.

Table 4
A CFL number test for the polycrystalline structures.
Case RVE size 𝐶𝐹𝐿𝑇 𝐶𝐹𝐿𝐿 𝑐𝑇 (m/s) 𝑐𝐿 (m/s)

1

32 × 32 × 32

0.10 0.18 1980.7 3890.7
2 0.19 0.36 1938.6 3830.0
3 0.39 0.77 1926.0 3850.1
4 0.78 1.54 1873.1 3889.9

In previous sections, we discussed the impact of the 𝐶𝐹𝐿 number on numerical dispersion within a homogeneous isotropic
medium. This effect is further examined in polycrystalline structures with homogenization. We refined the 𝐶𝐹𝐿 number by
maintaining constant spatial discretization (i.e., consistent refinement of grain geometry) and varying the time step. Table 4 displays
he speed measurements derived from space–time solutions using Scheme IV. Scheme IV is favored herein due to its adequate
issipation where no additional treatment is needed to find the peak responses. For the transverse wave, space–time measurement
ncreases as 𝐶𝐹𝐿𝑇 is refined. Unlike the results discussed by Section 4.2, the space–time measurements tend to have no specific
𝐹𝐿 range to show a consistent speed. Similar findings can be obtained by checking the longitudinal wave, however, a staggered
r even contrary trend over the 𝐶𝐹𝐿 number is shown. Specifically, as 𝐶𝐹𝐿𝐿 is refined, the averaged 𝑐𝐿 initially decreases and
hen increases. Correspondingly, Fig. 15(a)–(b) illustrate the 𝜔̂− 2𝑝𝛥𝑡 curves. The trend of 𝐶𝐹𝐿𝑇 concerning the fitted phase speed
emains consistent for transverse waves. Conversely, for longitudinal waves, the phase speed exhibits an inverse relationship with
𝐹𝐿𝐿. This phenomenon suggests that numerical dispersion issues become more intricate in the context of a heterogeneous medium.
nlike homogeneous cases where a single optimal 𝐶𝐹𝐿 value may suffice for all primary wave components, heterogeneous mediums
ight require distinct 𝐶𝐹𝐿 values for each component. Notably, numerical dispersion can alter the timing of wave interactions with
catterers, potentially affecting the scattering mode and ultimately the homogenized results. Consequently, the accuracy of measured
ransverse wave components should be favored due to their greater consistency with the chosen 𝐶𝐹𝐿 value and the accounted effects
f numerical dispersion.
The impact of refining the discretization of grain geometries is examined, with a constant 𝐶𝐹𝐿 maintained across all cases to
inimize the influence of numerical dispersion. In the generated polycrystalline microstructures, spatial refinement will result in
more detailed tessellation of grain boundaries, as indicated by the ratio 𝑛𝑒𝑙𝑒. This analysis aims to assess how such refinement
ffects the averaging of acoustic properties. Table 5 presents the speeds derived from space–time solutions using Scheme IV, showing
hat refinement leads to minimal variation in measured values—less than 1% fluctuation across 𝑛𝑒𝑙𝑒 values from 7.75 to 31. This
imilarity is likely due to the relatively equiaxed nature of the polycrystals and the low anisotropy of the single crystals examined
Table 3, 𝐴 = 0.88). Notably, a decreasing trend in space–time measurements becomes apparent as grain geometry is refined beyond
𝑒𝑙𝑒 = 15.5. Literature suggests that 𝑛𝑒𝑙𝑒 ≥ 10 should be recommended [2,37]. Analytical methods [2] have shown that the two-point
orrelation function, as modeled by FEM, achieves satisfactory accuracy at 𝑛𝑒𝑙𝑒 = 10, with further refinement yielding negligible
mprovements, particularly for near-field measurements, and only a slight increase in two-point correlation for far-field observations
ith additional refinement of 𝑛𝑒𝑙𝑒. Hence, the low fluctuation observed in Table 5 can be justified. The observed decreasing trend
s likely due to the increased resolution in spatial or temporal discretization. Nonetheless, for crystals with more complex shapes
r higher anisotropy, the impact of grain boundary resolution on measurement accuracy requires further investigation. Moreover,
ig. 16(a)–(b) present the effect of grain geometry refinement in the p-space measurement. Fitted trends of each 𝑛𝑒𝑙𝑒 case show
reat similarities where the magnitude of slope deviates less than 5%. This examined the homogenized results tend to show almost
convergence at current grain discretization where minimum 𝑛𝑒𝑙𝑒 = 7.75.
16
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Fig. 15. The speed deviation based on p-space solutions associated with CFL numbers: (a) Transverse wave; (b) Longitudinal.

Table 5
The influence from the resolution of discretized grain boundary for the polycrystalline structures.
Case RVE sizes 𝑛𝑒𝑙𝑒 𝛥𝑥(×1.0𝑒−4) 𝛥𝑡(×1.0𝑒−7) 𝑐𝑇 (m/s) 𝑐𝐿 (m/s)

1

8 × 8 × 8

7.75 5.0 1.0 1893.6 3860.8
2 15.5 2.5 0.50 1898.2 3865.2
3 20.7 1.875 0.375 1895.8 3863.9
4 31 1.25 0.25 1891.1 3855.2

Fig. 16. The speed deviation based on p-space solutions associated with spatial discretizations: (a) Transverse wave; (b) Longitudinal.

The size effect of RVEs by using different time integration schemes is then investigated. Each case is discretized with a consistent
𝐹𝐿 number. To save computational cost, we ensure the 𝑛𝑒𝑙𝑒 at least be 7.75 as discussed above. Fig. 17(a)–(d) illustrate the

transverse wave space–time profiles at 𝑡 = 𝑛𝑔𝑟𝑎𝑖𝑛𝑠𝑡1 by using Scheme I–IV, respectively. The RVE size and the timing of each snapshot
are proportionally scaled, thus resulting in analogous wave profiles. In the absence of numerical dissipation, Fig. 17(a) reveals
the distinct oscillations consistent across all sample sizes. Conversely, with the introduction of increased numerical dissipation,
Fig. 17(b)–(d) show progressively smoother transverse wave profiles.

Additionally, we report that, in the case of heterogeneous media, as depicted in Fig. 17(a)–(c), certain wavefronts propagate
faster than the primary wave due to insufficient numerical dissipation. These wavefronts, comparable in magnitude to the primary
transverse wave, complicate the measurement of space–time solutions. This discrepancy may stem from the substantial difference in
CFL numbers for P- and S-waves within the anisotropic model under consideration, resulting in decreased dissipation for transverse
waves and, thus, more noticeable oscillations. This observation suggests that when dealing with significant speed ratios in anisotropic
models, particular attention should be paid to these parasitic modes. Furthermore, examining the 2 × 2 × 2 or 8 × 8 × 8 groups in
Fig. 17(a), we identify distinct wavefronts that travel much faster than the primary wave. As demonstrated in Fig. 17(b)–(d), these
faster phases become progressively smoothed as dissipation increases. In addition to the numerical oscillation issues, the 2 × 2 × 2
RVE typically exhibits the most distorted transverse wave profile due to the single scattering. As the wave interacts with a sufficient
17
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Fig. 17. The space–time (a–d) and p-space (e–h) profiles for varied RVE sizes by measuring 𝐺11 on 𝑌 𝑂𝑍 plane using different time integration schemes.
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Table 6
The space–time speed measures for varied RVE sizes by Scheme IV.
Case RVE sizes 𝑛𝑒𝑙𝑒 𝑐𝐿 (m/s) 𝑐𝑇 (m/s)

1 2 × 2 × 2 62 1855.5 3797.3
2 4 × 4 × 4 31 1891.2 3790.4
3 8 × 8 × 8 31 1891.1 3855.2
4 16 × 16 × 16 15.5 1937.3 3855.1
5 32 × 32 × 32 7.75 1926.0 3850.1

number of grains, inducing multiple scatterings, these distortions are diminished, leading to wave profiles that exhibit isotropy or
directional independence. Table 6 shows the speed measurement by evaluating the space–time solutions from Scheme IV. Notable
discrepancies are observed primarily in the smaller RVE sizes for Cases 1 and 2. However, beginning with Case 3, both longitudinal
and transverse speeds show minimal variation with the increase in RVE size.

Fig. 17(e)–(h) exhibit the p-space profiles for various RVE sizes on the principal plane 𝑦𝑂𝑧 by Scheme I–IV, respectively.
Across different sample sizes, the trapezoidal rule shows artificial wave components spanned for wide wave numbers (Fig. 17(e)).
In comparison, Fig. 17(f)–(h) demonstrate increasingly smoothed profiles achieved by enhancing numerical dissipation, a trend
consistent with the isotropic case discussed in Section 4.1. However, enhancing dissipation is still proved inefficient for suppressing
the oscillations where the wave number 𝑝 is smaller than the primary component. The p-space profiles further illustrate the process
of homogenization across increasing length scales. In single ice crystals, notable symmetry reflects the material’s homogeneity,
which diminishes in polycrystalline media due to scattering. As RVE sizes increase, the primary wave component depicted in the p-
space profile assumes a circular shape, indicating directional independence. Correspondingly, the 𝑝−𝜔 relationship by each scheme
is presented in Fig. 18(a)–(d). For Scheme I–III (Fig. 18(a)–(c)), the speed immediately converged even for the oligocrystalline
structures. The averaged transverse wave component exhibits a consistent mean phase speed from the smallest RVE size. In contrast,
longitudinal waves display a sudden increase in speed within the 2 × 2 × 2 group and become independent on the length scale
starting from the 4 × 4 × 4 group onwards. Additionally, an increase in the 𝛼 parameter significantly reduces the speed deviation
in the longitudinal wave component for the smallest oligocrystalline group, from about 12% in Scheme I to just 3% in Scheme III.
In Scheme IV (Fig. 18(d)), significant variations in the mean phase speed are evident for RVE sizes 4 × 4 × 4 and 8 × 8 × 8, with
larger samples yielding mean phase speeds that more closely align with those observed in oligocrystalline cases. In summary, length
scale-related convergence is noticeable across the different time integration schemes. However, the trend of variation for each wave
component and time integrator differs. For homogeneous isotropic cases, the 𝑝 − 𝜔 relationship appears unaffected by parasitic
modes, as discussed in Section 4.2. This suggests that parasitic modes become more intricate in heterogeneous cases, particularly
when considering limited scattering behavior.

5. Conclusions

Prior work has investigated the effectiveness of plane wave modeling in homogenizing the acoustic properties of heterogeneous
medium. In this paper, we propose a Green’s-function-based characterization scheme cooperating with representative volume
elements for determining the acoustic properties. Compared with plane wave modeling, this scheme does not need extra assumptions
on the macroscopic displacement field, which can be attractive in capturing wave behaviors at different scales or homogenizing
textured materials. Moreover, it shows the possibilities for characterizing the broadband wave which can greatly reduce the
computational cost in wave modeling. Besides these advantages, we also point out the potential challenges in numerically calculating
Green’s function with homogenization, especially the issues from the parasite modes and the numerical dispersion for the waves
showing broadband frequencies.

We found that numerical damping or further treatment can be necessary for analyzing calculated Green’s solutions while it can
enhance the amplitude in attenuation discussion. For space–time Green’s function, oscillated wave profiles are observed in both
homogeneous and heterogeneous mediums when no numerical damping is introduced. When oscillations are transformed to the
p-space, the nonphysical amplitude will be captured at non-principal wave numbers within a wide range. Through homogeneous
medium benchmarks, numerical damping is determined to help smooth these parasite modes for wave numbers that are greater than
the principal waves. However, the most dissipated time integration scheme is found unable to dampen out the component where
wave numbers are smaller than the principal waves. This may be due to the introduced numerical damping is generally trivial at
low frequencies.

The spatial and temporal discretization is tested which can greatly affect the accuracy of acoustic speed, even for the
heterogeneous medium. For a specific approximation scheme, the 𝐶𝐹𝐿 number defined by 𝑐0𝛥𝑡

𝛥𝑥 is tested crucial for the accuracy of
modeled wave speeds by the homogeneous isotropic benchmarks, which are consistent with the prior studies. Numerical dispersion
is generally small for the low-frequency part while it unavoidably deviates more from the physical wave speed, which is the same in
four tested schemes. Considering the phase speed of low frequency is an alternative approach to alleviate the influence of numerical
dispersion. The potential to weaken the numerical dissipation by refining 𝐶𝐹𝐿 is also proven and discussed. Furthermore, we
propose using global dispersion error by averaging all propagation directions for the calculated spherical waves and averaging the
acoustic properties. The numerical results showed that adjusting the 𝐶𝐹𝐿 numbers to be optimal in global dispersion error can
19

effectively improve the accuracy of the volumetric averaged speed measurements. Moreover, we investigated the influences of the
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Fig. 18. The speed deviation based on p-space solutions associated with RVE sizes by: (a) Scheme I; (b) Scheme II; (c) Scheme III; (d) Scheme IV;.
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𝐶𝐹𝐿𝑠 in homogenizing the heterogeneous mediums. The transverse wave component exhibits a consistent trend associated with
the 𝐶𝐹𝐿 number in the isotropic benchmark test. While the longitudinal wave for the heterogeneous medium can show a contrary
rend.
In characterizing the complex microstructures, we combined the analysis with the numerical dispersion, sample size effect,

nd refinement on spatial discretization. We noted that careful considerations are required for controlling the final averaged
easurements. For polycrystalline ice structures, we employed the quasi-equiaxed morphology and showed the anisotropy is
radually diminished by long-range wave propagation. Refining the geometry of the microstructure is shown to exhibit the difference
or the high-frequency part, but the measures by using the space–time measure got almost the same speeds.
Besides the findings obtained in this paper, we emphasize the following topics that may be attractive in future investigation: First,

e numerically revealed the impact of smoothing out the parasite modes in homogenizing the heterogeneous medium properties.
owever, it is still necessary to provide a quantitative analysis by countering the multi-scattering with those high-frequency
scillations. This may be inspiring in further developing a more well-rounded scheme in modeling the broadband frequency waves
nd homogenization process. Second, note that this work considers all wave frequencies, wave numbers, etc. as real numbers.
lthough numerical dissipation helps in damping oscillated responses, it is not adequately discussed quantitatively. When dealing
ith dissipation or attenuation, a detailed measurement by considering both the constitutive dissipation and numerical damping
hould be proposed. Beyond the direct volumetric average, some schemes that can minimize the global error for the fitted statistical
sotropic or anisotropic material can also be very helpful. Finally, it can be interesting to focus on the low-frequency part where the
ispersion and numerical dissipation are small because of the avoidable deviation on physical dispersion and attenuation. A wavelet
ith a specific principal frequency may be used to substitute the original point load scheme.
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