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Ensemble Kalman Filters with Resampling\ast 
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Abstract. Filtering is concerned with online estimation of the state of a dynamical system from partial and
noisy observations. In applications where the state of the system is high dimensional, ensemble
Kalman filters are often the method of choice. These algorithms rely on an ensemble of interact-
ing particles to sequentially estimate the state as new observations become available. Despite the
practical success of ensemble Kalman filters, theoretical understanding is hindered by the intricate
dependence structure of the interacting particles. This paper investigates ensemble Kalman filters
that incorporate an additional resampling step to break the dependency between particles. The new
algorithm is amenable to a theoretical analysis that extends and improves upon those available for
filters without resampling, while also performing well in numerical examples.
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1. Introduction. The filtering problem of estimating a time-evolving state from partial
and noisy observations arises in numerous applications, including numerical weather predic-
tion, automatic control, robotics, signal processing, machine learning, and finance [45, 11, 42,
5, 29, 36, 43]. When the state is high dimensional and the dynamics governing its evolution are
complex, the method of choice is often the ensemble Kalman filter (EnKF) [15, 18, 17, 23, 19].
In this filtering algorithm, a Kalman gain matrix defined via the first two moments of an
ensemble of particles determines the relative importance given to the dynamics and the ob-
servations in estimating the state. The size of the ensemble controls both the accuracy and
the computational cost of the algorithm. Operational implementations of EnKF give accurate
state estimation with a moderate ensemble size, significantly smaller than the state dimension
[23]. However, nonasymptotic theory that explains the successful performance of EnKF with
moderate ensemble size is still not fully developed. An important impediment to such a theory
is the presence of correlations between particles, since the Kalman gain used to update each
particle depends on the entire ensemble. This paper investigates a modification of EnKF that
incorporates a resampling step to break these correlations. The new algorithm is amenable
to a theoretical analysis that extends and improves upon those available for filters without
resampling, while also maintaining a similar empirical performance.
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412 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

1.1. Resampling in filtering algorithms. Resampling techniques are routinely employed
to enhance particle filtering algorithms which assimilate observations by weighting particles
according to their likelihood [12, 13]. For particle filters, resampling converts weighted par-
ticles into unweighted ones to alleviate weight degeneracy and achieve variance reduction at
later times [10, Chapter 9]. In contrast, EnKF assimilates observations by using unweighted
particles and relying on a Gaussian ansatz and Kalman-type formulae. EnKF avoids weight de-
generacy by design, but remains vulnerable to filter divergence and ensemble collapse [22, 26];
several works have proposed using resampling to remedy these issues.

An early discussion of resampling for EnKF can be found in [4], which replaces the stan-
dard Gaussian ansatz with a more flexible sum of Gaussian kernels. The paper [52] introduced
bootstrap methods for identifying and alleviating the impact of spurious correlations, thereby
enhancing the robustness of the Kalman gain. The work [32] proposed a resampling scheme to
improve the performance of deterministic filters in nonlinear settings. This method involves
periodically resampling the ensemble based on a ``bootstrapping"" approach as suggested by
[4], which is fundamentally based on a kernel density technique taken from the particle filter-
ing literature. Closest to our work is the paper [39], which demonstrates that resampling the
Kalman gain in the conditioning step of EnKF can help prevent the ensemble from collapsing
over time, consequently enhancing ensemble stability and reliability. The numerical experi-
ments in [39] suggest that, relative to the nonresampled setting, EnKF algorithms that employ
resampling give more reliable prediction intervals with a slight trade-off in the accuracy of
their point predictions.

Ensemble Kalman methods are also used for offline parameter estimation and, relatedly, as
numerical solvers for inverse problems; see, e.g., [21, 1, 33, 24, 7]. While not the focus of this
paper, we point out that resampling techniques have also been investigated in this context.
For instance, [51] removes particles that significantly deviate from the posterior distribution
via a resampling procedure, thus improving the performance of standard implementations. A
similar idea is also considered in [50], which proposes adding an extra resampling step in each
iterative cycle. This method improves the convergence of the iterative EnKF by perturbing
the shrinking ensemble covariances to prevent early stopping while preserving the consistent
Kalman update direction of standard implementations.

1.2. Our contributions. Whereas previous work investigates resampling from a method-
ological viewpoint [4, 52, 32, 39], the primary objective of this paper is to demonstrate that
resampling strategies provide a promising approach to the design of ensemble Kalman algo-
rithms with nonasymptotic theoretical guarantees. We consider a simple parametric resam-
pling scheme: at the beginning of each filtering step, members of the ensemble are indepen-
dently sampled from a Gaussian distribution whose mean and covariance match those of the
ensemble at the previous time-step. Thereafter, the filtering step can be carried out using any
of the numerous existing EnKF variants [17, 46]. For the resulting algorithm, which we term
REnKF, we establish theoretical guarantees that extend and improve upon those available for
filters without resampling.

Our theoretical guarantees hold in the linear-Gaussian setting in which we provide a de-
tailed error analysis of the ensemble mean and covariance as estimators of the mean and
covariance of the filtering distributions, given by the Kalman filter [25]. Our theory covers
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 413

both stochastic and deterministic dynamical systems; in addition, it covers both stochastic
implementations based on perturbed observations [16] and deterministic implementations based
on square-root filters [46, 3, 6]. Importantly, our error-bounds are nonasymptotic and
dimension-free: they hold for any given ensemble size and are written in terms of the effective-
dimension of the covariance of the initial distribution, and of the dynamics and observation
models. The nonasymptotic and dimension-free analysis of ensemble Kalman updates has re-
cently been considered in [2], which demonstrated rigorously the success of ensemble Kalman
updates whenever the ensemble size scaled with the effective dimension of the state as op-
posed to its ambient dimension. Given that ensemble Kalman algorithms are often employed
in problems where the state dimension is very large, our results also contribute to the theoret-
ical understanding of why ensemble methods are able to perform well even when the ensemble
size is taken to be much smaller than the state dimension. This paper extends the results in [2]
by providing new bounds over multiple assimilation cycles. Our work may also be compared
to [37], which puts forward a nonasymptotic and dimension-free analysis of a multistep EnKF
that utilizes a different modification than the one used to define REnKF. Specifically, [37]
employs an additional projection step that determines the effective dimension of the method.

Other multistep analyses were limited to square-root filters with deterministic dynamics
[28, 2] and to asymptotic analysis of stochastic implementations [28], which, while ensuring
consistency of the filters, do not explain their practical success when deployed with a small
ensemble size. The key reason why existing nonasymptotic analyses [2] do not extend to sto-
chastic implementations and dynamics is that these additional sources of randomness further
complicate the correlations between particles, which we break via resampling.

We numerically illustrate the theory in a linear setting and also demonstrate the suc-
cessful performance of REnKF on the Lorenz 96 equations [34], a simplified model for atmo-
spheric dynamics widely used to test filtering algorithms [35, 36, 30, 44]. In our experiments,
REnKF performs similarly to standard, nonresampled EnKF in fully and partially-observed
settings. Moreover, the results are robust to the noise level in the dynamics and in the
observations. Python code to reproduce all numerical experiments is publicly available at
https://github.com/Jiajun-Bao/EnKF-with-Resampling.

1.3. Outline. The rest of this paper is organized as follows. Section 2 formalizes the
problem setting and provides necessary background on EnKF. Section 3 introduces and an-
alyzes the new REnKF algorithm. The main result, Theorem 3.2, gives nonasymptotic and
dimension-free error bounds. We report numerical results that confirm and complement the
theory in section 4. Proofs are collected in section 5. We close in section 6 with a discussion
of our results and directions for future research.

1.4. Notation. For a vector u= (u(1), . . . , u(d))\top and q \geq 1, | u| q = (
\sum d

i=1 | u(i)| q)1/q and
| u| = | u| 2. For a random variable X and q\geq 1, we write \| X\| q = (\BbbE | X| q)1/q and \| X\| = \| X\| 2.
X \sim \scrN (m,C) denotes that X is a Gaussian random vector with mean m and covariance C,
and we denote its density at a point x by \scrN (x;m,C). \scrS d+ denotes the set of d\times d symmetric
positive-semidefinite matrices, and \scrS d++ denotes the set of d\times d symmetric positive-definite
matrices. For two d \times d matrices A,B, A \succ B implies A  - B \in \scrS d++ and A \succeq B implies
A - B \in \scrS d+, and similarly for \prec ,\preceq . For a n\times m matrix A= (Aij)

n,m
i=1,j=1, the operator norm is

given by | A| = sup\| v\| 2=1 | Av| 2. 1\{ S\} denotes the indicator of the set S. The identity matrix
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414 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

will be denoted by I, and on occasion its dimension will be made explicit with a subscript.
The n\times m zero matrix will be denoted by On\times m.

2. Problem setting and ensemble Kalman filters. We consider a d-dimensional unob-
served state process \{ u(j)\} j\geq 0 and a k-dimensional observation process \{ y(j)\} j\geq 1 whose rela-
tionship over discrete time j is governed by the following hidden Markov model:

(Initialization) u(0) \sim \scrN (\mu (0),\Sigma (0)),(2.1)

(Dynamics) u(j) =\Psi (u(j - 1)) + \xi (j), \xi (j)
\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (0,\Xi ), j = 1,2, . . .(2.2)

(Observation) y(j) =Hu(j) + \eta (j), \eta (j)
\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (0,\Gamma ), j = 1,2, . . .(2.3)

We assume that the initial distribution \scrN (\mu (0),\Sigma (0)), where \mu (0) \in \BbbR d, \Sigma (0) \in \scrS d++, the model
dynamics map \Psi :\BbbR d\rightarrow \BbbR d, the observation matrix H \in \BbbR k\times d, and the dynamics and observa-
tion noise covariance matrices \Xi \in \scrS d+,\Gamma \in \scrS k++ are known; otherwise, they may be estimated
from the observations; see, e.g., [19, 8, 9]. We further assume that the random variables u(0),
\{ \xi (j)\} j\geq 1, and \{ \eta (j)\} j\geq 1 are mutually independent. All methods and theory presented in this
paper extend immediately to dynamics and/or observation models that are not time homo-
geneous at the expense of a more cumbersome notation. Additionally, nonlinear observations
can be dealt with by augmenting the state; see, e.g., [3].

For a given time index j \in \BbbN , the filtering goal is to compute the filtering distribution
p(u(j)| Y (j)), where Y (j) := \{ y(1), . . . , y(j)\} . The filtering distribution provides a probabilistic
summary of the state u(j) conditional on observations up to time j. Given access to the
filtering distribution at the preceding time-step j  - 1, p(u(j)| Y (j)) may be obtained by the
following two-step procedure:

(Forecast) p(u(j)| Y (j - 1)) =

\int 
\scrN (u(j);\Psi (u(j - 1)),\Xi )p(u(j - 1)| Y (j - 1))du(j - 1),(2.4)

(Analysis) p(u(j)| Y (j))\propto \scrN (y(j);Hu(j),\Gamma )p(u(j)| Y (j - 1)).(2.5)

The forecast distribution p(u(j)| Y (j - 1)) represents our knowledge of the state at time j given
observations up to time j - 1, and its computation in (2.4) utilizes the dynamics model (2.2).
In the analysis step (2.5), the new observation yj is assimilated through an application of
Bayes formula with prior given by the forecast distribution and likelihood determined by the
observation model (2.3). Closed-form expressions for the filtering and forecast distributions
are only available for a small class of hidden Markov models [41]. For problems outside this
class, many algorithms have been developed to approximate the filtering distributions, or, if
this is too costly, to find point estimates of the state [45, 43].

This paper is concerned with EnKF algorithms that belong to the larger family of Kalman
methods. These methods invoke a Gaussian ansatz for the forecast distribution, so that Bayes
formula in the analysis step can be readily applied using the conjugacy of the Gaussian fore-
cast distribution and the Gaussian likelihood model (2.3). The distinctive feature of EnKF
is that the Gaussian approximation is defined using the first two moments of an ensemble of
particles. Then, in the analysis step each individual particle is updated with a Kalman gain
matrix which incorporates the forecast covariance. Several stochastic and deterministic imple-
mentations for the analysis step have been proposed in the literature; see, e.g., [23, 46, 17]. In
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 415

Algorithm 2.1, an example of a stochastic implementation of EnKF---commonly referred to as
the Perturbed Observation EnKF---is provided for reference, and will be our focus for this work.
At time j = 0, an initial ensemble of N particles are independently drawn from the initial
distribution in (2.1). These ensemble members are then sequentially passed through forecast
and analysis steps: In the forecast step, the ensemble is propagated through the system dy-
namics yielding the j-th forecast ensemble. In the analysis step, the new observation y(j) is
assimilated by updating each ensemble member according to a Kalman-type formula, yielding
the jth analysis ensemble. Although the initial ensemble members are mutually independent,
the dependence structure of the ensemble is highly nontrivial beginning at the analysis step
at time j = 1. Indeed, note that the Kalman Gain K(1) is a nonlinear transformation of the
entire forecast ensemble, and this matrix is used to update each of the ensemble members
when constructing the analysis ensemble. The recursive nature of the algorithm further com-
plicates the dependence structure of the ensemble, rendering a nonasymptotic analysis highly
challenging.

The stochastic variant of EnKF in Algorithm 2.1 is arguably the most popular in applica-
tions [15, 48]. Unfortunately, as noted in [20, 2] and further discussed in section 3, it is harder
to analyze from a nonasymptotic viewpoint than deterministic variants of the EnKF.

The output \widehat \mu (j) of EnKF gives a point estimate of the state u(j) at time j. For such a
state-estimation task, EnKF is very effective [31]. Additionally, the output \widehat \Sigma (j) may be used
to construct confidence intervals. However, as often noted in the literature [14, 31] and further
discussed in section 4, caution should be exercised when using ensemble Kalman algorithms for
such uncertainty quantification tasks. EnKF performance for state estimation and uncertainty

Algorithm 2.1. Ensemble Kalman filter (EnKF).

1: Input: \Psi ,H,\Xi ,\Gamma , \mu (0),\Sigma (0),N. Sequentially acquired data \{ y(j)\} j\geq 1.

2: Initialization: u
(0)
n

\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (\mu (0),\Sigma (0)), 1\leq n\leq N.
3: For j = 1,2, . . . do the following forecast and analysis steps:
4: Forecast:

\widehat u(j)n =\Psi (u(j - 1)
n ) + \xi (j)n , \xi (j)n

\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (0,\Xi ), 1\leq n\leq N,

\widehat m(j) =
1

N

N\sum 
n=1

\widehat u(j)n , \widehat C(j) =
1

N  - 1

N\sum 
n=1

(\widehat u(j)n  - \widehat mj)(\widehat u(j)n  - \widehat mj)
\top .

(2.6)

5: Analysis:

K(j) = \widehat C(j)H\top (H \widehat C(j)H\top +\Gamma ) - 1,

y(j)n = y(j) + \eta (j)n , \eta (j)n
\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (0,\Gamma ), 1\leq n\leq N,

u(j)n = (I  - K(j)H)\widehat u(j)n +K(j)y(j)n , 1\leq n\leq N,

\widehat \mu (j) = 1

N

N\sum 
n=1

u(j)n , \widehat \Sigma (j) =
1

N  - 1

N\sum 
n=1

(u(j)n  - \widehat \mu (j))(u(j)n  - \widehat \mu (j))\top .
(2.7)

6: Output: Analysis mean \widehat \mu (j) and covariance \widehat \Sigma (j) for j = 1,2, . . .

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
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416 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

quantification tasks can be assessed by the error in approximating the mean and covariance
of the filtering distributions; the theory in subsection 3.2 adopts such performance metrics. If
the moments of the filtering distributions are not available, performance metrics such as root
mean squared error and coverage of confidence intervals can be employed [31], and we do so
in the numerical experiments in section 4.

3. Ensemble Kalman filters with resampling. In this section, we first introduce and moti-
vate our main algorithm, EnKF with resampling (REnKF). We then present the nonasymptotic
theoretical analysis of REnKF in a linear model dynamics setting.

3.1. Main algorithm. The idea underlying REnKF, which is outlined in Algorithm 3.1, is
to employ a resampling step at each filtering cycle to break the correlations between ensemble
members described in section 2. We consider here a particularly simple parametric resampling
scheme in which at the beginning of each filtering cycle, ensembles are independently sampled
from a Gaussian distribution whose mean and covariance match those of the analysis ensemble
at the previous time step. Although the resampling mechanism can be made to be more
sophisticated---for example, one may consider nonparametric resampling schemes in which the
empirical distribution of the ensemble is used instead---we note that such complications may
be difficult to justify given the simplicity, theoretical guarantees (subsection 3.2), as well as the
computational scalability and empirical performance (section 4) of the proposed resampling
strategy. Other than the resampling step, the forecast and analysis steps of REnKF agree
with those of EnKF, and consequently any of the stochastic or deterministic implementations
of EnKF can be adopted. Our focus here is on the stochastic implementation of EnKF in
Algorithm 2.1. As discussed in the next subsection---see Remarks 3.1 and 3.3---nonasymptotic
theory for deterministic implementations can be obtained as a by-product of the theory that
we develop.

Notice from Algorithm 3.1 that correlations between particles could alternately be broken
by resampling between the forecast and analysis steps. While such an approach would be
amenable to a nonasymptotic analysis akin to the one we develop, we empirically found that
resampling after the forecast step significantly deteriorates the performance of the filter in
nonlinear settings. A heuristic explanation is that resampling tacitly introduces a Gaussian
approximation, and the filtering distribution is better approximated by a Gaussian than the
forecast distribution when the dynamics are nonlinear and the observations are Gaussian.

Algorithm 3.1. Ensemble Kalman filter with resampling (REnKF).

1: Input: \Psi ,H,\Xi ,\Gamma , \mu (0),\Sigma (0),N. Sequentially acquired data \{ y(j)\} j\geq 1.

2: Initialization: Set \widehat \mu (0) = \mu (0) and \widehat \Sigma (0) =\Sigma (0).
3: For j = 1,2, . . . do the following resampling, forecast, and analysis steps:
4: Resampling:

u(j - 1)
n

\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (\widehat \mu (j - 1), \widehat \Sigma (j - 1)), 1\leq n\leq N.(3.1)

5: Forecast: Do (2.6).
6: Analysis: Do (2.7).

7: Output: Analysis mean \widehat \mu (j) and covariance \widehat \Sigma (j) for j = 1,2, . . .

Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 417

3.2. Nonasymptotic error bounds. Here we present theoretical guarantees for REnKF in
a linear dynamics setting. We introduce the setting and necessary background in subsec-
tion 3.2.1. Then, the main result is stated and discussed in subsection 3.2.2.

3.2.1. Setting and preliminaries. We consider REnKF in the following linear version of the
hidden Markov model governing the relationship between the state and observation processes:

(Initialization) u(0) \sim \scrN (\mu (0),\Sigma (0)),(3.2)

(Dynamics) u(j) =Au(j - 1) + \xi (j), \xi (j)
\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (0,\Xi ), j = 1,2, . . .(3.3)

(Observation) y(j) =Hu(j) + \eta (j), \eta (j)
\mathrm{i}.\mathrm{i}.\mathrm{d}.\sim \scrN (0,\Gamma ), j = 1,2, . . .(3.4)

with u(0) independent of the i.i.d. sequences \{ \xi (j)\} and \{ \eta (j)\} . Thus, we assume that the
dynamics map \Psi in (2.2) is linear and represented by a given matrix A \in \BbbR d\times d. In this
case, it is well known that the forecast distributions p(u(j)| Y (j - 1)) =\scrN (u(j);m(j),C(j - 1)) and
the filtering distributions p(u(j)| Y (j)) =\scrN (u(j);\mu (j),\Sigma (j)) are both Gaussian, and the means
and covariances of these distributions are given by the Kalman filter [43]. We aim to derive
nonasymptotic bounds between the outputs \widehat \mu (j) and \widehat \Sigma (j) of REnKF and the output \mu (j) and
\Sigma (j) of the Kalman filter.

We follow the exposition in [28] and introduce three operators that are central to the
theory: the Kalman gain operator K , the mean-update operator M , and the covariance-
update operator C , defined, respectively, by

K : \scrS d+ \rightarrow \BbbR d\times k, K (C) =CH\top (HCH\top +\Gamma ) - 1,(3.5)

M :\BbbR d \times \scrS d+ \rightarrow \BbbR d, M (m,C;y) =m+K (C)(y - Hm),(3.6)

C : \scrS d+ \rightarrow \scrS d+, C (C) = (I  - K (C)H)C.(3.7)

With this notation, the mean and covariance updates from time j  - 1 to time j given by the
Kalman filter are summarized in Table 1. The table also shows the corresponding updates

for REnKF, where \=u(j - 1), \=\xi (j), and \eta (j), respectively, denote the sample means of \{ u(j - 1)
n \} Nn=1,

\{ \xi (j)n \} Nn=1, and \{ \eta (j)n \} Nn=1; S
(j - 1) denotes the empirical covariance of \{ u(j - 1)

n \} Nn=1; and
\widehat C(j)
u\xi =

( \widehat C(j)
\xi u )

\top denotes the empirical cross-covariance of \{ u(j - 1)
n \} Nn=1 and \{ \xi (j)n \} Nn=1. Finally, following

[20, 2], we refer to

\widehat O(j) :=K ( \widehat C(j))(\widehat \Gamma (j)  - \Gamma )K \top ( \widehat C(j))

+ (I  - K ( \widehat C(j))H) \widehat C(j)
u\eta K

\top ( \widehat C(j)) +K ( \widehat C(j))( \widehat C(j)
u\eta )

\top (I  - H\top K \top ( \widehat C(j)))

as the offset, where \widehat \Gamma (j) denotes the empirical covariance of \{ \eta (j)n \} Nn=1, and
\widehat C(j)
u\eta denotes the

empirical cross-covariance of \{ u(j - 1)
n \} Nn=1 and \{ \eta (j)n \} Nn=1.

Remark 3.1 (deterministic implementations). As noted earlier, our presentation and analy-
sis will focus on the stochastic (perturbed observation) implementation of EnKF described in
Algorithm 2.1, and which is used within REnKF; see Algorithm 3.1. We claim that this ap-
proach is sufficient to cover both deterministic and stochastic updates. Indeed, [2] shows that
deterministic and stochastic updates at time j can be succinctly written as
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418 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

Table 1
Kalman filter and REnKF updates in terms of the operators (3.5), (3.6), and (3.7).

Kalman filter REnKF

Forecast Mean m(j) =A\mu (j - 1) \widehat m(j) =A\=u(j - 1) + \=\xi (j)

Forecast Cov. C(j) =A\Sigma (j - 1)A\top +\Xi \widehat C(j) =AS(j - 1)A\top + \widehat \Xi (j) +A \widehat C(j)
u\xi + \widehat C(j)

\xi uA
\top 

Analysis Mean \mu (j) =M (m(j),C(j);y(j)) \widehat \mu (j) =M (\widehat m(j), \widehat C(j);y(j)) +K ( \widehat C(j))\eta (j)

Analysis Cov. \Sigma (j) =C (C(j)) \widehat \Sigma (j) =C ( \widehat C(j)) + \widehat O(j)

\widehat \mu (j) =M (\widehat m(j), \widehat C(j)) +\varphi K ( \widehat C(j))\eta (j),\widehat \Sigma (j) =C ( \widehat C(j)) +\varphi \widehat O(j),
(3.8)

where \varphi = 1 for the stochastic update and \varphi = 0 for the deterministic update. Therefore, rela-
tive to the deterministic update, theory for the stochastic update is additionally complicated
by the need to consider the term K ( \widehat C(j))\eta (j) in the mean update and the offset term \widehat O(j) in
the covariance update. Accordingly, we are able to provide a result for the resampled version
of the deterministic (square-root) EnKF as a by-product of our more general theory, and we
refer to Remark 3.3 for further discussion.

3.2.2. Main result. We define the effective dimension [47] of a matrix Q\in \scrS d+ by

r2(Q) :=
Tr(Q)

| Q| 
,(3.9)

where Tr(Q) and | Q| denote the trace and operator norm of Q. The effective dimension
quantifies the number of directions where Q has significant spectral content and may be
significantly smaller than the ambient dimension d when the eigenvalues ofQ decay quickly. As
such, it is a more refined measure of complexity in high-dimensional problems with underlying
low-dimensional structure. The monographs [47, 49] refer to r2(Q) as the intrinsic dimension,
while [27] uses the term effective rank. This terminology is motivated by the observation that
1 \leq r2(Q) \leq rank(Q) \leq d and that r2(Q) is insensitive to changes in the scale of Q; see [47].
We now state our main result, Theorem 3.2, which provides nonasymptotic bounds on the
deviation of REnKF from the Kalman filter for any time j.

Theorem 3.2. Consider REnKF, Algorithm 3.1, with linear dynamics \Psi (\cdot ) = A\cdot . Suppose
that N \geq r2(\Sigma 

(0))\vee r2(\Gamma )\vee r2(\Xi ). For any j = 1,2, . . . , and q\geq 1,

\| | \widehat \mu (j)  - \mu (j)| \| q \leq c1

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 
,(3.10)

\| | \widehat \Sigma (j)  - \Sigma (j)| \| q \leq c2

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 
,(3.11)

where \mu (j) and \Sigma (j) are the mean and covariance of the filtering distributions, and c1, c2 are
potentially different universal constants depending on

| \Sigma (0)| , | A| , | H| , | \Gamma  - 1| , | \Gamma | , | \Xi | , q, j,

and c1 additionally depends on \{ | y(\ell )  - Hm(\ell )| \} \ell \leq j.
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 419

With the exception of [37, Theorem 3.4], which relies on covariance inflation and an
additional projection step, Theorem 3.2 seems to be the first result in the literature that
provides nonasymptotic guarantees on the performance of a stochastic EnKF over multiple
assimilation cycles. We note that the assumption N \geq r2(\Sigma 

(0)) \vee r2(\Gamma ) \vee r2(\Xi ) is merely
for convenience and can be removed at the expense of a more cumbersome statement of the
result. Importantly, the bounds (3.10) and (3.11) are nonasymptotic, in that they hold for
a fixed ensemble size N . Further, the bounds are dimension-free as they do not exhibit
any dependence on the state-space dimension d, implying that the ensemble need not scale
with d in order for the algorithm to perform well, as has been observed empirically in the
literature and confirmed in our numerical results in section 4. Finally, similar to previous
accuracy analyses for square-root ensemble Kalman filters [38, 2], variational data assimilation
algorithms [44, 30], and particle filters [43, Chapters 11 and 12], our proof relies on induction
over the discrete time index j and does not account for potential dissipation of errors due to
filter ergodicity. As a result, the constants c1 and c2 grow with j and our bounds (3.10) and
(3.11) do not hold uniformly in time without, for instance, stability requirements on A.

Remark 3.3 (resampled square-root filter). While the result in Theorem 3.2 is specific
to the stochastic REnKF in Algorithm 3.1, using the observation made in Remark 3.1 it is
possible to show that for a deterministic variant, namely the square-root REnKF, and under
the same assumptions on the ensemble size made in Theorem 3.2, we have that

\| | \widehat \mu (j)  - \mu (j)| \| q \leq c1

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
,

\| | \widehat \Sigma (j)  - \Sigma (j)| \| q \leq c2

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
,

(3.12)

where c1, c2 are potentially different universal constants depending on | \Sigma (0)| , | A| , | H| , | \Gamma  - 1| ,
| \Xi | , q, j, and c1 additionally depends on \{ | y(\ell ) - Hm(\ell )| \} \ell \leq j . In contrast to (3.10) and (3.11),
the bounds in (3.12) do not depend on the effective dimension of the noise covariance, r2(\Gamma ),
nor do the associated constants depend on | \Gamma | . The statistical price to pay for utilizing
stochastic rather than deterministic updates is captured by these terms. We further note that
[2, Corollary A.12], gives a nonasymptotic and multistep analysis of a simplified version of
the square-root filter (without resampling) with deterministic dynamics (that is, \Xi = Od\times d).
In such a setting, [2, Corollary A.12] implies the following bounds:

\| | \widehat \mu (j)  - \mu (j)| \| q \leq c3

\sqrt{} 
r2(\Sigma (0))

N
, \| | \widehat \Sigma (j)  - \Sigma (j)| \| q \leq c4

\sqrt{} 
r2(\Sigma (0))

N
,

where c3, c4 are potentially different universal constants depending on | \Sigma (0)| , | A| , | H| , | \Gamma  - 1| ,
q, j, and c3 additionally depends on \{ | y(\ell )  - Hm(\ell )| \} \ell \leq j . Theorem 3.2 should further be
compared to [28, Theorem 6.1], which is also limited to the case \Xi = Od\times d and shows that
\| | \widehat \mu (j)  - \mu (j)| \| q \leq c\prime 3N

 - 1/2 and \| | \widehat \Sigma (j)  - \Sigma (j)| \| q \leq c\prime 4N
 - 1/2, where c\prime 3, c

\prime 
4 are universal constants

with the same dependencies as c3 and c4. Importantly, the bounds in [28, Theorem 6.1] do
not capture the dependence of the algorithm on the prior covariance and also cannot be easily
extended to handle stochastic dynamics \Xi \succ 0 as accomplished in Theorem 3.2.
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420 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

4. Numerical results. In this section, we investigate the empirical performance of REnKF
(Algorithm 3.1) and provide detailed comparisons to the stochastic EnKF (Algorithm 2.1).
In subsection 4.1, we consider a linear dynamics map, \Psi (\cdot ) = A\cdot , with the primary goal
of demonstrating the bounds of Theorem 3.2 in simulated settings. In subsection 4.2, we
study a nonlinear setting where \Psi represents the \Delta t-flow of the Lorenz 96 system, and \Delta t
is the (constant) time-span between observations. The aim of this subsection is to show
that REnKF achieves comparable performance to EnKF even in challenging nonlinear regimes,
further motivating the study of resampling in the context of ensemble algorithms. In both
subsections 4.1 and 4.2, we examine the performance of REnKF and EnKF under varying noise
levels, ensemble sizes, and state dimensions. Additionally, in subsection 4.2, we consider cases
in which we have access to either fully observed or partially observed dynamics. These scenar-
ios offer a comprehensive perspective on the adaptability of REnKF to varying observational
conditions, thereby highlighting its potential for wide applicability in real-world situations
where data are often limited or incomplete. For all experiments, we generate a ground-truth
state process \{ u(j)\} Jj=0 for a time-window of length J = 200 using the initialization (2.1) and
dynamics model (2.2). For each set of system parameters we examine, a unique set of obser-
vations \{ y(j)\} Jj=1 is generated from the ground-truth state process utilizing the observation
model (2.3). Python code to reproduce all numerical experiments is publicly available at
https://github.com/Jiajun-Bao/EnKF-with-Resampling.

4.1. Linear dynamics. In this subsection, we numerically investigate the performance of
REnKF for the linear-Gaussian hidden Markov model (3.2)--(3.4) analyzed in subsection 3.2.
We will consider a variety of choices for the initial distribution, the dynamics noise covariance,
and the observation noise covariance. Throughout, we take identity dynamics A= Id and full
observations H = Id. To compare the performance of EnKF and REnKF, we will consider the
following metrics:

(Mean error) E\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r} =
1

J

J\sum 
j=1

| \widehat \mu (j)  - \mu (j)| 2,(4.1)

(CI width) W=
1

J

J\sum 
j=1

1

d

d\sum 
i=1

2\times 1.96

\sqrt{} \widehat \Sigma (j)
ii ,(4.2)

(CI coverage) V=
1

J

J\sum 
j=1

1

d

d\sum 
i=1

1

\Biggl\{ 
u(j)(i)\in 

\Bigl( \widehat \mu (j)(i)\pm 1.96

\sqrt{} \widehat \Sigma (j)
ii

\Bigr) \Biggr\} 
.(4.3)

The mean error (4.1) quantifies the approximation of the EnKF/REnKF analysis mean
to the mean \mu (j) of the KF. Our theory for REnKF provides nonasymptotic bounds for this
error, and our numerical results will show that this error is similar to that of EnKF in a
variety of settings. The confidence interval (CI) width and coverage in (4.2)--(4.3) assess the
ability of the filter to provide reliable uncertainty quantification: a short interval with high
coverage would be preferable, but an overconfident short width interval with low coverage
can lead to a misleading and potentially dangerous assessment of uncertainty. We illustrate
these three metrics in Figure 1, which corresponds to a setup outlined in Table 2. This setup
will be further explored in subsection 4.1.1. As depicted in the plot, the indicator in (4.3)
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 421

Figure 1. State estimation and uncertainty quantification for coordinate u(1) in the linear setting with
ensemble size N = 10 and small noise \alpha = 10 - 4. Note that the Kalman filter (KF) is optimal in the linear
setting.

Table 2
Performance metrics in the linear setting with d= 20.

Small noise Moderate noise Large noise
Ensemble Metric \alpha = 10 - 4 \alpha = 10 - 2 \alpha = 10 - 1

EnKF Mean error 0.0608 0.6133 1.9931
REnKFMean error 0.0616 0.6199 2.0310

N = 10 EnKF CI width 0.0194 0.1940 0.6134
REnKFCI width 0.0188 0.1875 0.5930

EnKF CI coverage (\%) 39.57 38.90 38.35
REnKF CI coverage (\%) 37.83 37.14 36.58

EnKF Mean error 0.0193 0.1930 0.6243
REnKF Mean error 0.0209 0.2091 0.6739

N = 40 EnKF CI width 0.0278 0.2780 0.8790
REnKF CI width 0.0274 0.2739 0.8663

EnKF CI coverage (\%) 69.94 69.26 68.90
REnKF CI coverage (\%) 68.65 67.76 67.43

corresponds to whether the solid blue line (representing the true states) fall within the shaded
confidence intervals. We point out that the ability of ensemble Kalman methods to provide
reliable uncertainty quantification, especially in nonlinear settings, has often been questioned
[14, 31]. Our results will show that the CIs obtained with REnKF have similar width and
coverage as those obtained by EnKF, but that coverage for both algorithms is not reliable
when the ensemble size is small (subsections 4.1 and 4.2) or the dynamics are highly nonlinear
(subsection 4.2).

Since the outputs \{ \widehat \mu (j), \widehat \Sigma (j)\} Jj=1 of EnKF and REnKF are random, for each experiment we
run both algorithms M times and we report the average value of the metrics (4.1), (4.2), and
(4.3) as well as the value of M . More details can be found in Appendix A.

4.1.1. Effects of noise level and ensemble size. We perform two distinct analyses to
assess the impact of different variables on the performance of EnKF and REnKF. The first,
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422 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

which we term the noise-level analysis, investigates the relationship between mean error,
E\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r}, and the noise level, \alpha . The second analysis, referred to as the ensemble-size analysis,
explores how the mean error varies with the ensemble size, N . Both analyses are carried out
using a fixed state dimension d= 20.

In the noise-level analysis, \alpha is varied over a grid of 15 evenly spaced values between 10 - 16

and 1, allowing us to investigate a range of scenarios beginning with those with virtually no
noise to those with substantial noise. In order to isolate the influence of \alpha , we maintain the
initial distribution with a fixed zero mean and covariance \Sigma (0) = 10 - 8\times I20, as well as a fixed
ensemble size of N = 20. In the ensemble-size analysis, N is varied between 10 and 100,
in increments of 10. To isolate the effects of N , we fix \alpha = 10 - 1 and maintain the initial
distribution to have a fixed zero mean and covariance \Sigma (0) = 1.1\alpha \times I20. The covariance is
adjusted to represent a higher initial uncertainty level compared to the noise-level analysis.
The factor 1.1 was introduced to ensure that the initial states possess a slightly different
level of uncertainty relative to the noise in the dynamics and observations. Both analyses
are averaged over M = 10 runs of the algorithms. The results of both analyses are depicted
in Figure 2. In addition to E\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r}, in Table 2 we consider the effect of varying \alpha and N on
CI widths, W, and CI coverage, V. Here, we categorize the levels of noise as being either
small, moderate, or large, which correspond to \alpha values of 10 - 4, 10 - 2, or 10 - 1 respectively,
as described under Case A in Table 3. Further, we repeat the experiments with ensembles
of size N = 10 and N = 40. For the experimental settings summarized in Table 2, the state
dimension and initial distribution are taken as in the ensemble-size analysis described earlier.
These metrics are calculated based on averages over M = 100 runs of the algorithms.

The results in Figure 2 and in Table 2 confirm that across a wide variety of linear experi-
mental settings, REnKF exhibits similar performance to EnKF as measured by the mean error,
CI width, and CI coverage.

Figure 2. Effects of \alpha and N in the linear setting with d= 20.
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4.1.2. Effects of state dimension and spectrum decay. We now study the sensitivity of
EnKF and REnKF to changes in the state dimension, d. Recall that our main result, Theo-
rem 3.2, implies that REnKF performs well whenever the ensemble size scales with the largest
of the effective dimensions of the noise covariances: \Sigma (0), \Gamma , and \Xi . This motivates our study
of covariance matrices with structure summarized in Cases A and B of Table 3. In Case A,
the effective dimension of the covariance matrix is proportional to the state dimension, d,
and so the theory suggests that REnKF will do well only if the ensemble size also scales with
d. In Case B, we consider covariance matrices that are diagonal, with ith diagonal element
proportional to i - \beta where \beta > 0 is a rate parameter controlling the speed of decay. Table 4
demonstrates that two matrices of this form that are equal in dimension may differ drastically
in their effective dimension for different choices of \beta . Here, then, the theory suggests that
REnKF will do well so long as the ensemble size scales with the effective dimension, which
may be much smaller than d. To test our theory, we run REnKF under both Cases A and
B in Table 3 where d is varied over the set \{ 21,22, . . . ,28\} and where the ensemble size is
fixed at N = 10 throughout. For both cases we fix \alpha = 10 - 4 and for Case B we consider
\beta \in \{ 0.1,1,1.5\} . Figure 3 presents the results of averaging E\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r} over M = 10 runs of the al-
gorithm in each of the experimental set-ups. We see that for all choices of \beta , EnKF and REnKF
exhibit near-identical performance. For Case A, the performance deteriorates as d increases
and this behavior is identical across all three displays. For Case B, when \beta = 0.1 (first display)
so that the effective dimension increases significantly with dimension as described in the first
row of Table 4, the performance deteriorates significantly as d increases. As \beta is increased to
1 in the second display, so that the effective dimension grows slowly with d, performance de-
teriorates at a much slower rate. This is further pronounced in the final display with \beta = 1.5.

Table 3
Covariance matrix settings explored numerically in subsections 4.1.2 and 4.2.

Noise Case A Case B (i= 1, . . . , d) Case C

Dynamics (\Xi ) \Xi A = \alpha \times Id \Xi B
ii = \alpha \times i - \beta \Xi C = \alpha \times Id

Observation (\Gamma ) \Gamma A = \alpha \times Id \Gamma B
ii = \alpha \times i - \beta \Gamma C = \alpha \times I 2d

3

Prior (\Sigma (0)) (\Sigma (0))A = 1.1\times \Xi A (\Sigma (0))Bii = 1.1\times \Xi B
ii (\Sigma (0))C = 1.1\times \Xi C

Figure 3. Effect of spectrum decay in the linear setting.
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424 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

These numerical results demonstrate the key role played by the effective dimension in de-
termining the performance of EnKF and REnKF, and are in agreement with Theorem 3.2 for
REnKF.

4.2. Lorenz 96 dynamics. In this subsection, we extend our numerical investigation of
REnKF to the nonlinear setting by taking \Psi in (2.2) to be the \Delta t-flow of the Lorenz 96
equations. Here \Delta t represents the time-span between observations, which is assumed to be
constant. Assuming the following cyclic boundary conditions u( - 1) = u(d - 1), u(0) = u(d),
and u(d+ 1) = u(1) with d\geq 4, the system is governed by:

du(i)

dt
= (u(i+ 1) - u(i - 2))u(i - 1) - u(i) + F, i= 1, . . . , d.(4.4)

In our experiments, we set \Delta t= 0.01, F = 8, and the state dimension d is subject to variation.
The choice F = 8 leads to strongly chaotic turbulence, which hinders predictability in the
absence of observations [36]. For the observation process (2.3), we consider both full obser-
vations in which H = Id, and partial observations in which only two out of every three state
components are observed. The latter setting results in a modified H \in \BbbR 

2d

3
\times d which corre-

sponds to Id with every third row removed. This observation set-up is motivated by [44, 29],
which prove that observing two-out-of-three coordinates of the Lorenz 96 system suffices in
order to tame the unpredictability of the system and achieve long-time filter accuracy in a
small noise regime. As in subsection 4.1, we examine various choices of initial distribution,
dynamics noise covariance, and observation noise covariance. To compare EnKF and REnKF,
we make use of the same CI width (4.2) and CI coverage (4.3) metrics as in subsection 4.1.
However, since in the nonlinear setting the mean of the filtering distribution is not available
in closed form, we replace the metric E\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r} with

E\mathrm{L}96 =
1

J

J\sum 
j=1

| \widehat \mu (j)  - u(j)| 2,(4.5)

which quantifies the accuracy of the filter as an estimator of the ground-truth state process
\{ u(j)\} Jj=1. As before, the metrics we report are averaged over M runs of the algorithms.

In Table 5, we compare the performance of REnKF and EnKF. In the case of full observa-
tions, the covariance configuration is outlined in Case A of Table 3, and in the case of partial
observations it is outlined in Case C of Table 3. We repeat the experiments with ensembles of
size N = 21 and N = 84, and the metrics are computed over M = 100 runs of the algorithms.
In Figure 4, we present a single representative simulation of the first component u(1)---which
is observed---and the third component u(3)---which is unobserved---corresponding to a par-
ticular choice of parameters in Table 5. Additional experiments in the accompanying Github

Table 4
Effective dimension of initialization and noise covariances used in Figure 3.

State dimension (d) 2 4 8 16 32 64 128 256

\beta =0.1 1.93 3.70 7.02 13.25 24.89 46.64 87.25 163.05
\beta =1.0 1.50 2.08 2.72 3.38 4.06 4.74 5.43 6.12
\beta =1.5 1.35 1.67 1.93 2.12 2.26 2.36 2.44 2.49
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 425

Figure 4. State estimation of coordinates u(1) (observed) and u(3) (unobserved) in a partially observed
Lorenz 96 system with ensemble size N = 21 and small noise \alpha = 10 - 4. REnKF accurately recovers observed
and unobserved coordinates of the state.

repository show that, as the noise level \alpha increases, state estimation remains effective for
observed variables but deteriorates for unobserved ones. This behavior explains the larger
error for moderate and large noise levels in the partial observation set-up in Table 5.

In Figure 5, we further analyze the effects of varying \alpha (column 1), N (column 2), and
d (column 3) on EL96 in both the full observation (row 1) and partial observation (row
2) settings. More precisely, in the first column of Figure 5, \alpha is varied over a grid of 15
evenly spaced values between 10 - 16 and 1 while holding fixed N = 20 and d = 42. In both
full and partial observation settings, we take the initial distribution to have zero mean and
covariance \Sigma (0) = 10 - 8 \times I42. In the second column of Figure 5, the ensemble size N ranges
from 10 to 100, increasing in steps of 10, while fixing \alpha = 10 - 4 and d= 42. In both full and
partial observation settings, we take the initial distribution to have zero mean and covariance
\Sigma (0) = 1.1\alpha \times I42. In the third column of Figure 5, the dimension d is varied over the values in
\{ 6,18,30,42,54,66,78,90,102\} which are all multiples of 3 to facilitate convenient calculations
in the partially observed setting. We fix N = 20 and \alpha = 10 - 4 and in both full and partial
observation settings, we take the initial distribution to have zero mean and covariance \Sigma (0) =
1.1\alpha \times Id, respectively.
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426 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

Table 5
Performance metrics for the Lorenz 96 model with d= 42.

Full observation Partial observation

Moderate Moderate
Small noise noise Large noise Small noise noise Large noise

Ensemble Metric \alpha = 10 - 4 \alpha = 10 - 2 \alpha = 10 - 1 \alpha = 10 - 4 \alpha = 10 - 2 \alpha = 10 - 1

EnKF Mean error 0.1011 0.9573 3.0231 0.4064 3.3882 10.5921
REnKFMean error 0.1016 0.9616 3.0335 0.4071 3.3565 10.6379

N = 21 EnKF CI width 0.0208 0.2083 0.6586 0.0266 0.2660 0.8412
REnKFCI width 0.0205 0.2047 0.6475 0.0258 0.2584 0.8167

EnKF CI coverage (\%) 50.24 51.55 51.61 39.62 43.25 43.26
REnKF CI coverage (\%) 49.07 50.34 50.44 38.25 42.04 41.87

EnKF Mean error 0.0582 0.5682 1.7971 0.2919 2.4181 7.6282
REnKF Mean error 0.0590 0.5760 1.8218 0.2977 2.5004 7.9011

N = 84 EnKF CI width 0.0281 0.2813 0.8895 0.0438 0.4383 1.3861
REnKF CI width 0.0279 0.2785 0.8806 0.0412 0.4120 1.3033

EnKF CI coverage (\%) 87.96 88.61 88.61 71.47 75.31 75.30
REnKF CI coverage (\%) 86.80 87.52 87.52 69.25 72.54 72.61

Figure 5. Effects of \alpha , N , and d in the Lorenz 96 example.

Our findings, as illustrated in Table 5 and Figure 5, demonstrate that REnKF achieves
performance comparable to that of EnKF, even in challenging nonlinear regimes. Notably, for
both algorithms we observe a slightly inferior performance with partial observations compared
to full observations under identical conditions. Moreover, a consistent trend is noticed in the
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 427

dependency of EL96 on the noise level, state dimension, and ensemble size. Notice, however,
that the performance of REnKF deteriorates further in non-Gaussian settings with partial
observations, large N, and large noise. Such worsened performance may be partly explained
by the additional Gaussian assumption tacitly imposed in the resampling step, which further
destroys the non-Gaussian structure of the problem for nonlinear forward models. Table 5 fur-
ther demonstrates that REnKF is as effective as EnKF in the task of uncertainty quantification.
Nevertheless, both EnKF and REnKF encounter difficulties in delivering reliable uncertainty
quantification, especially in scenarios with partial observation and small ensemble size.

5. Proof of Theorem 3.2. The result will be established by strong induction on the mean
bound (3.10) and the covariance bound (3.11) along with induction on two additional bounds:
for any j = 1,2, . . . and q\geq 1

\| | Tr(\widehat \Sigma (j - 1))| \| q \leq c3r2(\Sigma 
(0)),(5.1)

\| | \widehat C(j)  - C(j)| \| q \leq c4

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 
,(5.2)

where c3 and c4 are again potentially different universal constants that depend on the same
parameters as c2 in the statement of Theorem 3.2. We will refer to (5.1) as the covariance trace
bound and to (5.2) as the forecast covariance bound. In this section, we require the following
additional notation: given two positive sequences \{ an\} and \{ bn\} , the relation an \lesssim bn denotes
that an \leq cbn for some constant c > 0. If the constant c depends on some quantity \tau , then
we write a \lesssim \tau b. Throughout, we denote positive universal constants by c, c1, c2, c3, c4, and
the value of a universal constant may differ from line to line. In some cases, the explicit
dependence of a universal constant on the parameter \tau is indicated by writing c(\tau ).

This section is organized as follows. Subsection 5.1 contains preliminary results. We then
prove the base case j = 1 in subsection 5.2. Finally, in subsection 5.3 we show that the bounds
(3.10), (3.11), (5.1), and (5.2) hold for j assuming they hold for all \ell \leq j  - 1.

5.1. Preliminary results.
Lemma 5.1 (operator norm of covariance). For any j \geq 0, let \Sigma (j) be the analysis covariance

at iteration j. Then,

| \Sigma (j)| \leq | A| 2j | \Sigma (0)| + | \Xi | 
j - 1\sum 
\ell =0

| A| 2\ell \leq c(| A| , | \Xi | , | \Sigma (0)| , j).

Proof. By Lemma B.6, | C (C)| \leq | C| , and so

| \Sigma (j)| = | C (C(j))| \leq | C(j)| = | A\Sigma (j - 1)A\top +\Xi | \leq | A| 2| \Sigma (j - 1)| + | \Xi | 

\leq | A| 4| \Sigma (j - 2)| + | A| 2| \Xi | + | \Xi | \leq \cdot \cdot \cdot \leq | A| 2j | \Sigma (0)| + | \Xi | 
j - 1\sum 
\ell =0

| A| 2\ell .

Lemma 5.2 (trace of offset). For any j \geq 1, we have that

Tr( \widehat O(j))\leq | H| 2| \widehat \Gamma (j)  - \Gamma | | \Gamma  - 1| 2| \widehat C(j)| Tr( \widehat C(j))

+ 2(1 + | \widehat C(j)| | H| 2| \Gamma  - 1| )| \Gamma  - 1| | \widehat C(j)
u\eta | | H| Tr( \widehat C(j)).
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428 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

Proof. Write \widehat O(j) =
\sum 3

\ell =1
\widehat O(j)
\ell with

\widehat O(j)
1 :=K ( \widehat C(j))(\widehat \Gamma (j)  - \Gamma )K \top ( \widehat C(j)),\widehat O(j)
2 := (I  - K ( \widehat C(j))H) \widehat C(j)

u\eta K
\top ( \widehat C(j)),\widehat O(j)

3 :=K ( \widehat C(j))( \widehat C(j)
u\eta )

\top (I  - H\top K \top ( \widehat C(j))).

By linearity of the trace, Tr( \widehat O(j)) =
\sum 3

\ell =1Tr(
\widehat O(j)
\ell ). Note first that by Lemma B.6 applied

four times

Tr( \widehat O(j)
1 )\leq | \widehat \Gamma (j)  - \Gamma | Tr(K \top ( \widehat C(j))K ( \widehat C(j)))

= | \widehat \Gamma (j)  - \Gamma | Tr((H \widehat C(j)H\top +\Gamma ) - 1H( \widehat C(j))\top \widehat C(j)H\top (H \widehat C(j)H\top +\Gamma ) - 1)

\leq | \widehat \Gamma (j)  - \Gamma | | (H \widehat C(j)H\top +\Gamma ) - 1| 2Tr(( \widehat C(j))\top \widehat C(j)H\top H)

\leq | H| 2| \widehat \Gamma (j)  - \Gamma | | (H \widehat C(j)H\top +\Gamma ) - 1| 2| \widehat C(j)| Tr( \widehat C(j))

\leq | H| 2| \widehat \Gamma (j)  - \Gamma | | \Gamma  - 1| 2| \widehat C(j)| Tr( \widehat C(j)),

where the final inequality holds since H \widehat C(j)H\top +\Gamma \succeq \Gamma implies that \Gamma  - 1 \succeq (H \widehat C(j)H\top +\Gamma ) - 1.
Invoking once more Lemma B.6 repeatedly, we get that

Tr( \widehat O(j)
2 ) =Tr((I  - K ( \widehat C(j))H) \widehat C(j)

u\eta K
\top ( \widehat C(j)))

\leq | (I  - K ( \widehat C(j))H)| Tr( \widehat C(j)
u\eta K

\top ( \widehat C(j)))

\leq | (I  - K ( \widehat C(j))H)| | (H \widehat C(j)H\top +\Gamma ) - 1| Tr(H \widehat C(j) \widehat C(j)
u\eta )

\leq | (I  - K ( \widehat C(j))H)| | (H \widehat C(j)H\top +\Gamma ) - 1| | \widehat C(j)
u\eta | | H| Tr( \widehat C(j))

\leq (1 + | \widehat C(j)| | H| 2| \Gamma  - 1| )| \Gamma  - 1| | \widehat C(j)
u\eta | | H| Tr( \widehat C(j)),

where the last inequality holds since, by Lemma B.1,

| (I  - K ( \widehat C(j))H)| \leq 1 + | K ( \widehat C(j))| | H| \leq 1 + | \widehat C(j)| | H| 2| \Gamma  - 1| .

Finally, note that since \widehat O(j)
3 = ( \widehat O(j)

2 )\top , the analysis of \widehat O(j)
3 follows in similar fashion.

5.2. Base case. In the next four subsections we establish the covariance trace bound
(5.1), the forecast covariance bound (5.2), the mean bound (3.10), and the covariance bound
(3.11) in the base case j = 1.

5.2.1. Covariance trace bound. Since \widehat \Sigma (0) =\Sigma (0), we directly obtain that

\| | Tr(\widehat \Sigma (0))| \| q =Tr(\Sigma (0)) = | \Sigma (0)| r2(\Sigma (0)).
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 429

5.2.2. Forecast covariance bound. Let q\in \{ q,2q,4q\} . It follows by the triangle inequal-
ity, Theorem B.5, and Lemma B.7 that

\| | \widehat C(1)  - C(1)| \| q \leq | A| 2\| | S(0)  - \Sigma (0)| \| q + \| | \widehat \Xi (1)  - \Xi | \| q + 2| A| \| | \widehat C(1)
u\xi | \| q

\lesssim q | A| 2| \Sigma (0)| 
\sqrt{} 
r2(\Sigma (0))

N
+ | \Xi | 

\sqrt{} 
r2(\Xi )

N

+ 2| A| (| \Sigma (0)| \vee | \Xi | )

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 

\leq c(| A| , | \Sigma (0)| , | \Xi | , q)

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
.(5.3)

5.2.3. Mean bound. By Lemma B.2,

\| | \widehat \mu (1)  - \mu (1)| \| q = \| | M (\widehat m(1), \widehat C(1);y(1)) - M (m(1),C(1);y(1))| \| q + \| | K ( \widehat C(1))\eta (1)| \| q
\leq 
\bigm\| \bigm\| \bigm\| | \widehat m(1)  - m(1)| 

\bigm\| \bigm\| \bigm\| 
q
+ | H| 2| \Gamma  - 1| \| | \widehat C(1)| \| 2q\| | \widehat m(1)  - m(1)| \| 2q

+ \| | \widehat C(1)  - C(1)| \| q| H| | \Gamma  - 1| (1 + | H| 2| \Gamma  - 1| | C(1)| )| y(1)  - Hm(1)| 
+ \| | K ( \widehat C(1))\eta (1)| \| q.

The mean bound (3.10) with j = 1 is then a direct consequence of the bounds that we now
establish on \| | \widehat m(1)  - m(1)| \| q for q\in \{ q,2q\} and on \| | K ( \widehat C(1))\eta (1)| \| q.

Controlling \| | \widehat m(1)  - m(1)| \| q for q \in \{ q,2q\} . It follows by the triangle inequality and
Lemma B.9 applied twice that

\| | \widehat m(1)  - m(1)| \| q \leq | A| \| | \=u(0)  - \mu (0)| \| q + \| | \=\xi (1)| \| q \lesssim q | A| | \Sigma (0)| 
\sqrt{} 
r2(\Sigma (0))

N
+ | \Xi | 

\sqrt{} 
r2(\Xi )

N

\leq c(| A| , | \Sigma (0)| , | \Xi | , q)

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
.

Controlling \| | K ( \widehat C(1))\eta (1)| \| q. By Cauchy--Schwarz

\| | K ( \widehat C(1))\eta (1)| \| q \leq \| | K ( \widehat C(1))| \| 2q\| | \eta (1)| \| 2q.

We bound each term in turn. By Lemma B.9, \| | \eta (1)| \| 2q \lesssim q

\sqrt{} 
Tr(\Gamma )/N =

\sqrt{} 
| \Gamma | r2(\Gamma )/N, and

by Lemma B.1 and the forecast covariance bound (5.3),

\| | K ( \widehat C(1))| \| 2q \leq | H| | \Gamma  - 1| \| | \widehat C(1)| \| 2q \leq | H| | \Gamma  - 1| 
\Bigl( 
\| | \widehat C(1)  - C(1)| \| 2q + | C(1)| 

\Bigr) 
\lesssim | H| | \Gamma  - 1| | C(1)| c(| A| , | \Sigma (0)| , | \Xi | , q)

\Biggl( 
1\vee 
\sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
.

Therefore,

\| | K ( \widehat C(1))\eta (1)| \| q \leq c(| H| , | \Sigma (0)| , | \Xi | , | H| , | \Gamma  - 1| , | \Gamma | , q)

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 
.

5.2.4. Covariance bound. From Lemma B.3 and the forecast covariance bound derived
in subsection 5.2.2, we have
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430 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

\| | \widehat \Sigma (1)  - \Sigma (1)| \| q \leq \| | C ( \widehat C(1)) - C (C(1))| \| q + \| | \widehat O| \| q
\leq \| | \widehat C(1)  - C(1)| \| q(1 + | H| 2| \Gamma  - 1| | C(1)| )
+ (| H| 2| \Gamma  - 1| + | H| 4| \Gamma  - 1| 2| C(1)| )\| | \widehat C(1)| \| 2q\| | \widehat C(1)  - C(1)| \| 2q + \| | \widehat O(1)| \| q

\leq c(| A| , | H| , | \Gamma  - 1| , | \Sigma (0)| , | \Xi | , q)

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
+ \| | \widehat O(1)| \| q.

To derive the covariance bound (3.11), we need to control the offset term \| | \widehat O(1)| \| q. First,
using the triangle inequality we write

\| | \widehat O(1)| \| q \leq \| | K ( \widehat C(1))(\widehat \Gamma (1)  - \Gamma )K \top ( \widehat C(1))| \| q + \| | (I  - K ( \widehat C(1))H) \widehat C(1)
u\eta K \top ( \widehat C(1))| \| 

q

+ \| | K ( \widehat C(1))( \widehat C(1)
u\eta )

\top (I  - H\top K \top ( \widehat C(1)))| \| 
q

=: \| | \widehat O(1)
1 | \| q + \| | \widehat O(1)

2 | \| q + \| | \widehat O(1)
3 | \| q.

We next bound each term in turn.
Controlling \| | \widehat O(1)

1 | \| q. By Lemma B.1, Theorem B.5, and the forecast covariance bound
(5.3), it holds that

\| | K ( \widehat C(1))(\widehat \Gamma (1)  - \Gamma )K \top ( \widehat C(1))| \| q
\leq \| | K ( \widehat C(1))| \| 

2

4q\| | \widehat \Gamma (1)  - \Gamma | \| 2q
\leq | H| 2| \Gamma  - 1| 2\| | \widehat C(1)| \| 

2

4q\| | \widehat \Gamma (1)  - \Gamma | \| 2q

\lesssim q | H| 2| \Gamma  - 1| 2| \Gamma | 
\sqrt{} 
r2(\Gamma )

N

\Biggl( 
1\vee 
\sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 2

\leq c(| H| , | \Gamma | , | \Gamma  - 1| , | \Xi | , | \Sigma (0)| , q)
\sqrt{} 
r2(\Gamma )

N
,

where the last inequality uses the fact that N \geq r2(\Sigma 
(0))\vee r2(\Xi )\vee r2(\Gamma ).

Controlling \| | \widehat O(1)
2 | \| q. By Lemmas B.1 and B.7 and the forecast covariance bound (5.3),

we get

\| | (I  - K ( \widehat C(1))H) \widehat C(1)
u\eta K \top ( \widehat C(1))| \| 

q
\leq \| | K ( \widehat C(1))| | I  - K ( \widehat C(1))H| | \widehat C(1)

u\eta | \| q
\leq \| | K ( \widehat C(1))| (1 + | K ( \widehat C(1))| | H| )| \widehat C(1)

u\eta | \| q
\leq \| | \widehat C(1)

u\eta | \| 2q
\Bigl( 
| H| | \Gamma  - 1| \| | \widehat C(1)| \| 2q + | H| 3| \Gamma  - 1| 2\| | \widehat C(1)| 2\| 2q

\Bigr) 
\leq c(| A| , | \Sigma (0)| , | \Xi | , q)

\Biggl( 
1\vee 
\sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 

\times 
\bigl( 
| H| 3| \Gamma  - 1| + | H| 7| \Gamma  - 1| 2

\bigr) 
(| \Sigma (0)| \vee | \Gamma | )

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 

\leq c(| A| , | H| , | \Gamma  - 1| , | \Gamma | , | \Sigma (0)| , | \Xi | , q)

\Biggl( \sqrt{} 
r2(\Sigma (0))

N
\vee 
\sqrt{} 
r2(\Xi )

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 
.
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 431

Controlling \| | \widehat O(1)
3 | \| q. Note that \| | \widehat O(1)

3 | \| q = \| | \widehat O(1)
2 | \| q.

5.3. Induction step. In this subsection, to reduce notation we write \Omega =

\sqrt{} 
r2(\Sigma (0))
N \vee \sqrt{} 

r2(\Xi )
N \vee 

\sqrt{} 
r2(\Gamma )
N . Throughout, we work under the inductive hypothesis that, for all \ell \leq j  - 1,

it holds that

\| | Tr(\widehat \Sigma (\ell  - 1))| \| q \leq c1r2(\Sigma 
(0)), \| | \widehat C(\ell )  - C(\ell )| \| q \leq c2\Omega ,

\| | \widehat \mu (\ell )  - \mu (\ell )| \| q \leq c3\Omega , \| | \widehat \Sigma (\ell )  - \Sigma (\ell )| \| q \leq c4\Omega ,
(5.4)

where c1, c2, c3, and c4 are constants depending on | \Sigma (0)| , | A| , | H| , | \Gamma  - 1| , | \Gamma | , | \Xi | , q, and j, and c3
additionally depends on \{ | y(i) - Hm(i)| \} i\leq \ell  - 1. For the remainder of the proof, c and c\prime denote
constants that depend on | \Sigma (0)| , | A| , | H| , | \Gamma  - 1| , | \Gamma | , | \Xi | , q, and j, and c\prime additionally depends on
\{ | y(i) - Hm(i)| \} i\leq \ell  - 1 and are potentially different from line to line. In the next four subsections
we show that, under the inductive hypothesis, the four bounds in (5.4) also hold for \ell = j.
Throughout, we use without further notice that | \Sigma (\ell )| \lesssim c(| A| , | \Xi | , | \Sigma (0)| , \ell ), which was proved
in Lemma 5.1.

5.3.1. Covariance trace bound. By Lemma B.3, Tr(C ( \widehat C(j - 1)))\leq Tr( \widehat C(j - 1)) follows from
the fact that C ( \widehat C(j - 1))\preceq \widehat C(j - 1), and so

\| Tr(\widehat \Sigma (j - 1))\| q \leq \| Tr(C ( \widehat C(j - 1)))\| q + \| Tr( \widehat O(j - 1))\| q \leq \| Tr( \widehat C(j - 1))\| q + \| Tr( \widehat O(j - 1))\| q.

We will show that both of the terms on the right-hand side are bounded above by a constant
times r2(\Sigma 

(0)).
Controlling \| Tr( \widehat C(j - 1))\| q. Noting first that

\BbbE 
\Bigl[ \widehat C(j - 1)

\bigm| \bigm| \bigm| \widehat \mu (j - 2), \widehat \Sigma (j - 2)
\Bigr] 
=\BbbE 

\Bigl[ 
AS(j - 2)A\top + \widehat \Xi (j - 1) +A \widehat C(j - 1)

u\xi + \widehat C(j - 1)
\xi u A\top 

\bigm| \bigm| \bigm| \widehat \mu (j - 2), \widehat \Sigma (j - 2)
\Bigr] 

=\BbbE 
\Bigl[ 
AS(j - 2)A\top 

\bigm| \bigm| \bigm| \widehat \mu (j - 2), \widehat \Sigma (j - 2)
\Bigr] 
=A\widehat \Sigma (j - 2)A\top ,

and by Lemma B.6, it holds almost surely that

Tr(A\widehat \Sigma (j - 2)A\top )\leq | A| 2Tr(\widehat \Sigma (j - 2)) = | A| 2| \widehat \Sigma (j - 2)| r2(\widehat \Sigma (j - 2)).

Then, by iterated expectations and Lemma B.8, we have

\BbbE 
\Bigl[ 
Tr( \widehat C(j - 1))

\Bigr] q
=\BbbE 

\Bigl[ 
\BbbE 
\Bigl[ \Bigl( 

Tr( \widehat C(j - 1))
\Bigr) q \bigm| \bigm| \bigm| \widehat \mu (j - 2), \widehat \Sigma (j - 2)

\Bigr] \Bigr] 
\lesssim q \BbbE 

\Bigl[ 
\BbbE 
\Bigl[ \Bigl( 

Tr
\Bigl( \widehat C(j - 1)  - \BbbE [ \widehat C(j - 1)| \widehat \mu (j - 2), \widehat \Sigma (j - 2)]

\Bigr) \Bigr) q \bigm| \bigm| \bigm| \widehat \mu (j - 2), \widehat \Sigma (j - 2)
\Bigr] \Bigr] 

+\BbbE 
\Bigl[ \Bigl( 

Tr
\Bigl( 
\BbbE [ \widehat C(j - 1)| \widehat \mu (j - 2), \widehat \Sigma (j - 2)]

\Bigr) \Bigr) q\Bigr] 
\lesssim \BbbE 

\Biggl[ \Biggl( 
Tr(\BbbE [ \widehat C(j - 1)| \widehat \mu (j - 2), \widehat \Sigma (j - 2)])\surd 

N

\Biggr) q\Biggr] 
+\BbbE 
\Bigl[ \Bigl( 
Tr
\Bigl( 
\BbbE 
\Bigl[ \widehat C(j - 1)| \widehat \mu (j - 2), \widehat \Sigma (j - 2)

\Bigr] \Bigr) \Bigr) q\Bigr] 
\leq | A| 2q

N q/2
\BbbE 
\Bigl[ \Bigl( 

Tr(\widehat \Sigma (j - 2))
\Bigr) q\Bigr] 

+ | A| 2q \BbbE 
\Bigl[ \Bigl( 

Tr(\widehat \Sigma (j - 2))
\Bigr) q\Bigr] 

\lesssim 
| A| 2q

N q/2
cr2(\Sigma 

(0))q + | A| 2qcr2(\Sigma (0))q \leq cr2(\Sigma 
(0))q,

where the second to last inequality holds by the inductive hypothesis (5.4).
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432 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

Controlling \| \widehat O(j - 1)\| q. By definition, we have

\widehat O(j - 1) =K ( \widehat C(j - 1))(\widehat \Gamma (j - 1)  - \Gamma )K \top ( \widehat C(j - 1)) + (I  - K ( \widehat C(j - 1))H) \widehat C(j - 1)
u\eta K \top ( \widehat C(j - 1))

+K ( \widehat C(j - 1))( \widehat C(j - 1)
u\eta )\top (I  - H\top K \top ( \widehat C(j - 1)))

=: \widehat O(j - 1)
1 + \widehat O(j - 1)

2 + \widehat O(j - 1)
3 .

Therefore, \| Tr( \widehat O(j - 1))\| q \leq \| Tr( \widehat O(j - 1)
1 )\| q + \| Tr( \widehat O(j - 1)

2 )\| q + \| Tr( \widehat O(j - 1)
3 )\| q.

Controlling \| Tr( \widehat O(j - 1)
1 )\| q. By Lemma 5.2,

Tr( \widehat O(j - 1)
1 )\leq | H| 2| \widehat \Gamma (j - 1)  - \Gamma | | \Gamma  - 1| 2| \widehat C(j - 1)| Tr( \widehat C(j - 1)),

and so

\| Tr( \widehat O(j - 1)
1 )\| q \leq | H| 2| \Gamma  - 1| 2\| | \widehat \Gamma (j - 1)  - \Gamma | | \widehat C(j - 1)| Tr( \widehat C(j - 1))\| q

\leq | H| 2| \Gamma  - 1| 2\| | \widehat \Gamma (j - 1)  - \Gamma | \| 2q\| | \widehat C(j - 1)| \| \| 4q\| Tr( \widehat C(j - 1))\| 4q.

By Theorem B.5, \| | \widehat \Gamma (j - 1) - \Gamma | \| 2q \lesssim q | \Gamma | 
\sqrt{} 

r2(\Gamma )
N , and by the inductive hypothesis (5.4) and the

fact that | C(j - 1)| \leq | A| 2| \Sigma (j - 2)| + | \Xi | , we have

\| | \widehat C(j - 1)| \| 4q \leq | C(j - 1)| + \| | \widehat C(j - 1)  - C(j - 1)| \| 4q \leq c (1\vee \Omega ) .

We have also previously shown that \| Tr( \widehat C(j - 1))\| 4q \lesssim r2(\Sigma 
(0)). Noting that (1\vee \Omega ) r2(\Sigma 

(0))\lesssim 
r2(\Sigma 

(0)), we get that \| Tr( \widehat O(j - 1)
1 )\| q \leq cr2(\Sigma 

(0)).

Controlling \| | Tr( \widehat O(j - 1)
2 )| \| q. By Lemma 5.2,

Tr( \widehat O(j - 1)
2 )\leq (1 + | \widehat C(j - 1)| | H| 2| \Gamma  - 1| )| \Gamma  - 1| | H| | \widehat C(j - 1)

u\eta | Tr( \widehat C(j - 1)).

Therefore,

\| | Tr( \widehat O(j - 1)
2 )| \| q \leq (1 + \| | \widehat C(j - 1)| \| 2q| H| 2| \Gamma  - 1| )| \Gamma  - 1| | H| \| | \widehat C(j - 1)

u\eta | \| 4q\| Tr( \widehat C(j - 1))\| 4q.

By iterated expectation and Lemmas B.7 and B.8 we have, for q\in \{ q,2q,4q\} ,

\| | \widehat C(j - 1)
u\eta | \| 

q
=\BbbE 

\Bigl[ 
\BbbE 
\Bigl[ 
| \widehat C(j - 1)

u\eta | q| \widehat \mu (j - 2), \widehat \Sigma (j - 2)
\Bigr] \Bigr] 1/q

\lesssim q

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| (| \widehat \Sigma (j - 2)| \vee | \Gamma | )

\left(  \sqrt{} r2(\widehat \Sigma (j - 2))

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\right)  \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
q

\leq (\| | \widehat \Sigma (j - 2)| \| 2q \vee | \Gamma | )

\left(  \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
\sqrt{} 
r2(\widehat \Sigma (j - 2))

N

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
2q

\vee 
\sqrt{} 
r2(\Gamma )

N

\right)  .(5.5)

By the triangle inequality and the inductive hypothesis (5.4), it follows that

\| | \widehat \Sigma (j - 2)| \| 2q \leq \| | \widehat \Sigma (j - 2)  - \Sigma (j - 2)| \| 2q + | \Sigma (j - 2)| \leq c (1\vee \Omega ) ,
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 433

and also that\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
\sqrt{} 
r2(\widehat \Sigma (j - 2))

N

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
2q

2q

=\BbbE 

\Biggl[ \Biggl( 
r2(\widehat \Sigma (j - 2))

N

\Biggr) q\Biggr] 
\lesssim \BbbE 

\Biggl[ \Biggl( 
Tr(\widehat \Sigma (j - 2))

N

\Biggr) q\Biggr] 
\leq cN - qr2(\Sigma 

(0))q.

Using identical arguments to those used to control \| | Tr( \widehat O(j - 1)
1 )| \| q, we have that

\| Tr( \widehat O(j - 1)
2 )\| q \leq cr2(\Sigma 

(0)).

Controlling \| Tr( \widehat O(j - 1)
3 )\| q. Note that \| Tr( \widehat O(j - 1)

2 )\| q = \| Tr( \widehat O(j - 1)
2 )\| q.

5.3.2. Forecast covariance bound. Let q \in \{ q,2q,4q\} . By the triangle inequality, the
inductive hypothesis (5.4), and Theorem B.5, we have

\| | \widehat C(j)  - C(j)| \| q \leq | A| 2\| | S(j - 1)  - \Sigma (j - 1)| \| q + \| | \widehat \Xi (j)  - \Xi | \| q + 2| A| \| | \widehat C(j)
u\xi | \| q

\leq | A| 2
\Bigl( 
\| | S(j - 1)  - \widehat \Sigma (j - 1)| \| q + \| | \widehat \Sigma (j - 1)  - \Sigma (j - 1)| \| q

\Bigr) 
+ \| | \widehat \Xi (j)  - \Xi | \| q + 2| A| \| | \widehat C(j)

u\xi | \| q

\leq c| A| 2
\Bigl( 
\| | S(j - 1)  - \widehat \Sigma (j - 1)| \| q +\Omega 

\Bigr) 
+ | \Xi | 

\Biggl( 
1\vee 
\sqrt{} 
r2(\Xi )

N

\Biggr) 
+ 2| A| \| | \widehat C(j)

u\xi | \| q.

The forecast covariance bound (5.2) is then a direct consequence of the bounds that we now

establish on \| | \widehat C(j)
u\xi | \| q and \| | S(j - 1)  - \widehat \Sigma (j - 1)| \| q.

Controlling \| | \widehat C(j)
u\xi | \| q. By an identical analysis to the one used in bounding \| | \widehat C(j)

u\eta | \| q in

(5.5), we have that

\| | \widehat C(j)
u\xi | \| q \lesssim c\Omega .(5.6)

Controlling \| | S(j - 1)  - \widehat \Sigma (j - 1)| \| q. By iterated expectations and Theorem B.5, we have

\| | S(j - 1)  - \widehat \Sigma (j - 1)| \| 
q

q =\BbbE 
\Bigl[ 
| S(j - 1)  - \widehat \Sigma (j - 1)| q

\Bigr] 
=\BbbE 

\biggl[ 
\BbbE 
\biggl[ 
| S(j - 1)  - \widehat \Sigma (j - 1)| q

\bigm| \bigm| \bigm| \bigm| \widehat \mu (j - 1), \widehat \Sigma (j - 1)

\biggr] \biggr] 

\lesssim q \BbbE 

\left[  | \widehat \Sigma (j - 1)| q
\Biggl( 
r2(\widehat \Sigma (j - 1))

N

\Biggr) q/2
\right]  =\BbbE 

\left[  | \widehat \Sigma (j - 1)| q/2
\Biggl( 
Tr(\widehat \Sigma (j - 1))

N

\Biggr) q/2
\right]  

\leq 
\sqrt{} 
\BbbE | \widehat \Sigma (j - 1)| q

\sqrt{}    \BbbE 

\Biggl[ 
Tr(\widehat \Sigma (j - 1))

N

\Biggr] q
.

By the covariance trace bound proved in subsection 5.3.1 and the inductive hypothesis
(5.4), we then have that \| | S(j - 1)  - \widehat \Sigma (j - 1)| \| q \lesssim c\Omega .

5.3.3. Mean bound. By Lemma B.2, we have

\| | \widehat \mu (j)  - \mu (j)| \| q = \| | M (\widehat m(j), \widehat C(j);y(j)) - M (m(j),C(j);y(j))| \| q + \| | K ( \widehat C(j))\eta (j)| \| q
\leq 
\bigm\| \bigm\| \bigm\| | \widehat m(j)  - m(j)| 

\bigm\| \bigm\| \bigm\| 
q
+ | H| 2| \Gamma  - 1| \| | \widehat C(j)| \| 2q\| | \widehat m(j)  - m(j)| \| 2q

+ \| | \widehat C(j)  - C(j)| \| q| H| | \Gamma  - 1| (1 + | H| 2| \Gamma  - 1| | C(j)| )| y(j)  - Hm(j)| 
+ \| | K ( \widehat C(j))\eta (j)| \| q.
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434 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

The induction step for the mean bound (3.10) is then a direct consequence of the bounds that
we now establish on \| | \widehat m(j)  - m(j)| \| q for q\in \{ q,2q\} and on \| | K ( \widehat C(j))\eta (j)| \| q.

Controlling \| | \widehat m(j)  - m(j)| \| q for q \in \{ q,2q\} . It follows by the triangle inequality and the
inductive hypothesis (5.4) that

\| | \widehat m(j)  - m(j)| \| q \leq | A| \| | \=u(j - 1)  - \mu (j - 1)| \| q + \| | \=\xi (j)| \| q
\leq | A| 

\Bigl( 
\| | \=u(j - 1)  - \widehat \mu (j - 1)| \| q + \| | \widehat \mu (j - 1)  - \mu (j - 1)| \| q

\Bigr) 
+ \| | \=\xi (j)| \| q

\leq c\prime | A| 
\Bigl( 
\| | \=u(j - 1)  - \widehat \mu (j - 1)| \| q +\Omega 

\Bigr) 
+ c(q)| \Xi | 

\sqrt{} 
r2(\Xi )

N
.

By iterated expectations, Lemma B.9, and the covariance trace bound proved in subsec-
tion 5.3.1, it follows that

\| | \=u(j - 1)  - \widehat \mu (j - 1)| \| qq =\BbbE [| \=u(j - 1)  - \widehat \mu (j - 1)| q] =\BbbE 
\Bigl[ 
\BbbE 
\Bigl[ 
| \=u(j - 1)  - \widehat \mu (j - 1)| q

\bigm| \bigm| \bigm| \widehat \mu (j - 1), \widehat \Sigma (j - 1)
\Bigr] \Bigr] 

\lesssim q \BbbE 

\left[  \Biggl( Tr(\widehat \Sigma (j - 1))

N

\Biggr) q/2
\right]  \leq c

\biggl( 
r2(\Sigma 

(0))

N

\biggr) q/2

,

and so \| | \widehat m(j)  - m(j)| \| q \lesssim c\prime \Omega .

Controlling \| | K ( \widehat C(j))\eta (j)| \| q. Note first that \| | K ( \widehat C(j))\eta (j)| \| q \leq \| | K ( \widehat C(j))| \| 2q\| | \eta (j)| \| 2q.
We then have by Lemma B.9, \| | \eta (j)| \| 2q \lesssim q

\sqrt{} 
\mathrm{T}\mathrm{r}(\Gamma )
N =

\sqrt{} 
| \Gamma | r2(\Gamma )N , and by Lemma B.1 and the

forecast covariance bound established in subsection 5.3.2, we have

\| | K ( \widehat C(j))| \| 2q \leq | H| | \Gamma  - 1| \| | \widehat C(j)| \| 2q \leq | H| | \Gamma  - 1| 
\Bigl( 
\| | \widehat C(j)  - C(j)| \| 2q + | C(j)| 

\Bigr) 
\leq | H| | \Gamma  - 1| c (1\vee \Omega ) .

Therefore, \| | K ( \widehat C(j))\eta (j)| \| q \leq c\Omega .

5.3.4. Covariance bound. By Lemma B.3, we have

\| | \widehat \Sigma (j)  - \Sigma (j)| \| q \leq \| | C ( \widehat C(j)) - C (C(j))| \| q + \| | \widehat O(j)| \| q
\leq \| | \widehat C(j)  - C(j)| \| q(1 + | A| 2| \Gamma  - 1| | C(j)| )
+ (| A| 2| \Gamma  - 1| + | A| 4| \Gamma  - 1| 2| C(j)| )\| | \widehat C(j)| \| 2q\| | \widehat C(j)  - C(j)| \| 2q + \| | \widehat O(j)| \| q.

The induction step for the forecast covariance has been proved in subsection 5.3.2, and so in
order to show the induction step for the covariance bound we need only control the offset
term. First, using the triangle inequality, we write

\| | \widehat O(j)| \| q \leq \| | K ( \widehat C(j))(\widehat \Gamma (j)  - \Gamma )K \top ( \widehat C(j))| \| q + \| | (I  - K ( \widehat C(j))H) \widehat C(j)
u\eta K

\top ( \widehat C(j))| \| 
q

+ \| | K ( \widehat C(j))( \widehat C(j)
u\eta )

\top (I  - H\top K \top ( \widehat C(j)))| \| 
q
= \| \widehat O(j)

1 \| q + \| \widehat O(j)
2 \| q + \| \widehat O(j)

3 \| q.

We next bound each term in turn.
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ENSEMBLE KALMAN FILTERS WITH RESAMPLING 435

Controlling \| \widehat O(j)
1 \| q. By Lemma B.1, the forecast covariance bound established in subsec-

tion 5.3.2, and Theorem B.5, it holds that

\| \widehat O(j)
1 \| q = \| | K ( \widehat C(j))(\widehat \Gamma (j)  - \Gamma )K \top ( \widehat C(j))| \| q

\leq \| | K ( \widehat C(j))| \| 
2

4q\| | \widehat \Gamma (j)  - \Gamma | \| 2q \leq | H| 2| \Gamma  - 1| 2\| | \widehat C(j)| \| 
2

4q\| | \widehat \Gamma (j)  - \Gamma | \| 2q

\leq c (1\vee \Omega )2
\sqrt{} 
r2(\Gamma )

N
\leq c

\sqrt{} 
r2(\Gamma )

N
,

where the last inequality uses that by assumption N \geq r2(\Sigma 
(0))\vee r2(\Xi )\vee r2(\Gamma ).

Controlling \| \widehat O(j)
2 \| q. By Lemma B.1, inequality (5.6), and the forecast covariance bound

established in subsection 5.3.2, we get

\| \widehat O(j)
2 \| q = \| | (I  - K ( \widehat C(j))H) \widehat C(j)

u\eta K
\top ( \widehat C(j))| \| 

q
\leq \| | K ( \widehat C(j))| | I  - K ( \widehat C(j))H| | \widehat C(j)

u\eta | \| q
\leq \| | K ( \widehat C(j))| (1 + | K ( \widehat C(j))| | H| )| \widehat C(j)

u\eta | \| q
\leq \| | \widehat C(j)

u\eta | \| 2q
\Bigl( 
| H| | \Gamma  - 1| \| | \widehat C(j)| \| 2q + | H| 3| \Gamma  - 1| 2\| | \widehat C(j)| 2\| 2q

\Bigr) 
\leq c\Omega .

Controlling \| \widehat O(j)
3 \| q. Note that \| \widehat O(j)

3 \| q = \| \widehat O(j)
2 \| q.

6. Conclusions. This paper has investigated REnKF, a modification of EnKF with im-
proved theoretical guarantees. Theorem 3.2 gives nonasymptotic error bounds for a stochastic
EnKF over multiple assimilation cycles. Numerical experiments demonstrate that the benefits
of introducing resampling for theory purposes do not come at the price of a deterioration in
state estimation or uncertainty quantification tasks.

Resampling techniques for ensemble Kalman algorithms deserve further research. From
a theory viewpoint, resampling offers a promising path to develop long-time filter accuracy
theory, blending our inductive analysis with existing results that ensure long-time stability of
the filtering distributions [44]. From a methodological viewpoint, other resampling schemes
can be considered [40]. Finally, while our numerical investigation has focused on settings
where the standard EnKF algorithm is effective, an important open problem is to identify
dynamical systems and/or observation models for which resampling may offer an empirical
advantage.

Appendix A. Metrics for numerical results. In this appendix, we give a more exten-
sive description of the Monte Carlo procedure utilized to calculate the metrics referred to
in section 4. We summarize the approach in Algorithm A.1. We require the following ad-
ditional notation: We write diag(A) = (A11,A22, . . . ,Add)

\top . For a function g : \BbbR \rightarrow \BbbR ,
g(u) = (g(u(1)), . . . , g(u(d)))\top is the elementwise application of g to u.

Appendix B. Technical results.

B.1. Additional notation. Given a nondecreasing, nonzero convex function \psi : [0,\infty ] \rightarrow 
[0,\infty ] with \psi (0) = 0, the Orlicz norm of a real random variable X is \| X\| \psi = inf\{ t > 0 :

\BbbE [\psi (t - 1| X| )] \leq 1\} . In particular, for the choice \psi p(x) = ex
p  - 1 for p \geq 1, real random

variables that satisfy \| X\| \psi 2
< \infty are referred to as sub-Gaussian, and those that satisfy
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436 O. AL-GHATTAS, J. BAO, AND D. SANZ-ALONSO

Algorithm A.1. Metrics calculation for numerical results.

1: Fixed quantities: Ground-truth state \{ u(j)\} Jj=0, observations \{ y(j)\} Jj=1, and KF

means \{ \mu (j)\} Jj=1.

2: Monte Carlo trials: For m= 1,2, . . . ,M run algorithm A\in \{ EnKF(2.1),REnKF(3.1)\} 
and obtain \{ \widehat \mu (j),Am , \widehat \Sigma (j),A

m \} J,Mj,m .

Mean error:

EA
m,\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r} =

1

J

J\sum 
j=1

| \widehat \mu (j),Am  - \mu (j)| 2, EA
m,\mathrm{L}96 =

1

J

J\sum 
j=1

| \widehat \mu (j),Am  - u(j)| 2.(A.1)

Confidence interval: Let \widehat \sigma (j),Am =

\sqrt{} 
diag(\widehat \Sigma (j),A

m ), then compute

I(j),Am = \widehat \mu (j),Am \pm 1.96\times \widehat \sigma (j),Am (Interval),

WA
m =

2\times 1.96

dJ

J\sum 
j=1

| \widehat \sigma (j),Am | 1 (Average width),

VA
m =

1

dJ

J\sum 
j=1

d\sum 
i=1

1\{ u(j)(i)\in I(j),Am (i)\} (Average coverage).

(A.2)

3: Output:

EA
\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r} =

1

M

M\sum 
m=1

EA
m,\mathrm{L}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{r}, EA

\mathrm{L}96 =
1

M

M\sum 
m=1

EA
m,\mathrm{L}96,

WA =
1

M

M\sum 
m=1

WA
m, VA =

1

M

M\sum 
m=1

VA
m.

(A.3)

\| X\| \psi 1
< \infty are subexponential. The random vector Y is sub-Gaussian (subexponential) if

\| v\top Y \| \psi 2
<\infty (\| v\top Y \| \psi 1

<\infty ) for any vector v satisfying | v| 2 = 1.

B.2. Background results.

Lemma B.1 (properties of the Kalman gain operator [28, Lemma 4.1 and Corollary 4.2]). Let
K be the Kalman gain operator defined in (3.5). Let P,Q \in \scrS d+, \Gamma \in \scrS k++, and H \in \BbbR k\times d.
The following hold:

| K (Q) - K (P )| \leq | Q - P | | H| | \Gamma  - 1| 
\Bigl( 
1 +min (| P | , | Q| ) | H| 2| \Gamma  - 1| 

\Bigr) 
,

| K (Q)| \leq | Q| | H| | \Gamma  - 1| ,
| I  - K (Q)H| \leq 1 + | Q| | H| 2| \Gamma  - 1| .

Lemma B.2 (properties of the mean-update operator [28, Lemma 4.10]). Let M be the
mean-update operator defined in (3.6). Let m\in \BbbR d be a random vector, and let Q be a random
matrix such that Q\in \scrS d+ almost surely. Let P \in \scrS d+, \Gamma \in \scrS k++, H \in \BbbR k\times d, y \in \BbbR k, and m\prime \in \BbbR d
be deterministic. Then, for any 1\leq q <\infty and y \in \BbbR k it holds that
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\| | M (m,Q;y) - M (m\prime , P ;y)| \| q \leq 
\bigm\| \bigm\| | m - m\prime | 

\bigm\| \bigm\| 
q
+ | H| 2| \Gamma  - 1| \| | Q| \| 2q

\bigm\| \bigm\| | m - m\prime | 
\bigm\| \bigm\| 
2q

+ \| | Q - P | \| q| H| | \Gamma  - 1| (1 + | H| 2| \Gamma  - 1| | P | )| y - Hm\prime | .

Lemma B.3 (properties of the covariance-update operator [28, Lemmas 4.6 and 4.8]). Let C
be the covariance-update operator defined in (3.7). Let P,Q,m,m\prime , y,H, and \Gamma all be defined
as in Lemma B.2. Then, for any 1\leq q <\infty , it holds that

0\preceq C (Q)\preceq Q, | C (Q)| \leq | Q| ,
\| | C (Q) - C (P )| \| q \leq \| | Q - P | \| q(1 + | H| 2| \Gamma  - 1| | P | )

+ (| H| 2| \Gamma  - 1| + | H| 4| \Gamma  - 1| 2| P | )\| | Q| \| 2q\| | Q - P | \| 2q.

Theorem B.4 (Gaussian norm concentration, [49, Exercise 6.3.5]). Let X \in \BbbR d be a Gaussian
random vector with \BbbE [X] = \mu X , var[X] = \Sigma X . Then, for any t \geq 1, with probability at least
1 - ce - t it holds that

| X  - \mu X | 2 \lesssim 
\sqrt{} 

Tr(\Sigma X) +
\sqrt{} 
t| \Sigma X | \lesssim 

\sqrt{} 
| \Sigma X | (r2(\Sigma X)\vee t) .

Theorem B.5 (covariance bound, [27, Corollary 2]). Let X1, . . . ,Xn be i.i.d. copies of a
d-dimensional Gaussian vector X with \BbbE [X] = 0 and var[X] = \Sigma . Let \widehat \Sigma = 1

n

\sum n
i=1XiX

\top 
i be

the sample covariance estimator. For any q\geq 1, it holds that

\| | \widehat \Sigma  - \Sigma | \| q \lesssim q | \Sigma | 

\Biggl( \sqrt{} 
r2(\Sigma )

n
\vee r2(\Sigma )

n

\Biggr) 
.

Lemma B.6. Let A,B \in \scrS d+. It holds that

Tr(AB)\leq | A| Tr(B).

Lemma B.7 (cross-covariance estimation---unstructured case). Let u1, . . . , uN \in \BbbR d be i.i.d.
Gaussian random vectors with \BbbE [u1] = m, and let var[u1] = C. Let \eta 1, . . . , \eta N \in \BbbR k be i.i.d.
Gaussian random vectors with \BbbE [\eta 1] = 0 and var[\eta 1] = \Gamma , and assume that the two sequences
are independent. Let

\widehat Cu\eta =
1

N  - 1

N\sum 
n=1

(un  - \widehat m)(\eta n  - \eta )\top ,

and assume that N \geq r2(C)\vee r2(\Gamma ). Then,

\| | \widehat Cu\eta | \| q \lesssim q (| C| \vee | \Gamma | )

\Biggl( \sqrt{} 
r2(C)

N
\vee 
\sqrt{} 
r2(\Gamma )

N

\Biggr) 
.

Proof. By [2, Lemma A.3], there exists a constant c such that, for all t\geq 1, it holds with
probability at least 1 - ce - t that

| \widehat Cu\eta | \lesssim (| C| \vee | \Gamma | )

\Biggl( \sqrt{} 
r2(C)

N
\vee 
\sqrt{} 
r2(\Gamma )

N
\vee 
\sqrt{} 

t

N
\vee t

N

\Biggr) 
.

Integrating the tail bound then yields the result.
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Lemma B.8. Let X1, . . . ,Xn be i.i.d. copies of a d-dimensional Gaussian vector X with
\BbbE [X] = 0 and var[X] = \Sigma . Let \widehat \Sigma = 1

n

\sum n
i=1XiX

\top 
i be the sample covariance estimator. Then,

for any \delta \geq 1, it holds with probability at least 1 - 2e - \delta that

| Tr(\widehat \Sigma ) - Tr(\Sigma )| \leq cTr(\Sigma )

\Biggl( \sqrt{} 
\delta 

n
\vee \delta 

n

\Biggr) 
.

Further, for any q\geq 1,

\| | Tr(\widehat \Sigma ) - Tr(\Sigma )| \| q \lesssim q
Tr(\Sigma )\surd 

n
.

Proof. Let Zij =\Sigma 
 - 1/2
jj Xij and note that, for any t > 0,

\BbbP (| Tr(\widehat \Sigma ) - Tr(\Sigma )| > t) = \BbbP (| Tr(\widehat \Sigma  - \Sigma )| > t) = \BbbP 

\left(  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
n\sum 
i=1

\left(  d\sum 
j=1

(X2
ij  - \BbbE X2

ij)

\right)  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| >nt
\right)  

= \BbbP 

\left(  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
n\sum 
i=1

\left(  d\sum 
j=1

\Sigma jj(Z
2
ij  - \BbbE Z2

ij)

\right)  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| >nt
\right)  .

Note that the random variables
\sum d

j=1\Sigma jj(Z
2
ij  - \BbbE Z2

ij) for i= 1, . . . , n are independent, mean-
zero, and subexponential with \psi 1 norm at most CTr(\Sigma ), since\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 

d\sum 
j=1

\Sigma jj(Z
2
ij  - \BbbE Z2

ij)

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
\psi 1

\leq 
d\sum 
j=1

\Sigma jj
\bigm\| \bigm\| Z2

ij  - \BbbE Z2
ij

\bigm\| \bigm\| 
\psi 1

\leq C

d\sum 
j=1

\Sigma jj
\bigm\| \bigm\| Z2

ij

\bigm\| \bigm\| 
\psi 1

=C

d\sum 
j=1

\Sigma jj\| Zij\| 2\psi 2
\leq C

d\sum 
j=1

\Sigma jj =CTr(\Sigma ).

The second inequality holds due to the Centering Lemma, [49, Lemma 2.6.8]. Therefore, by
Bernstein's inequality we have

\BbbP 

\left(  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
n\sum 
i=1

\left(  d\sum 
j=1

\Sigma jj(Z
2
ij  - \BbbE Z2

ij)

\right)  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| >nt
\right)  \leq 2exp

\biggl( 
 - cmin

\biggl( 
nt2

(Tr(\Sigma ))2
,

nt

Tr(\Sigma )

\biggr) \biggr) 
.

For the expectation bound, we note that

\| | Tr(\widehat \Sigma ) - Tr(\Sigma )| \| 
q

q =

\int \infty 

0
\BbbP (| Tr(\widehat \Sigma ) - Tr(\Sigma )| q > t)dt

\leq \zeta q + q

\int \infty 

C
tq - 1\BbbP (| Tr(\widehat \Sigma ) - Tr(\Sigma )| > t)dt

\leq \zeta q + 2q

\int \infty 

0
tq - 1 exp

\biggl( 
 - cmin

\biggl( 
nt2

(Tr(\Sigma ))2
,

nt

Tr(\Sigma )

\biggr) \biggr) 
dt

= \zeta q + 2qcmax

\biggl( 
\Gamma (q/2)(Tr(\Sigma ))q

nq/2
,
\Gamma (q)(Tr(\Sigma ))q

nq

\biggr) 
.

Taking \zeta =Tr(\Sigma )/n, it then follows that
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\| | Tr(\widehat \Sigma ) - Tr(\Sigma )| \| q \lesssim \zeta + cTr(\Sigma )max

\biggl( 
1\surd 
n
,
1

n

\biggr) 
\lesssim 

Tr(\Sigma )\surd 
n
.

Lemma B.9. Let X1, . . . ,Xn be i.i.d. copies of a d-dimensional Gaussian vector X with
\BbbE [X] = \mu , and let var[X] = \Sigma . Let X = 1

N

\sum N
n=1Xn. Then, for any q\geq 1,

\| | \=X  - \mu | \| q \lesssim q

\sqrt{} 
Tr(\Sigma )

N
.

Proof. Let c2 := c1
\sqrt{} 

Tr(\Sigma )/N where c1 is a sufficiently large positive constant, then

\BbbE 
\bigl[ 
| \=X  - \mu | q

\bigr] 
=

\int \infty 

0
\BbbP (| \=X  - \mu | q > y)dy\leq cq2 +

\int \infty 

c2

\BbbP (| \=X  - \mu | q > y)dy

= cq2 +

\int \infty 

c2

qyq - 1\BbbP (| \=X  - \mu | > y)dy

= cq2 +

\int \infty 

c2 - c\mathrm{T}\mathrm{r}(\Sigma /N)
q

\Biggl( 
c

\sqrt{} 
Tr(\Sigma )

N
+ t

\Biggr) q - 1

\BbbP 

\Biggl( 
| \=X  - \mu | > c

\sqrt{} 
Tr(\Sigma )

N
+ t

\Biggr) 
dt,

where the last equality holds by a change of variable. By Theorem B.4 it follows that \BbbP (| X - 
\mu | \geq c

\sqrt{} 
Tr(\Sigma ) + t) \leq exp( - ct2/| \Sigma | ), and so the expression in the above display is bounded

above by

cq2 +

\int \infty 

c2 - c\mathrm{T}\mathrm{r}(\Sigma /N)
q

\Biggl( 
c

\sqrt{} 
Tr(\Sigma )

N
+ t

\Biggr) q - 1

exp

\biggl( 
 - c2nt

2

| \Sigma | 

\biggr) 
dt

\lesssim cq2 +

\int \infty 

0
q

\Biggl( \biggl( 
cTr(\Sigma )

N

\biggr) (q - 1)/2

+ tq - 1

\Biggr) 
exp

\biggl( 
 - c2nt

2

| \Sigma | 

\biggr) 
dt

= cq2 + q

\Biggl( 
1

2
\Gamma (q/2)

\biggl( 
| \Sigma | 
N

\biggr) q/2
+

1

2

\biggl( 
cTr(\Sigma )

N

\biggr) (q - 1)/2
\sqrt{} 
\pi | \Sigma | 
N

\Biggr) 

\lesssim cq2 + q

\Biggl( 
1

2
\Gamma (q/2)

\biggl( 
| \Sigma | 
N

\biggr) q/2
+

1

2

\biggl( 
cTr(\Sigma )

N

\biggr) q/2\Biggr) 

\lesssim 

\biggl( 
Tr(\Sigma )

N

\biggr) q/2
.

Therefore,

\| | \=X  - \mu | \| \lesssim q c2 +

\sqrt{} 
| \Sigma | 
N

+ c

\sqrt{} 
Tr(\Sigma )

N
\lesssim 

\sqrt{} 
Tr(\Sigma )

N
,

where the last inequality holds since Tr(\Sigma )\geq | \Sigma | and the choice of c2.
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