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ABSTRACT
Code Building Genetic Programming (CBGP) is a method for gen-
eral inductive program synthesis that uses a genetic algorithm and
a formal type system to evolve linear genomes that are compiled
into type-safe programs in a host language. Prior work showed that
CBGP can evolve programs that use arbitrary abstractions from
existing codebases along with higher-order functions and poly-
morphism. In tests on benchmark problems, however, the problem
solving capabilities of CBGP have been mixed. One hypothesized
explanation for weak performance on some problems is that many
functions encountered during the compilation process are typically
not applied. Here we propose two modi�cations to the compilation
algorithm, both of which make it more likely that functions will be
applied when composing programs. The �rst modi�cation changes
how frequently CBGP attempts to perform function application,
while the second allows the construction of function applications
to backtrack. While both modi�cations increase solution rates on
benchmark problems, the backtracking modi�cation shows more
promise with a modest increase in computational cost and no addi-
tional con�guration requirements. We argue that this modi�cation
should be considered the new standard compilation algorithm for
CBGP systems.
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• Software and its engineering! Genetic programming.
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1 INTRODUCTION
A variety of methods have been proposed for inductive program
synthesis, the task of automatically producing programs that meet
requirements given in the form of input/output examples. Among
those that show promise are several that employ evolutionary com-
putation processes in which random variation and selection operate
on populations of candidate solutions. Koza’s genetic programming
(GP) [15], in which populations of program parse trees are mutated
and recombined in a generation-based search algorithm, spawned
much of the early work in the �eld. More recently, the best perfor-
mance on standard program synthesis benchmark problems [25]
has been obtained using other methods such as grammar-guided
GP [9], linear GP [7], and stack-based GP [13].

Code Building Genetic Programming (CBGP) is an evolutionary
approach to program synthesis that was developed relatively re-
cently [20–22], and which has several features that are attractive
in principle. The CBGP approach uses linear genomes that can be
generated and varied using generic algorithms that are independent
of the syntax or semantics of the target programming language,
and yet the system always produces syntactically correct, type-safe
programs in that language. Furthermore, the programs produced
by CBGP can make use of arbitrary data types, data structures and
speci�cations from existing codebases, along with sophisticated
programming techniques that leverage higher-order functions and
polymorphism. All of this is enabled by a compilation process that
translates the linear genomes into type-safe computational graphs,
and thereafter into programs in the target language. A bonus of this
approach is that the compiled programs generally execute more
quickly than the interpreted program representations used in many
other genetic programming systems. This allows programs to be
evaluated faster, even over large training data sets. Because program
evaluation is often the most time-consuming step of the genetic
programming process, the compilation performed in CBGP can
speed up the overall genetic programming process considerably.

The �rst published work on CBGP described the general ideas
behind the approach and demonstrated its use on a variety of bench-
mark problems [22]. Subsequent work formalized CBGP using a

887

https://orcid.org/0000-0002-2330-6809
https://orcid.org/0009-0007-1356-2992
https://orcid.org/0000-0003-0535-5268
https://orcid.org/0000-0001-5299-4797
https://doi.org/10.1145/3638529.3654068
https://doi.org/10.1145/3638529.3654068
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3638529.3654068&domain=pdf&date_stamp=2024-07-14


GECCO ’24, July 14–18, 2024, Melbourne, VIC, Australia Thomas Helmuth, Jayden Fedoro�, Edward Pantridge, and Lee Spector

functional programming language and a Hindley-Milner type sys-
tem, while also providing an analysis of the search performance
of CBGP in comparison to other GP-based program synthesis ap-
proaches [21]. More recent work has focused on the capability of
CBGP to produce programs that use generic data types in conjunc-
tion with higher order functions and functions with polymorphic
type signatures [20].

While many of the features that are uniquely provided by CBGP
make it a promising candidate for advancing the state of the art of
program synthesis, its performance on standard program synthesis
benchmarks has so far been mixed. For example, when CBGP was
run 100 times on each of 14 problems from the PSB1 program
synthesis benchmark suite [13] it performed excellently on seven of
the problems and reasonably well on two others. However, it found
zero solutions for the remaining �ve, all of which were solved at
least some of the time by at least one of the competing methods [21].

Subsequent analysis of data produced during CBGP runs revealed
that a great deal of the program structure produced during the com-
pilation process is typically not actually used in the �nal programs
produced as output from the compiler. As described below, many
times a genome will produce many small abstract syntax trees
(ASTs) without combining them into larger trees through function
application. These function applications, which produce the core
of any program written in a functional programming language,
are required to build more complex programs. Since CBGP only
conducts function application when an explicit application gene ap-
pears in the genome, and since this application is limited in which
functions and arguments it can select, function application does not
occur successfully as often as may be bene�cial. After noticing this
behavior, we hypothesized that this lack of function application
was part of the explanation for CBGP’s weak performance on some
problems.

In order to investigate this hypothesis we developed and tested
two modi�cations to the CBGP compilation algorithm. Both of
these modi�cations, which are independent of each other and can
be used either separately or together, make it more likely that func-
tion ASTs will be successfully applied to argument ASTs to create
larger ASTs. The �rst modi�cation explores di�erent “function
application triggers,” which determine when and how a function
application happens during compilation. We implement and test
multiple novel application triggers intended to decrease the number
of function ASTs that are ignored due to scarcity of the dedicated
function-application gene. The second modi�cation, “application
backtracking,” allows for backtracking in the process by which the
compiler makes decisions regarding the functions and arguments
used in each attempt to apply a function. This makes it more likely
that a compatible set of function and argument choices will be
found, resulting in the successful composition of a function appli-
cation AST.

To summarize, the research questions we will address in this
paper are as follows:

RQ1. Function application triggers: Can changing how and
when function application is triggered during compilation
improve CBGP’s problem solving performance?

RQ2. Backtracking: Can we improve performance by allowing
the function application algorithm to backtrack after select-
ing functions and arguments?

RQ3. Combination: Do function application triggers and back-
tracking work together?

We conduct experiments on a suite of polymorphic benchmark
problems, and �nd that both modi�cations increase solution rates.
That said, the combination does not improve over simply using
backtracking, leading to the conclusion that backtracking should
be used without introducing new hyperparameters to tune.

In the remainder of this paper we �rst provide a more complete
description of the process by which function applications are built
into programs during CBGP compilation. Following this, we de-
scribe our proposed modi�cations to this process, the methods
and experimental design by which we tested the modi�cations,
and the results of our experiments. We conclude with a discussion
of the results and related work, our recommendations regarding
compilation in future CBGP systems, and suggestions for further
research.

2 FUNCTION APPLICATION COMPILATION
CBGP uses an indirect encoding of programs that are compiled
from a genome data structure into an executable phenotype in
the form of an abstract syntax tree (AST). A genome is a variable
length linear sequence of AST nodes and compilation directive
genes. The compilation process composes these nodes into a tree
structure to form a syntactically valid and type safe AST in some
host language. The runtime of the host language is then able to
further compile, or interpret, the AST into machine code during
program execution. The full CBGP compilation algorithm for a
lambda calculus based host language (in particular, a strongly typed
functional language that supports parametric polymorphism) is
described in [21] and brie�y reiterated in this section. We give
a detailed explanation of the previously published compilation
process for function applications because the main contribution of
this work is a modi�cation to this procedure.

The compilation algorithm uses two ordered data structures:
the genome sequence, and a stack-like data structure for holding
ASTs. Initially the AST stack is empty. During each iteration of the
algorithm, a subsequent gene in the genome is processed. If the
kind of gene is an AST “leaf” node it is pushed to the top of the AST
stack. Leaf nodes are either literals (which include function literals)
or variables, both of which must have a known data type. Compila-
tion directive genes trigger some method of AST composition by
searching for ASTs on the stack and combining them into a larger
AST which is pushed to the top of the stack. The three compilation
directive genes that compose ASTs are:
• APP - Application - Calling a function AST on argument ASTs.
• ABS - Abstraction - Creating a lambda (anonymous) function
AST.

• LET - Let Binding - De�ning a new local variable bound to an
AST.
Once all genes in the genome have been processed, the AST stack

will hold zero or more type safe ASTs. The top-most ASTwith a type
matching the target program’s speci�ed output type is returned
as the corresponding phenotype, or “program”. If the AST stack is
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1: procedure A��(�()B) ù Given an AST stack.
2: 5 D=2C8>=�()B  [0 2 �()B | T���(0) is a function]
3: if 5 D=2C8>=�()B is empty then
4: return #$$%
5: end if
6: 5 D=2C8>=�()  top AST of 5 D=2C8>=�()B
7: �()B .A4<>E4 (5 D=2C8>=�() )
8: 0A6�()B  []
9: C~?4+0AB  {} ù Mapping from type var to type.
10: for all C 2 A��T����(5 D=2C8>=�() ) do
11: C 0  C .BD1BC8CDC4 (C~?4+0AB)
12: D=DB43  [0 2 �()B | 0 8 0A6�()B]
13: B05 4  [0 2 D=DB43 | T���(0) is a C 0]
14: if B05 4 is empty then
15: return #$$%
16: end if
17: 0A6 top AST of B05 4
18: 0A6�()B .0??4=3 (0A6)
19: =4F⌫8=38=6B  U����(C 0,)~?4 (0A6))
20: C~?4+0AB .033�;; (=4F⌫8=38=6B)
21: end for
22: �()B .A4<>E4�;; (0A6�()B)
23: �()B .?DB⌘(�??;~ (5 D=2C8>=�() ,0A6�()B))
24: end procedure

Figure 1: The previously published procedure for compiling a
function application gene in a CBGP system. The conditions
that return #$$% revert the AST stack to its state prior to
compiling the apply gene and no function application AST
is created.

empty or does not have an AST of the correct type, the genome has
no corresponding phenotype, and is typically considered ineligible
for evaluation and selection.

This work is solely concerned with the process for composing
function applications. Figure 1 provides pseudocode for the original
compilation process of a function application gene. At a high level,
function application �nds the �rst function AST on the stack, then
�nds the �rst AST(s) that have the correct types for the function’s
parameters, creating a new AST composed of the function AST
and argument ASTs as children to a function application AST node.
This algorithm was introduced in [21] and is used in all CBGP
implementations that leverage a functional type system prior to
this work [20]. Other CBGP implementations not based on lambda
calculus, such as [22] and [5], use a slightly di�erent procedure for
compiling function applications, but all known implementations
only consider the top-most function AST and perform repeated
searches through the AST stack for valid arguments. Crucially,
all known implementations immediately #$$% if any argument
cannot be satis�ed. A #$$% does not modify the AST stack and
does not create any new composite ASTs.

Figures 2a and 2b depict an example function application com-
pilation on a given AST stack. The �rst function AST, + of type
(�=C, �=C) ! �=C , is chosen as the function to invoke. Subsequent
passes through the AST stack �nd 2 �=C type ASTs to serve as
the arguments. Notice that if a subsequent function application is

triggered on the stack in Figure 2b it will result in a #$$% under
the original CBGP semantics. This is because the chosen function
AST will be < of type 8U .(U,U) ! ⌫>>;40=. The arguments to this
function initially have free type variables, thus an AST of any type
is considered valid and the AST on top of the stack will be chosen.
In this case, the �rst argument AST will have type �=C which substi-
tutes all instances of U in the remaining argument types with �=C .
There are no other ASTs on the stack with type �=C and therefore
the function application compilation must #$$% because it cannot
satisfy the second argument of the < function. This is true even
though the A4E4AB4 or 8=2 functions would be able to be successfully
applied, since the algorithm is locked into the �rst function that it
�nds.

3 MODIFICATIONS
In this section, we provide the motivation behind improving the
compilation of function applications. We then describe the mod-
i�cations to CBGP that form the basis of our proposal for a new
canonical CBGP compilation algorithm.

Functional CBGP has a known bias towards synthesizing smaller
programs. It has been hypothesized that this bias contributes to
CBGP’s inability to �nd solutions to some problems [21]. Simi-
larly, it has been observed that the number of unique data types
for the synthesized ASTs is large. A previous empirical study of
CBGP showed the median number of unique data types seen across
an evolutionary run ranged from 668 to 15,941 depending on the
problem. Many of the more complex types are function types from
ASTs that could be invoked if valid arguments were provided [20].
Encouraging these ASTs to be composed could be important for
synthesizing larger, more sophisticated, programs.

3.1 Function Application Triggers
Before this work, CBGP only triggers the function application pro-
cess in Figure 1 when an explicit APP gene is encountered while
compiling the genome. Otherwise, no functions are applied. We
hypothesize that this design likely results in smaller compiled pro-
grams, since many functions will not be applied unless the preva-
lence of APP genes is very high; in previous studies, they appear in
genomes 15-20% of the time [20, 21]. We call this method explicit
function application.

In order to increase the rate at which function application is trig-
gered, we experiment with a variety of methods that change when
this happens. Implicit function application triggers the function ap-
plication process after every single time that an AST is pushed onto
the AST stack, even ASTs that were just created through function
application. We expect that implicit function application will in-
crease the rate of successful function applications, building larger
ASTs. However, we also expect that it will be too extreme, since
there are functions that it would be better to not apply. Speci�cally,
CBGP contains many higher-order functions that take a function
as one or more of their arguments. With implicit function applica-
tion, there may be few or no function ASTs to use as arguments
when applying higher-order functions; a function would only not
be applied if it is attempted to be applied, but is unable to �nd the
correct arguments.
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+ (�=C, �=C) ! �=C
1 �=C

�AZ� (CA8=6
2 �=C
< 8U .(U,U) ! ⌫>>;40=
�b� (CA8=6

A4E4AB4 (CA8=6! (CA8=6
8=2 �=C ! �=C

AST Type

(a) The state of the AST stack prior to processing an APP gene.

APP

+ 1 2
�=C

�AZ� (CA8=6
< 8U .(U,U) ! ⌫>>;40=
�b� (CA8=6

A4E4AB4 (CA8=6! (CA8=6
8=2 �=C ! �=C

AST Type

(b) The AST stack after processing an APP gene using the procedure
from Figure 1 on the stack from Figure 2a.

APP

A4E4AB4 �AZ�
⌫>>;40=

APP

+ 1 2
�=C

< 8U .(U,U) ! ⌫>>;40=
�b� (CA8=6
8=2 �=C ! �=C

AST Type

(c) The AST stack after processing an APP gene using function back-
tracking on the stack from Figure 2b.

APP

< �AZ� �b�
⌫>>;40=

APP

+ 1 2
�=C

A4E4AB4 (CA8=6! (CA8=6
8=2 �=C ! �=C

AST Type

(d) The AST stack after processing an APP gene using argument back-
tracking on the stack from Figure 2b.

Figure 2: Example AST stacks before (a) and after compiling a function application gene using original compilation semantics (b)
and the proposed backtracking modi�cations (c and d).

In order to allow evolution to more �nely tune when function
applications trigger during compilation while still encouraging
more of them than occur with explicit application, we designed
two new methods. The �rst, implicit with skips, adds skip genes to
implicit application. When compilation encounters a skip gene, the
next gene in the genome will not trigger function application. Skip
genes make up 10% of randomly generated genes. Implicit with
skips does include APP genes in genomes to apply functions that
otherwise are not applied, but at a much lower rate (2.5%) than
with explicit application (20%).

Second, gene-annotated application associates with each gene in
the genome a �ag telling whether or not function application should
be triggered after compiling that gene. In this way, the triggering
of application is tied to speci�c genes instead of being a separate
gene, as with explicit application. The application �ag of each gene
is set when the gene is created, either at genome initialization
or mutation. The application rate determines how frequently the
�ag will be set to trigger application when each gene is created;
for example, an application rate of 0.75 means that 75% of genes
will have their �ag set to trigger application. In theory, a custom
mutation operator could be used to randomly toggle some of the
application �ags on a genome; however we did not explore such a
method for this work.

3.2 Backtracking
In the context of this paper, backtracking refers to a modi�cation
to the function application compilation semantics from Figure 1
such that the #$$% outcome is delayed until all possible func-
tion ASTs and argument sets are considered, which allows more
function applications to complete successfully. There are 2 ways
which backtracking can occur: function backtracking and argument
backtracking.

Function backtracking occurs when there are no argument sets
on the AST stack which satisfy the function. In this case, our pro-
posed modi�cation is to consider the next function on the AST
stack (searching in top-to-bottom order) and reattempt to �nd valid
argument ASTs. Since di�erent functions take di�erent argument
types, another function may be able to be applied after an attempt at
applying the �rst fails. This processes is repeated until a composite
AST can be constructed using one of the functions or all function
type ASTs have been attempted, resulting in a#$$% . Type variable
substitutions that were bound while attempting to �nd arguments
for the previous function are not used to �nd arguments to the
subsequent function.

For example, consider the state of the AST stack in Figure 2b.
Without backtracking, function application in this state will fail and
result in #$$% , as discussed in Section 2. With function backtrack-
ing, after the < fails to �nd arguments, the function application will
backtrack to look for another function. At this point it will �nd the
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Hyperparameter Value

Population Size 1000
Max Generations 300
Parent Selection Lexicase Selection [14]
Variation UMAD [11]
Mutation Rate 0.1
Initial Genome Sizes [50, 250]
Number of Training Cases 200
Number of Unseen Test Cases 2000
Runs per Problem 100

Table 1: The evolutionary hyperparameters used for the
CBGP runs presented in this work, and the previously pub-
lished baseline results from [20].

A4E4AB4 function, and will look for a (CA8=6 argument for it, �nding
�AZ�. Thus a new function application of A4E4AB4 to �AZ� will be
pushed onto the AST stack. The resulting state of the AST stack is
given by 2c.

Argument backtracking occurs when a chosen argument AST
binds a type variable in such a way that makes it impossible to �nd
valid ASTs for one or more remaining arguments. In this case, we
revert all argument ASTs chosen after the most recent type variable
was bound and continue compilation with the state of the AST stack
reverted to the point where the type variable was initially bound.
From this point, we only allow the type variable to be bound to
types to which it has not previously been bound in a backtracked
fashion. This allows for all potential argument sets to be considered
without an exhaustive search through all combinations of ASTs on
the stack.

Again, we can consider the example AST stack given in Figure 2b.
Still, the �rst function that application �nds is <; however, some-
thing di�erent happens when trying to apply <. After considering
the �=C AST on the top of the stack and not �nding another �=C-
typed AST, instead of failing or backtracking to the next function,
argument backtracking will revert the assignment of the type vari-
able U := �=C , and keep searching for a di�erent type assignment.
It will then bind U := (CA8=6 when attempting to use �AZ� as an
argument, and will be able to �nd a second (CA8=6 argument in �b�,
thus completing a function application of < to �AZ� and �b�. The
resulting state of the AST stack is given by 2d.

Figure 3 provides pseudocode for a complete CBGP function
application compilation algorithmwith backtracking. Although this
algorithm has a higher time complexity compared to the original
CBGP compilation algorithm, we have not observed a dramatic
cost increase in practice. This is because argument backtracking
only occurs on the order of the number of type variables which is
always between [0,3] both in the function set used by our CBGP
system and most “real world” code. Also, the architecture of CBGP
only requires compilation to be performed once per genome, the
cost of which is almost always dominated by running the compiled
program on every training case.

1: procedure A��(�()B) ù Given an AST stack.
2: 5 D=2C8>=�()B  [0 2 �()B | )~?4 (0) is a function]
3: for all 5 D=2C8>=�()  5 D=2C8>=�()B do
4: �()B0  [0 2 �()B | 0 < 5 D=2C8>=�() ]
5: C~?4B  A��T����(5 D=2C8>=�() )
6: 0A6�()B  F���A���(�()B0, C~?4B, {})
7: if 0A6�()B < ⌫�⇠ )'�⇠ then
8: �()B .A4<>E4 (5 D=2C8>=�() )
9: �()B .A4<>E4�;; (0A6�()B)
10: �()B .?DB⌘(�??;~ (5 D=2C8>=�() ,0A6�()B))
11: return ()$%
12: end if
13: end for
14: return #$$%
15: end procedure
16:
17: function F���A���(�()B, C~?4B, C~?4+0AB)
18: C  F����(C~?4B) .BD1BC8CDC4 (C~?4+0AB)
19: B05 4  [0 2 �()B | T���(0) is a C]
20: 0CC4<?C43  {}
21: for all 0A6 2 B05 4 do
22: if )~?4 (0A6) 8 0CC4<?C43 then
23: =4F⌫8=38=6B  U����(C 0,)~?4 (0A6))
24: �()B0  [0 2 �()B | 0 < 0A6]
25: C~?4B0  D���F����(C~?4B)
26: if C~?4B0 is empty then
27: return [0A6] ù A list containing just 0A6
28: end if
29: C~?4+0AB0  C~?4+0AB .033�;; (=4F⌫8=38=6B)
30: A4BC$ 5 �A6B  F���A���(�()B0, C~?4B0,
31: C~?4+0AB0)
32: if A4BC$ 5 �A6B = ⌫�⇠ )'�⇠ then
33: A��(0CC4<?C43,)~?4 (0A6))
34: else
35: return C�����( [0A6], A4BC$ 5 �A6B)
36: end if
37: end if
38: end for
39: return ⌫�⇠ )'�⇠ 
40: end function

Figure 3

4 EXPERIMENTAL DESIGN & METHODS
We present an empirical study into the problem solving perfor-
mance of our modi�cations using a suite of benchmark problems
for which CBGP has previous published results using the original
compilation semantics from Figure 1. We perform our study using
identical search methods to these previous CBGP results: a gen-
eration genetic algorithm with the same selection methods and
genetic operators, only varying when and how function application
happens. This section will provide an overview of our benchmark
problems and the search algorithm used in our experiments.

The benchmark problems selected for this study are the 17 prob-
lems designed to assess a program synthesis system’s capability
of �nding solution programs that require the use of parametric
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Gene-Annotated
Problem Explicit Implicit Skips 0.25 0.375 0.5 0.625 0.75

area-of-rectangle 59 88 78 68 83 78 82 83
centimeters-to-meters 92 97 98 97 97 98 99 98
count-true 100 100 100 100 100 100 100 100
�lter-bounds 13 6 35 23 34 31 23 20
�rst-index-of-true 100 100 100 100 100 100 100 99
get-vals-of-key 12 33 25 10 21 30 39 37
max-applied-fn 24 24 51 43 45 42 39 32
min-key 31 67 32 37 40 49 53 62
set-cartesian-product 0 0 0 0 0 0 0 0
set-symmetric-di�erence 50 83 62 18 37 50 58 62
sets-with-element 4 0 3 0 0 1 0 0
simple-encryption 96 99 100 97 99 98 100 100
sum-2-vals 94 98 95 90 96 99 99 96
sum-2-vals-polymorphic 100 100 99 100 95 99 100 100
sum-2D 100 90 100 99 100 98 96 98
sum-vector-vals 16 5 13 21 24 21 26 16
time-sheet 2 10 3 3 3 5 9 6

Count sig better: - 5 4 1 3 5 5 3
Count sig worse: - 1 0 1 0 0 0 0

Table 2: The number of successes out of 100 GP runs. All results are compared to “Explicit”, which was the CBGP default before
this work; results that are signi�cantly better are in bold, and results that are signi�cantly worse are underlined and italicized.
The “Explicit” and “Implicit” columns are for explicit and implicit function application. “Skips” is implicit function application
with skip genes. We give �ve di�erent sets of “Gene-Annotated” runs, with the column headers giving the application rates. The
rows “Count sig better” and “Count sig worse” give the count of how many problems each method is signi�cantly better/worse
than Explicit respectively.

polymorphism and nested data types, hereby referred to as the
parametrically polymorphic program synthesis benchmark (P3SB)
suite [20]. We are not aware of any published results that use these
problems with program synthesis methods besides CBGP (though
there is nothing about the problems that is speci�c to CBGP), thus
we do not make any claims to the relative performance of CBGP to
other methods. Instead, we present evidence of an improvement
over the original speci�cation of CBGP.

The P3SB suite was selected because CBGP is known to have
more variation of solution rates across individual problems com-
pared to its performance on other genetic programming bench-
marks. Studies using the PSB1 benchmark suite [13] showed that
CBGP solves some problems 100% of the time, and others it never
solves, with very few problems somewhere in between. [21] This
makes statistical measurements of the changes to solution rates
from our modi�cations di�cult.

Each P3SB problem is an inductive program synthesis task, where
the target program must be synthesized from training cases of
program inputs and target outputs. We provide the CBGP system
with 200 randomly generated training cases to evaluate individuals
during evolution. Synthesized programs which pass all training
cases, ending the evolutionary run, are evaluated on an additional
2000 randomly generated test cases to assess if the program is
a generalizing solution. We compare the number of generalized
solutions between sets of runs; statistical signi�cance is determined
using a chi-square test with a 0.05 signi�cance level. The error

functions used to evaluate programs are based on the output data
type of the synthesized program, and are the same as those used
in [20].

The CBGP implementation used here compiles genomes into
native Clojure code.1 Table 1 presents the hyperparameters used
in our experimental runs. The function and literal sets (aka, the
genetic source [12]) used to sample genes for mutation and the
initial population vary by problem according to which data types
are relevant. Prior research into CBGP on the P3SB problems [20]
presented speci�c inclusion criteria for functions and literals which
this work adheres to for the sake of comparison.

5 RESULTS
We present results of experiments for function application triggers
and backtracking below. Unless stated otherwise, we use one or the
other, not both.

5.1 Function Application Triggers
We present results for our function application triggers experiments
in Table 2. All methods for increasing the number of function appli-
cations produced signi�cantly better results on some problems, and
were rarely signi�cantly worse. The methods with most signi�cant
increases in success rate are implicit, implicit with skip genes, and
gene-annotated with moderate application rates.

1https://github.com/erp12/cbgp-lite
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Problem None F F&A F&A + GA

area-of-rectangle 59 67 73 62
centimeters-to-meters 92 98 99 95
count-true 100 100 100 100
�lter-bounds 13 10 26 28
�rst-index-of-true 100 100 100 100
get-vals-of-key 12 48 62 90
max-applied-fn 24 35 52 33
min-key 31 64 81 86
set-cartesian-product 0 0 0 0
set-symmetric-di� 50 91 89 87
sets-with-element 4 3 7 5
simple-encryption 96 100 100 100
sum-2-vals 94 98 99 97
sum-2-vals-poly 100 100 100 100
sum-2D 100 97 95 97
sum-vector-vals 16 55 71 43
time-sheet 2 9 14 15

Count sig better: - 4 8 6
Table 3: The number of successes out of 100 GP runs. All
results are compared to “None”; results that are signi�cantly
better are in bold; no results were signi�cantly worse. “None”
uses CBGP without backtracking. “F” uses function back-
tracking, and “F&A” uses function and argument backtrack-
ing. “F&A + GA” uses function and argument backtracking,
as well as gene-annotated function application triggering
with a rate of 0.625. The row “Count sig better” gives the
count of how many problems each method is signi�cantly
better than “None”.

When considering the �ve rates we tested for gene-annotated
function application, we found that at either extreme (0.25 or 0.75
application rate), performance decreased compared to using rates
closer to 0.5. In particular, having too few or too many genes that
conduct function application degrades performance. Interestingly,
a rate of 0.75 performed worse than implicit function application,
which could be thought of as a 1.0 application rate.

5.2 Application Backtracking
Table 3 presents the results of three di�erent settings of application
backtracking with the original compilation algorithm, which per-
forms no backtracking. The �rst three columns use explicit function
application triggers, and the fourth uses gene-annotated applica-
tion triggering at a rate of 0.625. Doing just function backtracking
gave signi�cantly better results on 4 problems, while using function
and argument backtracking was signi�cantly better on 8 problems.
Finally, the combined use of function and argument backtracking
with gene-annotated application triggering gave signi�cantly better
results on 6 problems.

6 DISCUSSION
All of our function application trigger methods, which increase
how often function application happens, improved performance

across our benchmark problems. These results address RQ1: in-
creasing function application is bene�cial to CBGP’s performance.
While the particular method for increasing does have some e�ect
on performance, all methods improve performance, meaning the
previously-used explicit application likely does not provide a su�-
cient amount of function application to compile useful programs.

Of the methods we considered, implicit, implicit with skip genes,
and gene-annotated with moderate application rates all improve
signi�cantly on 4 to 5 problems. While any of these may be a
reasonable choice, implicit is signi�cantly worse on one problem,
and skips is not signi�cantly better on as many problems as gene-
annotated.We therefore recommend using gene-annotated function
application, with a moderate application rate of 0.5 or 0.625.

In answer to RQ2, when considering backtracking methods,
performing both function and argument backtracking is the clear
winner compared to just doing function backtracking or doing
neither. All of these methods use explicit function application, so
they will not perform function application as frequently as the
application trigger methods. Still, backtracking likely performs
many more successful function applications, since the applications
that are attempted are more likely to �nd functions and arguments
that can be applied. Argument backtracking seems to have a real
impact beyond function backtracking, producing the best results of
any treatment in our experiments.

One important note is that function backtracking can lead to
successful function applications using AST stacks that would oth-
erwise never be able to successfully apply a function, no matter
how many function application procedures were carried out. In
particular, if a function or argument is buried on the stack under
another function or argument, function application will never be
able to �nd and apply it. Thus backtracking can produce qualita-
tively di�erent compilations, where function application triggers
can only change how often function application happens.

We had hoped that a combination of a function application trig-
ger method and backtracking would gain the bene�ts of both, pro-
ducing better results. Unfortunately, combining one of the best
application trigger methods (gene-annotated at a rate of 0.625)
with function and argument backtracking produced slightly worse
results than by simply using backtracking. This gives an initial
answer to RQ3: adding application triggers to backtracking does
not improve performance over backtracking alone.

Perhaps backtracking by itself is su�cient to produce a reason-
able number of successful function applications, and performing
more function applications is overkill. On the other hand, this com-
bination gave the second best results of our experiments, and it
would be more useful on problems requiring even larger solution
programs. Additionally, an application trigger that produces fewer
applications (such as gene-annotated with a lower rate) may be
more bene�cial when backtracking makes more of the function ap-
plications successful. Additional work is needed here to distinguish
further.

In summary, all methods to encourage more successful function
applications produced improvements. While function application
triggers helped on some problems, backtracking of both functions
and arguments was the most successful.
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7 RELATEDWORK
At the time of writing, techniques for general program synthesis
using large language models (LLMs) are receiving a lot of attention
based on impressive results and widespread use in real world appli-
cations [1, 3, 6, 23]. Some of these methods have been compared
with or combined with GP [17, 18, 24]. Some practitioners may feel
that non-LLM methods for program synthesis, such as genetic pro-
gramming, are simply not contemporary enough to warrant further
research; however there are important distinctions that highlight
the respective bene�ts. LLMs and genetic programming typically
use di�erent program speci�cations. Genetic programming sys-
tems, such as CGBP, are usually inductive and leverage a sample
of input-output training cases, while LLMs are provided a natural
language “prompt” describing the target program. Another cru-
cial distinction is cost. Training a LLM capable of general program
synthesis requires a large, curated, corpus of code and a training
procedure that is many orders of magnitude more expensive than a
single genetic programming run. In contrast, genetic programming
requires relatively few training samples, yet is more expensive than
applying a pre-trained LLM to a new synthesis task. Therefore, the
most e�cient method will depend on the availability of an LLM
pre-trained with suitable knowledge for the problem domain.

Other recent genetic programming methods have been moti-
vated by some of the same issues (production of type-safe code,
use of polymorphism) as CBGP. HOTGP [8], based on strongly-
typed GP [19], produces code that can use higher-order functions
and parametric polymorphism. Garrow compares evolved solution
programs in Python and Haskell (which are closer to CBGP’s pro-
grams), and �nds that the Haskell solutions tend to be more likely
to generalize to unseen data [10].

The concept of backtracking is borrowed from the �elds of con-
straint satisfaction [2, 16] and logic programming [4]. Generally,
our function and argument backtracking algorithm is searching
for a function and its arguments that meet the constraints of type
uni�cation, backtracking when we discover that the constraints
cannot be met. In logic programming languages such as Prolog,
backtracking is used to repeatedly �nd uni�cations that instantiate
variables in an attempt to satisfy a query. These uni�cations with
values is very similar to our uni�cations with types, resulting in a
very similar backtracking algorithm.

8 CONCLUSION
In this paper we propose a change to the canonical compilation
procedure for Code Building Genetic Programming with the goal
of facilitating the synthesis of more sophisticated ASTs through the
use of function application. This proposal is supported by empirical
results on a suite of benchmark problems that show all of our
proposed changes have a net positive impact on the solution rates of
CBGP. However, the modi�cation of adding backtracking stood out
as having the highest solution rates, needing the least con�guration,
and allowing the CBGP compilation process to synthesize more
function applications beyond what is possible with an increase in
number of attempted function applications without backtracking.

Although this research has presented a clear improvement to the
problem solving capabilities of CBGP, additional study is required
to determine how this modi�ed system compares to other genetic

programming and program synthesis methods. Furthermore, a more
causal study into how changes to the CBGP compilation algorithm
impact the size and shape of synthesized programs would likely
yield insights that would inform additional improvements to CBGP,
particularly on more di�cult benchmarks.
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