
Implementation of Standardized Uncertainty Analysis for
Streamflow Measurements Acquired with Acoustic

Doppler Velocimeters

Marian Muste, Ph.D.1; Jongmin Kim, Ph.D.2; Dongsu Kim, Ph.D.3; and Aurelien Despax, Ph.D.4

Abstract: This paper discusses a full-fledged uncertainty analysis implementation using the Guide to the Expression of Uncertainty in

Measurement (GUM) as framework. Currently, there are few examples of rigorous GUM implementations in hydrometry. This work fills

this gap by demonstrating the use of the GUM framework to estimate the uncertainty of open-channel discharge measurements conducted

with the velocity-area method using acoustic doppler velocimeters. The paper first presents the GUM protocol and the steps leading to

discharge measurement followed by evaluations of Type A uncertainty from customized experiments, Type B uncertainty informed by prior

experiments and engineering judgment, and the total discharge uncertainty. Finally, the uncertainty analysis (UA) implications and practical

usage for data management and improvement of measurement processes are discussed. While the detail of the analysis can be further in-

creased, the main role of this paper is to illustrate a step-by-step implementation of GUM procedures applied to natural-scale measurements

using a GUM-compliant software. DOI: 10.1061/JHEND8.HYENG-13850. This work is made available under the terms of the Creative

Commons Attribution 4.0 International license, https://creativecommons.org/licenses/by/4.0/.

Author keywords: Uncertainty analysis (UA); Flow measurements; Hydrometric standards; Assessment of elemental uncertainties;

Propagation of sources of uncertainties.

Introduction

Streamflow data are core inputs for decision making for water man-

agement, energy development, infrastructure design, emergency

forecasting, ensuring water quality, ecosystem viability, and recrea-

tional uses. Streamflow data are also used as benchmarks for sci-

entific studies on water cycle, ecological patterns, climate change,

and the continuous growth of water consumption for societal and

environmental demands. These data are routinely collected by

multiple specialized agencies with measurement protocols devel-

oped and successively refined through century-long incremental

developments (USGS 1994). The methods for the measurement

of streamflow are typically based on empirical or semi-empirical

relationships (i.e., rating curves) established with statistical analy-

ses applied to long records of directly measured stream discharges

(Rantz 1982; Levesque and Oberg 2012). Direct measurements of

flow discharges can be obtained with a wide variety of instruments

and methods (Rennie et al. 2017). The most popular contemporary

instruments for streamflow quantification are based on acoustic

technologies (Muste et al. 2007).

While the methods for direct measurements of streamflow have

made swift progress due to advancement in science and technolo-

gies, the methods for assessing the quality of the measured data are

lagging. This is unfortunate because there is a need for reporting

streamflow measurements along with their measurement uncer-

tainty for any of the data final use (i.e., scientific, applied, or com-

mercial). Providing streamflow measurement uncertainty should

become a standard professional practice, as the data are used

not only in basic and applied research but also for complying with

laws, regulations, and quality control constraints (McMillan et al.

2012; Bertrand-Krajewski et al. 2021). The quality of the measure-

ments is typically quantified with uncertainty analyses (UA).

Currently, the hydrometric community has not converged to one

widely recognized UA framework. Instead, uncertainty estimations

are obtained with multiple standards applied to specific variables

and measurement methods or through instrument intercomparison

(e.g., Reader-Harris 2007; Le Coz et al. 2016, respectively). This

situation concerns the hydrometric community, which seeks sound

UA procedures that are uniformly applicable across instruments

and variables and that meet stringent quality requirements.

The fundamental features of a sound uncertainty assessment

procedure [JCGM 100 (JCGM 2008a)] as follows: universality

(applicable to diverse measurements), internal consistency (directly

derivable from the components that contribute to the total uncer-

tainty), and transferability (usable for both primary and derived

quantities). Fortunately, in the last three decades significant

progress has been made toward the adoption of uncertainty

assessment frameworks that fulfill the abovementioned require-

ments. A leading role in this progress has been played by the

publication of the Guide to Expression of Uncertainty in

Measurement (GUM 1995), which is broadly considered as
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an authoritative uncertainty methodology. The GUM framework

offers general rules for evaluating and expressing uncertainty in

measurement rather than providing detailed instructions tailored

to specific fields of study. Following its initial publication, the

GUM has been lightly revised during its adoption by various

international metrological organizations. Since 2000, the Joint

Committee for Guides in Metrology (JCGM) has been responsible

for GUM updates and distribution; hence, the GUM framework

is widely referred to as JCGM 100 (JCGM 2008a). Several

engineering communities have “harmonized” their standards

by adopting GUM as a guideline, as illustrated by the World

Meteorological Organization recommendation to National Me-

teorological and Hydrological Services (Muste 2017a), the

International Organization for Standardization’s (ISO) new

hydrologic uncertainty guidance (ISO 2020), and the recently

published guidance for urban hydrometry (Bertrand-Krajewski

et al. 2021).

The goal of this paper is to demonstrate the versatility and fea-

sibility of applying the GUM framework to hydrometric measure-

ments. Currently, there are few examples and practical guidelines

for rigorous GUM implementation in hydrometry. This paper fills

this gap by demonstrating the use of the GUM framework to es-

timate the uncertainty of open-channel streamflow measurements

conducted with the velocity-area method using acoustic doppler

velocimeters (ADV). The paper presents first the GUM protocol

and the procedure to determine discharge with an ADV, followed

by evaluations of elemental and total uncertainties for discharge

measurement acquired through a dedicated case study. Finally,

UA implications and practical usage for data management and im-

provement of measurement processes are discussed.

UA Considerations

The evaluation of uncertainty is neither a routine task nor a purely

theoretical one; it depends on detailed knowledge of the nature

of the measurand, instrument, the measurement process, and the

measurement environment in which a specific measurement is

executed. The GUM framework is straightforward and precise

regarding the statistical and mathematical procedures to be fol-

lowed in UA, while its practical implementation is based on as-

sumptions and evaluations that are not prescribed in full details.

In other words, the laws of uncertainty assessment and propaga-

tion are generic and uniformly applied for elemental and com-

pounded uncertainties, while the practical means to obtain these

estimates are decided by the domain specialist. Consequently,

the quality and utility of the uncertainty quoted for the result

of a measurement depend on the professional skills and integrity

of those who contribute to the estimation of its value [JCGM 100

(JCGM 2008a); Beven et al. 2017].

Fig. 1. GUM framework implementation steps. (Data from Muste 2017b.)
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GUM Essentials

The GUM framework is based on uniform use of mathematical sta-

tistics principles for propagating elemental sources of errors to final

results. With the assumption that the reader is broadly familiar with

UA, we provide herein only essential elements of GUM implemen-

tation (see Fig. 1). More details about GUM framework implemen-

tation can be found in Muste et al. (2012) and Muste (2017b).

Details on the estimation of individual sources of uncertainties

associated with acoustic instruments such as ADVs and acoustic

doppler current profilers (ADCPs) can be found in Muste et al.

(2004), Gonzalez-Castro and Muste (2007), Muste et al. (2010),

and Lee et al. (2014). The UA calculations presented in this paper

are facilitated by GUM software package QMSys Enterprise via the

QMSys Calculator, a customized version of the software for hydro-

metric measurements (QualiSyst 2019).

The UA robustness depends on the efforts and details placed

in Step 1 (definition of the measurement process) and Step 2 (iden-

tification of all uncertainties associated with the functional relation-

ship of the measurement process and making decisions on what

type of estimation methods are used for the evaluation of these

uncertainties, i.e., Type A or B). Type A uncertainties are evaluated

by statistical means applied to data collected during the current

measurements; Type B uncertainties are determined by other means

(i.e., previous experiments or technical judgement). Computer

scripts for Type A and B evaluations are available in sections “Type

AMethod for Uncertainty Assessment of RepeatedMeasurements”–

“Type B Method for Uncertainty Assessment by the Law of

Propagation of Uncertainties” of Bertrand-Krajewski et al. (2021).

Steps 1 and 2 are complex, tedious, and costly, as they entail iden-

tification and assessment of all possible uncertainties affecting the

data acquisition chain, from the probe sensing the flow to the data

display (including signal conversion, conditioning, and internal

processing), and uncertainties induced by methods, operations, and

environmental conditions. Steps 3, 4, and 5 are merely algebraic cal-

culations that can be automated using simple processing scripts.

Strictly speaking, each new hydrometric measurement is char-

acterized by its own uncertainty. Even if the instrument protocols

and methods are the same, measurements are taken at specific sites

and times characterized by a unique measurement environment in

terms local factors and influences. From this perspective, robust

(fully fledged) UAs need rigorous organization and execution, with

considerations of all sources of errors affecting the measurement

functional relationship. If the measurements for all the input quan-

tities in the functional relationship are repeated (ideally more than

10 times), the total uncertainty can be evaluated by Type A method.

However, because this is rarely possible in practice due to limited

time and resources, the uncertainty of a measurement result can be

executed at various levels of rigor that need to be documented.

When limited or no resources are available to conduct Type A eval-

uations, the JCGM (100:2008) accepts uncertainties estimated by

the Type B evaluation method. Because the mathematical model of

the measurement process may be incomplete, all relevant quantities

should be varied to the fullest practical extent so that the evaluation

of the uncertainties replicates as much as possible the potential

range of the observed data. This is easily done with numerical sim-

ulations via the Monte Carlo method (MCM) tempered by engi-

neering judgement (JCGM 101:2008).

Measurement Method: Velocity-Area

The measurement of streamflow benefits from extensive past

developments and the continuous adoption of new measurement

technologies (Rennie et al. 2017). Historically, the most popular

method to directly measuring streamflow in natural channels of all

sizes is based on point-velocity measurements used in conjunction

with the velocity-area (VA) discharge estimation method. There are

multiple published resources detailing VA alternatives and their

practical implementation for a variety of instruments (e.g., Rantz

1982; Herschy 2009); therefore, we will not repeat that information

here. Provided below are the terminology and notations along with

information about the measurement method, instrumentation, and

protocol that are relevant for the UA presented in the next sections.

It should be noted upfront that the VA method applied in this case

study is customized to reflect the changes brought about by the

recently revised hydrometry uncertainty guidance (ISO 2020).

The measurement of discharge for a stream ensues from integra-

tion over the cross section of the mean velocity for a point velocity,

uxðy; z; tÞ, multiplied by the elemental area, dA, for which this

mean velocity is representative

Q ¼

Z

A

uxðy; z; tÞdA ð1Þ

The mean cross-sectional velocity is obtained by sampling

multiple-point velocities over the cross-section extent (see the

measurement grid defined by indices j, k in Fig. 2). Specifically,

mean point velocities, uj;k (yj, zj:k), and the location of their

measurement—i.e., the position of the vertical from the bank, yi,

and the vertical location zj;k (yj; zk)—are measured across the sec-

tion. Elemental discharges are determined by the mean velocity,

uj;k, associated with and elemental cross section, ΔyjΔzj;k. Multi-

ple verticals are collected over the cross section with each vertical

Fig. 2. Terminology for the discharge estimation using the midsection VA method.
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containing multiple point velocity measurements. As correctly

pointed out in HUG (ISO 2020), instruments cannot measure at

(or near) the bed and free surface, leaving portions of the cross sec-

tion unmeasured (see Fig. 2). Accounting for this realization and

using notations in Fig. 2, the total stream discharge, Q, is obtained

as the sum of all measured elemental discharges, Qmðj;kÞ, comple-

mented by the unmeasured area discharges,Qp ¼ Qtop þQbottom þ

Qedges (ISO 2020), as follows:

Q ¼ Qm þQp

¼ FyFz

X

j¼1;n

X

k¼1;m

uj;kΔyjΔzj;k þQtop þQbottom þQedges ð2Þ

where Fy and Fz = factors accounting for the discrete summation

of the elemental discharges in the y and z directions, respectively.

Obviously, the more points sampled within the measured area and

the closer the measurements near free-surface and boundaries, the

better the estimate of the cross-sectional (bulk flow) velocity. The

impact of the Fy and Fz factors prescribed by HUG (ISO 2020)

diminishes if the density of points is increased.

Eq. (2) is a generic expression for the VA midsection approach

recommended in HUG (ISO 2020). The equation can be applied

for a common measurement situation when just one point is

sampled in the vertical. Eq. (2) serves well for defining the func-

tional relationship of the measurand (Step 1 in Fig. 1) for a wide

range of instruments and methods. This new formulation for the

functional relationship provided in HUG (ISO 2020) departs from

previous standards on VA method (e.g., ISO 748) by explicitly in-

cluding the unmeasured areas of the cross section. Eq. (2) can be

customized to accommodate various VA measurement protocols

[e.g., velocity measurements from fixed verticals or moving boat,

midsection or mean-section VA, index-velocity, or entropy-based

bulk velocity estimation, as described by Chiu and Chen (1998)]

and instruments (e.g., mechanical and electromagnetic meters,

ADV, ADCP, and large-scale particle image velocimetry). Such

customization is illustrated in the case study presented below.

Measurement Instrument: ADV

Acoustic instruments have proven to be reliable and efficient alter-

natives for measurement of velocities in open channel flows. Their

use continues to expand due to the lack of moving parts, nonintru-

sive nature, and ease of deployment and operation compared with

previous generations of velocimeters. Consequently, ADVs have

experienced considerable growth in the last three decades, becoming

leading tools for field studies in several countries. A representative

probe from this category is the ADV produced by SonTek/YSI

(San Diego) that will be used herein to illustrate UA implementation.

Various aspects of ADV configuration, operation, and performance

are covered by instrument producers (e.g., SonTek 1997) and other

published references (e.g., Kraus et al. 1994; Goring and Nikora

1998; Voulgaris and Trowbridge 1998; McLelland and Nicholas

2000; Dombroski and Crimaldi 2007). The schematic of the SonTek

ADV configuration is shown in Fig. 3(a). The specifications for the

16-MHz MicroADV used in this study are shown in Fig. 3(b)

(Sontek 2017).

Assuming familiarity of the readers with ADV-related resources,

we will only focus on instrument aspects related to UA. ADVs are

instruments that measure velocities of small particles suspended in

the flow, assuming that these particles travel at the same velocity as

the water (Rehmel 2007). The cylinder-like ADV measurement

volume is located a short distance from the acoustic sensor [see

Fig. 3(a)]. When the ADV is fully submersed, the sound pulses

emitted from transmitters are reflected in all directions by particles

contained in the instrument measurement volume. A portion of the

reflected energy is directed toward the receivers and captured as a

voltage proportional to the instantaneous backscattered pressure

(Lemmin 2017). If the particles are moving with respect to the

probe, the backscattered sound will have a different acoustic fre-

quency. The change in frequency “sensed” by each receiver is sub-

sequently used to estimate the flow velocity through the following

functional expression:

VB ¼ Fðc; fo; fDÞ ð3Þ

where VB = flow velocity along the bistatic axis; c = speed of sound

in water; and fD = difference in the acoustic frequency between the

emitted (f0) and return (fB) pulses due to doppler shift (f0 − fB).

The bistatic axis is the line dividing the angle between the trans-

mitter and receiver whose vertex is at the center of the sampling

volume (Kraus et al. 1994). One transmitter and three receivers re-

solve three velocity components. The bistatic velocities acquired

by the three acoustic sensors can be transformed into a cartesian

coordinate system by the instrument software using the following

relationship (Kraus et al. 1994):

Fig. 3. Configuration of the acoustic doppler velocimeter used for the present experiments: (a) configuration; and (b) specifications. (Data from www

.sontek.com.)
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where u, v, and w = velocity components expressed in instrument

coordinate system; fD1, fD2, and fD3 = frequency differences

sensed by the three receivers; and G3 = geometrical transformation

matrix that relates to the arrangement of the three receivers with

respect to the central emitter. These equations are applied to each

acoustic pulse, leading after internal or external processing to time-

averaged velocity components, fluctuating components, and higher-

order correlations.

UA Implementation

Measurement Protocol

The measurement protocol is critical for UA implementation be-

cause it dictates the structure of the measurement definition and

the association of the elemental uncertainty sources to the measure-

ment process components. As each experiment is unique from

multiple perspectives, we illustrate in the next sections the UA-GUM

implementation for the measurement protocol employed in a case

study. This protocol follows the HUG (ISO 2020) formulation

recommended for the midsection VA method in conjunction with

point-velocity measurements [see Eq. (2)]. The presented protocol

differs slightly from the typical midsection VA measurement

method described by ISO 748 (ISO 2007a) that is widely popular

in national hydrologic services for both traditional and emerging

instruments (WMO 2017). The difference is minor, entailing the

estimation of the discharges in the unmeasured area around the

boundaries, i.e., Qp in Eq. (2) that are not explicitly refer to in

ISO 748 (ISO 2007a). Description of the midsection method in-

cluding explicitly edge discharges is also used in Herschy (2009)

and in the section by section discharge measurements with

ADCPs (Mueller et al. 2007).

In the present case study, velocities and water depths are

sampled in verticals distributed throughout the section, as shown in

Fig. 4. For each velocity measurement point, the following variables

are recorded: distance of vertical j from the start bank, bj, water

depth at the jth vertical location, dj, and the mean point-velocity

values, uj;k, measured at a point, dj;k. Illustration of the point-

velocity measurements taken in the panel centered on vertical

j ¼ 12 are visualized in Fig. 4.

To reconcile differences between HUG generic equation [see

Eq. (2)] and the typical VA implementation (Turnipseed and Sauer

2010; WSC 2015), we associate the velocities in the unmeasured

areas near the top and bottom of the verticals to the depth-averaged

velocity (see ISO 748, 2007, Section 8.3.2). Using this approach fa-

cilitates access to a wealth of information on the uncertainty related

to the sampling of the point velocities in the verticals. The depth-

averaged velocity,Uj, is defined as the value of the spatially averaged

mean point-velocities acquired in a vertical extrapolated to the top and

bottom with canonical vertical velocity models such as logarithmic

or exponential distribution laws (e.g., Nezu and Nakagawa 1993;

Nystrom et al. 2002). Depth-averaged velocity determined in this way

is considered representative for the panel where the point velocities

were acquired. The panel geometry is defined by the local depth mea-

sured in the vertical and the half distance between the verticals neigh-

boring the ones where the point velocity measurements are taken,

ðbjþ1 − bj−1Þ=2 (see illustration of the definitions for panel associ-

ated with vertical 12 in Fig. 4). As a consequence, the total discharge

in the area with point-velocity measurements is estimated by sum-

ming up discharges through the panels (a.k.a., sub-sections) extend-

ing from the free surface to the riverbed rather than applying the

generic Eq. (2) to small surface elements associated with the point

measurements. Another reconciliation is needed for the inclusion of

the near-river bank areas (edges) that are not accounted for in the

discharge calculation with ISO 748 (ISO 2007a). For this purpose,

HUG (ISO 2020) introduces the edge discharges, recognizing that

in some situations (e.g., small streams) the edge areas might become

important in the determination of the total discharge (i.e., representing

more than 5% of the total flow). The panels near the river banks

(edges) contain only one neighboring (the first and last) vertical

Fig. 4. Illustration of the VA measurement method as applied in the present case study (Nv ¼ 24 for this case).
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(see Fig. 4). Various formulas are available for computing edge dis-

charges (e.g., Fulford and Sauer 1986; Le Coz et al. 2012).

Accounting for the above considerations and using notations in

Fig. 4, the total discharge,Qt, is obtained from the following equation:

Qt ¼ Qm þQtop þQbottom þQRe þQLe

¼ U1 × d1 ×

�

b2 − b1

2

�

þ
X

Nv−1

j¼2

�

Uj × dj ×

�

bjþ1 − bj−1

2

��

þ UNv−1 × dNv−1 ×

�

bNv − bNv−1

2

�

þQRe þQLe ð5Þ

UA Analytical Formulation

According to GUM, the most rational approach to systematically

tracking uncertainty sources is to group them around the variables

in the functional relationship. This grouping also facilitates the

organization of the experiments for UA at the elemental level to

ensure that each estimation is made for only one source of error

acting in isolation, if possible at all. Inspection of the functional

relationship defined by Eq. (5) reveals the following main varia-

bles: depth-averaged velocity, Uj, depth in the verticals, dj, and

distance between verticals, (bjþ1 − bj−1). According to the above-

mentioned considerations, we associate the Qtop and Qbottom uncer-

tainties to the depth-averaged velocity. In addition to the above

variables, there are uncertainties associated with the models used

for determining the discharge in the measured area,QMO, and those

associated with the unmeasured areas close to the edges, QRe,

and QLe. Ensuing from Steps 3 and 4 of GUM framework, and

using Eq. (5) as functional relationship for the measurement of total

discharge, the analytical expression for the combined standard un-

certainty of the total discharge is

ucðQtÞ ¼

�

X

23

j¼1

uðUjÞ
2

�

∂Qt

∂Uj

�

2

þ
X

23

j¼1

uðdjÞ
2

�

∂Qt

∂dj

�

2

þ
X

23

j¼1

uðbjÞ
2

�

∂Qt

∂bj

�

2

þ 2
X

22

j¼1

X

23

jþ1

�

∂qn;j

∂Uj

��

∂qn;jþ1

∂Ujþ1

�

uðUjÞuðUjþ1ÞrðUj;Ujþ1Þ

þ 2
X

22

j¼1

X

23

jþ1

�

∂qn;j

∂dj

��

∂qn;jþ1

∂djþ1

�

uðdjÞuðdjþ1Þrðdj; djþ1Þ þ 2
X

22

j¼1

X

23

jþ1

�

∂qn;j

∂bj

��

∂qn;jþ1

∂bjþ1

�

uðbjÞuðbjþ1Þrðbj; bjþ1Þ

þ uðQMOÞ
2 þ uðQReÞ

2 þ uðQLeÞ
2

�

1=2

ð6Þ

where qn;j = elemental discharge for subsection j. The terms uðUjÞ,
uðdjÞ, and uðbjÞ are summing up all the elemental uncertainties af-

fecting the measurements of the depth-averaged velocities, vertical

depths, and distances from the start bank, respectively. These

elemental uncertainties are cumulated using the root-sum-square

(see Step 2 in Fig. 1) as further described in the discussion of the

UA case study. The partial derivatives in Eq. (6), labeled sensitivity

coefficients in GUM terminology, describe how the estimate of the

output quantity will be influenced by small changes in the estimates

of the input quantities. The sensitivity coefficients are determined

numerically as second-order approximations (e.g., UKAS 2007;

Bertrand-Krajewski et al. 2021). Terms 4, 5, and 6 in Eq. (6) capture

the contribution of the correlated uncertainties. Terms 4 and 5 char-

acterize correlated uncertainties created by the fact that the total dis-

charge is the sum of discharges whereby velocities, depths, and

subsection widths are measured with the same instruments in con-

secutive subsections. The three input variables (velocity, depth, and

width) are affected by correlated uncertainties regardless of the

velocity-area method used for determining the total discharge.

The seventh term in Eq. (6), uðQMOÞ, is primarily related to the

discharge estimation model used for discharge calculation. Based

on engineering judgment and experience with the measurement

method, it should consider all the measurements uncertainty

sources that cannot be directly attributed to the abovementioned

variables (see also Table 3). Consequently, the uðQMOÞ term ag-

gregates uncertainties induced by the discharge model used for

computation, uðQmoÞ and sources of uncertainties associated

with the measurement protocols, and the conditions during data

acquisition over the measured area, i.e., the number of verticals

where velocities are acquired, uðQnvÞ, and influence factors

(e.g., weather, operator skills, etc.) affecting the measurement

protocol, uðQopÞ, respectively. The last two terms are associated

with the model used for calculating the right and left edge dis-

charges, uðQReÞ and uðQLeÞ. Given that the last three terms are

directly affecting the determination of the total discharge (i.e., the

measurand), their corresponding sensitivity coefficients are unity.

Care should be taken to not double count operational errors af-

fecting individual variables (e.g., water salinity directly affects

the velocity data) and those affecting the measurement protocol

(e.g., operator skills).

Eq. (6) assumes that the probability distribution associated with

the measurement results is approximatively normal (Gaussian),

which is the case for many practical measurements even if some

of the elemental sources of uncertainties are determined from other

type of probability distributions [JCGM 101 (JCGM 2008b)].

Eq. (6) is fully compliant with GUM and HUG (ISO 2020) formu-

lations and it is different from those in ISO 748 (ISO 2007a) and

other related publications through several aspects. First, it strictly

follows the generic uncertainty propagation equation used by GUM

(see Step 3 in Fig. 1) that is dimensional expressed in discharge

units (e.g., m3=s). Second, each of the independent variables are

associated with their uncertainty sources and sensitivity coefficients

(that can be positive or negative and account for the variation of the

variables across the section). A direct consequence of the above

factors is that it allows to distinguish the individual contribution

of each uncertainty to the total budget, rather than lumping them

in compounded uncertainties. Third, the equation allows to separate

correlated and uncorrelated sources of uncertainty in a systematic

way. Finally, the final result of a measurement, UðQtÞ, is expressed
as the best estimate for the measurand along with its uncertainty

and a confidence interval in reporting the uncertainty. This interval

is expected to contain a large fraction of the distribution of values

that can be reasonably attributed to the measurand. Such an inter-

val, labeled expanded uncertainty in Fig. 1, is obtained using a

© ASCE 04024041-6 J. Hydraul. Eng.



coverage factor that multiplies the combined standard [JCGM 100

(JCGM 2008a)], as follows:

UðQtÞ ¼ kucðQtÞ ð7Þ

The coverage factor, k, in this equation requires knowledge of

the probability distribution for the input and output quantity

[JCGM 100 (JCGM 2008a)]. The simplest, and often adequate, ap-

proach is to assume k ¼ 2 corresponding to an interval of 95% level

of confidence.

UA Case Study

The customized experiments reported herein were conducted at

the Korea Institute of Civil Engineering and Building Technol-

ogy’s River Experiment Center (KICT-REC), located in Andong,

Korea. A similar GUM implementation, also compliant with (ISO

2020), is provided in Bertrand-Krajewski et al. (2021), Section

8.3.4. The last implementation example is, however, demon-

strated with synthetic point-velocity data distributed regularly

over prismatic or circular cross sections using several simplifying

assumptions [i.e., the Fx and Fz in Eq. (2) are set to unity and the

unmeasured areas near the boundaries are only rough estimates].

Besides the above-mentioned studies, the authors do not have

knowledge of a similar UA natural-scale study following strictly

GUM specifications.

Experimental Conditions

The three KICT-REC outdoor experimental channels used river

water for feeding the flumes. The channel bed and banks were made

of local natural material including native vegetation (see Fig. 5).

The flumes were equipped with multiple monitoring devices for

controlling the flow stages and discharges. Customized measure-

ment platforms were available to accommodate experiments geared

toward assessment of instrument performance and their uncertain-

ties. With a maximum discharge of 10 m3=s, the KICT-REC flumes

can realistically replicate low to moderate flows occurring in small

natural streams. The KICT-REC measurement environment also

enables repetition of the measurements in close-to-ideal conditions

that ensures a robust assessment of individual sources of uncertainties.

In such environment, measurements can be repeated by “freezing”

all the sources of uncertainties except the one that is subject to the

evaluation. The Type A evaluations carried out in this case study

used this approach.

At the time of the experiment, the channel cross section had

slightly vegetated channel banks and bottom growing on a coarse

sand substrate. The bed was stable during the experiments as shown

by the pre- and postsurveys of the cross section in the test area.

Essential aspects of the facility and flow conditions for the case

study are provided in Tables 1 and 2, respectively. The three

SonTek microADVs used in the study were installed on mobile tra-

verse set across the channel, as shown in Fig. 5. Velocities in points

were acquired with an ADV attached to a mechanically operated

rod with finest graduation of 0.0008 m. The ADV data were ac-

quired in 208 fixed locations arranged in a preestablished grid,

shown in Fig. 4. The distance between the verticals was 0.25 m to

ensure a high-density of measurements across the stream section

for a robust estimation of the reference discharge and good sample

for testing the sensitivity of the uncertainty associated with the

number of verticals. This spacing also ensures that each panel con-

veys less than 10% of the total discharge as recommended by ISO

1088 (ISO 2007b) standard. The overall duration of the experiment

was 32 h. The flow steadiness and uniformity were tracked 9 h

before the experiment and over the whole duration of the experi-

ment with dedicated sensors (Kim et al. 2018).

Given that UA studies require a reference for uncertainty eval-

uations, a benchmark for the study was created. Ideally, such a

benchmark should be acquired with a high-quality instruments dif-

ferent from the ones subject to UA. The controlled measurement

Fig. 5. Flume specifications and images of the experimental channel used in the study. (Image by Jongmin Kim.)

Table 1. Experimental channel specifications

Channel descriptor Details

Configuration Straight

Cross section Trapezoidal

Bed slope 0.00125

Length 560 m

Boundaries Vegetated

Test section 470 m (from entrance)

Max. discharge 10 m3=s

Table 2. Flow specifications

Variable Value

Discharge 2.05 m3=s

Channel width 6.5 m

Averaged velocity 0.56 m

Maximum velocity 0.89 m

Averaged depth 0.61 m

Maximum depth 0.85 m

Aspect ratio 10.72

Reynolds number 308,209

Froude number 0.23
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environment offered by the KICT-REC facility equipped with high-

precision, high-resolution instruments, and well-established meas-

urement protocols, offers favorable conditions for the creation of a

benchmark data set that is close enough to being considered as

reference for uncertainty assessments. A similar approach is used

by Bertrand-Krajewski et al. (2021).

Taking advantage of the high-spatial density of ADV velocities,

the mean streamwise point velocities acquired over 90-s sampling

duration (Muste et al. 2021) could be reliably extrapolated to the

top and bottom of the vertical using a logarithmic (or similar) veloc-

ity model applied to all the ADV measurements in individual ver-

ticals. For our case, the “reference” velocity distribution is the “log

law,” as illustrated in Fig. 6 for vertical #12. Assuming negligible

integration errors, the equation for the regression lines in each

vertical is considered as reference velocity. Using log-law velocity

profiles in verticals #1 to #23, the cross-section geometry surveyed

by multiple methods (see section on the depth instrument accuracy

in the Appendix), and the edge discharge obtained with additional

measurements in the edge areas (Kim 2021; Muste et al. 2021)

enabled to determine the “reference” discharge reported in

Table 2.

Identification and Evaluation of Elemental Uncertainty
Sources

Table 3 provides the summary of the identified uncertainty sources

and their estimates as documented by direct measurements con-

ducted in the case study (Type A) or prior knowledge and expert

judgement (Type B). The previous standards [especially ISO 748

and ISO 1088, also referred to in HUG (ISO 2020)] are helpful in

providing some of the Type B elemental uncertainties. Short de-

scriptions for individual error sources and considerations on the

estimates are provided in the Appendix. Type A uncertainty esti-

mates contained in Table 3 were obtained through three repeated

field measurement campaigns carried out in the Andong experi-

mental channel, each lasting more than 30 h. The flow conditions

for the repeated measurements were practically the same, with

discharge differences less than 7%. The small difference between

the bulk flow parameters for various experiments ensures that the

values of estimated uncertainties are transferable among the three

experiments. During the uncertainty assessments, it was aimed at

capturing the effect of the individual uncertainty sources acting in

isolation, hence qualifying for the “freezing” approach desired in

the evaluation of the individual sources of errors.

Type B uncertainties were selected from various sources as

specified in the last column of Table 3. All these data sources were

deemed rigorous with respect to uncertainty assessment proce-

dures. However, given that the information on some elemental un-

certainty might be different in various sources, critical judgement

was used to select estimates that are most relevant to our specific

measurement situation. The elemental uncertainties associated with

each group are aggregated using the root-sum-square (see Step 2

in Fig. 1) to obtain the standard uncertainty for each variable in

Eq. (6).

There are several notable aspects about the information con-

tained in Table 3, as follows:

• The instrument accuracy for the measurement of the variables in

the functional relationships [Eq. (5)] is estimated without ac-

counting for improperly reported calibration data, sensor drift,

or inappropriate instrument maintenance or operations. Given

that these latter aspects are instrument and situation specific

(i.e., measurement environment and instruments’ operations),

they are included in the operational conditions category that

is associated with all the uncertainty sources.

• Care was taken to avoid double counting of the same source of

uncertainty in more than one group, with special attention to

operational conditions sources that are affecting all uncertainty

groups.

• The distribution of the sample measurements for estimation of

the individual uncertainty sources is usually assumed to be nor-

mal (i.e., Gaussian) if not otherwise noted. Estimation of other

forms of probability distributions (i.e., rectangular, triangular, or

trapezoidal) requires specialized tests that are difficult to obtain

in field conditions due to the variability of the measurement

environment.

• The standard uncertainties for the elemental uncertainty sour-

ces are assumed to be derived from large enough statistical

samples, hence having an infinite degree of freedom. Strictly

speaking, a large sample from statistical considerations would

imply to acquire more than 30 repeated measurements (for avoid-

ing the use of Student t distribution for the determination of the

coverage factor, k). However, many uncertainty estimates are

obtained from samples of less than 10 repeated measurements

because obtaining larger samples is too expensive, or quite

impossible, to gather when confronted with the natural flow

variability during the measurement process.

• Estimation of the coverage interval for the reported uncertainties

is given for a 95% confidence level with a coverage factor

of k ¼ 2.

Estimation of Total (Expanded) Uncertainty in
Discharge Measurement

The total uncertainty of the discharge using the ADV point-

velocity measurements is obtained following the algebraic calcu-

lations shown in Steps 3 and 4 of Fig. 1. The total uncertainty

(expressed by the combined uncertainty) in the flow discharge is

obtained with Eqs. (6) and (7) using a coverage factor of k ¼ 2.

The combined uncertainties associated with the main measured

variables (mean velocity in the verticals, uðUjÞ, depth in verticals,
uðdjÞ, distance between verticals, uðbjÞ, and with the discharge

Fig. 6. Illustration of the approach for determining the “reference” ve-

locity profile in vertical #12.
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estimation model, uðQMOÞ, are aggregated through the following

relationships:

uðUjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

uðUacÞ
2 þ uðUsdÞ

2 þ uðUvdÞ
2 þ uðUvmÞ

2 þ uðUopÞ
2

q

ð8Þ

uðdjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

uðdacÞ
2 þ ðdopÞ

2

q

ð9Þ

uðbjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

uðbacÞ
2 þ uðbopÞ

2

q

ð10Þ

uðQMOÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

uðQmoÞ
2 þ uðQnvÞ

2 þ uðQopÞ
2

q

ð11Þ

Notations and essential specifications for all elemental sources

of uncertainties are provided in Table 3 and the Appendix, respec-

tively. Noting the absence of estimates for the correlated uncertain-

ties in Table 3, the corresponding terms in Eq. (6) are also dropped

in the evaluation of the uncertainty for the final result.

The calculation of the total discharge and the propagation of the

elemental uncertainties generated in the measured and unmeasured

areas of the cross section were conducted using the QMsys Enter-

prise (Qualisyst 2019). A dedicated interface, labelled QMSys

Calculator (Qualisyst 2019), was used for providing the functional

relationship and the values for elemental uncertainties in Table 3.

This GUM-compliant software is executing Step 3 in Fig. 1 using

interactive graphical user interfaces (GUI) that aid users with the

data reduction process, as well as visualizing the UA results and

summaries in a user-friendly format (Muste and Lee 2011).

The software is initiated by typing in the software Eq. (5) for the

functional relationship of the measurement process. Eqs. (6)

and (7) are numerically determined by the software. A confi-

dence level of 95% was uniformly applied to the elemental sour-

ces and total uncertainty.

The QMsys Enterprise software is also capable of estimating

uncertainties in results using the MCM, an approach often used

as a means of “validation” for the GUM conventional method

(Bertrand-Krajewski et al. 2021). The reason for choosing MCM as

reference is that it does not require special provisions for Type B

of uncertainties. If both methods produce close results using the

same inputs for the variance of elemental sources of uncertainties,

then the law of propagation of uncertainty can be applied, which

may be more convenient, especially with repetitive calculations.

If the results are not equivalent, then the MCM should be used

(Bertrand-Krajewski et al. 2021). The results of the QMsys pro-

duced for this case study obtained with the GUM protocol for

propagation of variances (labelled GUF in the software) and MCM

simulations are shown Table 4.

The graphical comparison of the two GUM-complaint ap-

proaches is illustrated in Fig. 7. The data in the table illustrate that

the expanded standard uncertainties estimated by the conventional

GUM andMCM are in good agreement. The MCM validation, with

respect to the GUM uncertainty framework (GUF), was also veri-

fied by calculating a tolerance interval. An absolute difference

between the endpoints of the two coverage intervals (dlow and dhigh
in columns 7 and 8 of Table 4) is less than the numerical tolerance

value for δ in column 9, leading to the conclusion that GUF esti-

mated was validated for this case study.

Table 4. Results of the QMSys software for the estimation of the total (expanded) uncertainty UðQtÞ

Assessment

method

Number of

trials (M)

Estimated

mean (Qm)

(m3=s)

Combined

standard uncertainty

[ucðQmÞ] (m
3=s)

Expanded standard

uncertainty (95%

confidence interval)

dlow dhigh

Numerical

tolerance, δ

GUF

validated(m3=s) (%)

GUF n/a 2.048 �0.034 �0.067 �3.28 N/A N/A N/A N/A

MCM 106 2.048 �0.034 �0.067 �3.28 1.981 2.115 3% Yes

Note: GUF = GUM uncertainty framework.

Fig. 7. Graphical comparison of the results obtained with the QMSys software using the first-order, second-moment (GUF) and MCM estimation

approaches.
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The value of 3.28% for the expanded uncertainty of the mea-

sured discharge (estimated at 95% confidence level) is well within

the 5% value stated as the acceptable uncertainty for qualifying a

measurement of satisfactory quality. However, given the overall

good quality of the experiments (i.e., flow in the facility, measure-

ment environment, instruments, and controlled execution of the ex-

periments), the value of the expanded uncertainty may be deemed

as large considering that, at natural-scale sites, multiple uncertainty

sources may be simultaneously present that can easily exceed the

5% accepted threshold for discharge estimation. Another important

UA outcome is the uncertainty budget illustrated graphically in

Fig. 8. The uncertainty budget plays multiple roles if the identifi-

cation of the uncertainties considered in the analysis is complete

(see the “Discussion” section).

Discussion

Ignoring UA is no longer a choice for data producers, as data users

increasingly call for confidence that the measured data can stand

comparisons across agencies as well as scientific and legal scrutiny

(Pappenbergen and Beven 2006). Special attention is given to the

estimation of the uncertainty for streamflow measurements, one of

the most critical variables for water resources and water-hazard

forecasting. The analysis presented in the previous section along

with the data provided in the Appendix illustrate a realistic

implementation of the GUM-based UA protocol in quasi-natural

measurement environment using elemental sources of uncertainty

determined from our own and previous experiments. We realize that

the presented case study is not typical for routine in situ discharge

measurements where many of the measurement procedures cannot

be executed as straightforward as described herein. While the im-

plementation results are valid only for the conditions of the pre-

sented case study, the UA illustration offers suggestions on how

the GUM framework can be implemented to other hydrometric

measurements. Some lessons learned and hints inferred from the

present and previous uncertainty analyses conducted by these au-

thors are highlighted below.

GUM UA Is Doable

This paper, as well as previous case studies conducted by the au-

thors in open-channel flows (e.g., Muste and Lee 2011; Muste

2017b; Muste et al. 2012, 2021) and in urban drainage and stormwater

management systems (e.g., Bertrand-Krajewski et al. 2021), illus-

trate that the full-fledged GUM-UA framework can be executed

if proper resources are secured. These illustrations highlight the

capability of the framework to adapt to diverse measurement situa-

tions, including typical streamflow measurements. While the results

of the study are not readily usable for typical in situ measurements,

the contribution of this study is identification of the sources of un-

certainties and reporting details on how uncertainties at all levels are

rigorously estimated as specified by rigorous protocols.

The analysis conducted in this study highlights that the execu-

tion of UA requires not only a robust understanding of the UA

fundamentals, but also cross-disciplinary knowledge on the flow-

related and instrument-sensing processes, instrument configuration

and components, and measurement methods and their execution in

various environments. Typically, these areas are mastered by differ-

ent specialization areas or sub-areas, therefore collaboration among

various actors is paramount. This paper also demonstrates that the

burdensome UA computations are rapidly being (more than) com-

pensated for by the availability of computer processing power.

Currently, there are more than 50 GUM-compliant software pack-

ages available (Muste 2017a).

Selecting and implementing a generic UA framework such as

GUM in the practice of a professional community are actions that

require long-term commitment and effort. This paper, ensuing from

more than a decade of sustained effort to adopt UA in hydrometry,

intends to provide readers with an overview of the benefits of using

a judiciously selected UA framework and demonstrating that it can

be successfully applied for assessment of measurement uncertainty.

According to Thomas (2002), the following steps are essential in

the adoption of a community standard: evaluation, prioritization,

implementation, planning, accessing various resources, and main-

taining the drive. The effort made by the WMO’s Project, “Assess-

ment of the Performance of Flow Measurement Instruments and

Techniques,” is an example in this regard (Pilon et al. 2010). Similar

efforts are emerging in other water-related communities (Wahlin

et al. 2005; Bertrand-Krajewski et al. 2021).

UA Brings a Suite of Benefits

Besides its main role of quantifying the quality of the data, UA

implementation can bring several additional benefits (e.g., NAP

2013; Kline 1985). Convincing arguments by McMillan et al.

(2017) reveal the critical roles played by UA in water management

Fig. 8. Graphical illustration of the uncertainty budget for the total discharge.
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applications (from reducing project costs to making robust and

publicly acceptable decisions at a time of increased uncertainties

produced by stresses on water resources from natural and human-

induced causes). It is beyond the scope of this paper to detail all

these benefits. Instead, we will focus on UA benefits ensuing from

the present analysis.

1. Improving the measurement process and its outcome. The first

illustration of the benefits of the present UA analysis is the

uncertainty budget output by the UA analysis via the law of

propagation of uncertainty (see Fig. 8). This budget reflects the

percentage contribution of each term to the sum under the

square root in Eq. (6). Similar budgets obtained with MCM are

reported in Moore et al. (2016) and Díaz Lozada et al. (2023).

These illustrations are powerful tools for all actors involved in

the measurement process, from instrument manufacturer to

instrument operators and managers of streamflow data. The

uncertainty budget offers a synoptic view of all aspects of the

measurement process and suggests optimization measures and

their order of priority. The uniform and rigorous application of

the UA methodology through controlled experiments, such as

those reported here, are also helpful to evaluate how a new in-

strument or discharge measurement method performs in sim-

ilar or different conditions.

2. Informing the strategy for the measurement process. The second

benefit illustration refers to several sources of uncertainty di-

rectly dependent on the operator’s actions. Specifically, sensi-

tivity analysis was conducted to test the impact of operator

choices on uncertainty in the depth-average velocity, uðUjÞ
(directly influenced by selection of the number of points in

the verticals and of the sampling duration for each point-velocity

measurement), and on the uncertainty in the number of verticals

(directly influenced by the selection and distribution of the ver-

ticals for acquiring individual point velocities). The description

of the uncertainty sources and their estimation is provided in the

Appendix. By varying the operator’s options over a range of

scenarios, dependencies were created for the impact of the

elemental uncertainties uðUvdÞ, uðUsdÞ), uðQnvÞ on the total

discharge uncertainty as illustrated in Fig. 9. The synthetic il-

lustration presented in Fig. 9 suggests that most of the attention

for new discharge measurements with point velocities should be

given to the number of verticals sampled over the cross section

rather than to the sampling duration or the number of points

acquired in verticals. This easy-to-understand illustration can

unquestionably enhance the strategies to conduct measurements

with VA method by helping operators to weigh in on various

options and identify the best strategy for the time and resources

they have at hand prior to measurement execution.

The ranges of variation for the three uncertainty sources plotted

in Fig. 9 are strictly valid for measurements with micro-ADV ac-

quired in turbulent channel flows similar to those tested in the

KICT-REC experiments (i.e., streams of similar aspects ratios

without prominent changes in the boundary geometry). It should

be noted that these uncertainty ranges are slightly narrower and

sensibly lower than values currently provided in the ISO 748

(ISO 2007a) hydrologic standard. These differences are due to

the highly favorable measurement environment, the superior

capabilities of the instrumentation, and the careful measurement

design and execution in the KICT-REC case study in comparison

with those typically encountered in field studies. From this per-

spective, it can be stated that the uncertainty estimates illustrated

in this study are closer to the lower range of the uncertainties for

this kind of measurements. The insights of the above evaluations

are, however, valid for other in situ measurements with the VA

method. The information is particularly important because the

guidelines for sampling point velocities across the section vary

widely among various national hydrometric agencies (Le Coz

et al. 2012; Despax et al. 2016b).

GUM UA Practicality

The present embodiment of the GUM framework applied to a set of

experiments conducted with acoustic point-velocity meters and VA

method highlights the complexity required for implementing GUM

or any rigorous UA method. This realization is noted upfront in the

HUG (ISO 2020): “For practitioners of hydrometry and for engi-

neers, the GUM is not a simple document to refer to” as the frame-

work was developed by professionals with a working knowledge of

statistical and mathematical backgrounds. The one-time analysis

presented here for one measurement method and one instrument

makes it also obvious that UA can easily exceed the resources avail-

able for a typical hydrometric project. Additional costs are incurred

to implement such analyses within routine data acquisition and

training personnel programs of the monitoring agencies.

UA implementation for practical situations is a long-term target

due to cost, complexity of uncertainty assessments, institutional re-

sistance, and the additional data acquisition and processing proce-

dures needed (e.g., customized experimental protocols, tools for

processing and storing data). Notable progress along the UA tech-

nical side is the release of the HUG (ISO 2020) guide that strives to

adapt the GUM framework for practical needs of hydrometric

Fig. 9. Dependencies of the total uncertainty in the measured discharge on the elemental uncertainties. An illustration is shown for selecting

8 verticals, 40-s sampling duration, and 6 sampling points in the vertical. The total uncertainty is 3%.
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engineers and data managers. Further efforts for changing the UA

implementation paradigm rely on: (1) providing UA implementa-

tion examples using data from routine hydrometric measurements;

(2) sharing the data relevant to UA in well-structured databases to

enable access to the much-needed Type B uncertainty evaluations;

and (3) developing computational and operational tools embedded

in software packages that are readily operable by users not familiar

with the UA framework.

Adopting UA Requires Concerted Community Efforts

The pressing need to include UA in practice in the hydrometric

communities is partially due to a bewildering proliferation of uncer-

tainty methods published in the literature (e.g., Hall and Solomatine

2008; Kiang et al. 2009). Ideally, a unique procedure applied across a

wide variety of instruments and methods is preferable to using multi-

ple specific methodologies. One such procedure is the GUM frame-

work. Attaining this target requires coordinated efforts to rally

around generic and rigorous UA protocols and making concerted

community efforts for their adoption and gradual implementation.

Community and individual trainings are needed to fill the gaps in

the required UA knowledge (Coelho et al. 2019) and to converge

on how to conduct UA in a more practical manner that enables ad-

dition of UA when taking in situ measurements. At this time, how-

ever, the data necessary for UA are not always available, so new data

collection campaigns (perhaps including time-consuming expert elici-

tation exercises) may need to be commissioned (Hall and Solomatine

2008). Given the high cost of the UAs, data exchange and sharing are

essential for community adoption and sustained UA implementation.

The data archiving and exchange should be sensitive to all parties in-

volved with the data: producers, providers, and users [see Chapter 10

in Bertrand-Krajewski et al. (2021)].

Conclusion

Streamflow data are typically provided without accompanying un-

certainties under the motivation that UA is arduous and expensive.

However, the lack of uncertainty on the data raises concern about

the reported results and all the derived information that are drawn

upon that data. While the instruments, measurement and uncer-

tainty quantification methodologies have advanced and are quite

mature at this time, practical UA implementation is lagging because

of the lack of convergent guidance and implementation examples.

The following contributions of this work are aimed to fill this

knowledge-action gap by:

1. Illustrating the implementation of the widely accepted GUM

uncertainty analysis framework to the streamflow measurement

through a step-by-step description.

2. Identifying and assessing with customized experiments some of

the sources of uncertainty active in a natural-scale measure-

ments and suggesting practical approaches to circumvent the

expensive estimation of uncertainties at the individual variable

level.

3. Discussing the uncertainty analysis results and the benefits

brought by it.

To the best knowledge of the authors, this is the first published

account of a detailed GUM implementation for discharge measure-

ments with ADV measurements. While the presented example is

meant to be generic, we realize that much more such examples

are needed to upscale the implementation of uncertainty analysis

for in situ measurements.

This paper demonstrates that, although analysis using rigorous

UA frameworks is a complex undertaking, it is a doable task.

Furthermore, the paper points at the high costs of full-fledged

UAs, while also demonstrating that their outcomes produce multi-

ple benefits that pay back the initial investments by leading to more

robust and publicly acceptable decisions and reducing the costs of

the measurements. Finally, we recognize that UA adoption contin-

ues to face resistance. This is quite unfortunate, as there are abun-

dant resources (especially in computer power and communication

technologies) that can support a more accelerated UA adoption.

This paper calls for community convergence and commitment

toward making uncertainty analysis a standard practice for the hy-

drometric profession.

Appendix. Assessment of the Elemental Error
Sources

Provided below are short descriptions and estimates for the stan-

dard uncertainties associated with the variables involved in the dis-

charge determination using velocity-area method and ADV point

measurements. We organize the discussion of the uncertainties

using the following variable grouping:

• depth-averaged velocity, Uj, that includes uncertainties associ-

ated with Qtop and Qbottom

• depth of the verticals, dj
• distance between verticals, ðbjþ1 − bj−1Þ=2
• model for discharge calculation, QMO

• model for the edge discharge calculation, QRe and QLe

The estimation of the uncertainty sources is succinctly described

one-by-one providing sufficient and clear information for making

possible the replication of the estimations such that updates can be

made when new data or information become available.

Depth-Averaged Velocity in Verticals, u�U j�

Instrument Accuracy, u�Uac�

The quality of the ADVmeasurement is dependent on the presence,

density, and size of the particles within the sampling volume that

reflect the transmitted signal to the instrument transducers

(i.e., backscattering). Sufficient backscatter is an essential re-

quirement for the quality of the acoustic measurement devices

(Rehmel 2007). ADVs internally record and report the signal-

to-noise ratio (SNR), the standard error of velocity, the angle

of the measured flow relative to the axis of the probe, and other

parameters that are useful in quantifying the measurement of

mean velocity with ADV. Occasionally, incorrect modulation

can occur in internal data processing that is not filtered out by

instruments. In such occasions, the algorithm proposed by

Goring and Nikora (1998) is suggested to be applied in postpro-

cessing before conducting UA. This correction is not common

practice in streamflow measurements.

Ideally the estimation of the uncertainty in the mean velocity

acquired with ADV should be based on the instrument functional

relationship, i.e., Eq. (4), and on the law of propagation of uncer-

tainty (Step 3 in Fig. 1). While the above path is recommended

when sufficient resources are available, a more economical alter-

native for assessing the instrument accuracy is to directly compare

the mean velocity acquired with ADV and another instrument pre-

viously calibrated at primary standards (Fulford et al. 1999). A suf-

ficiently good instrument is the Pitot tube, a simple and accurate

instrument for mean point velocities (Stern et al. 1999). The com-

parison of the measurements should be done for the range of con-

ditions in the new experiment. Both abovementioned alternative

paths are considered Type A evaluations.

Given the limited resources available for the present study, we

use a Type B evaluation instead. Fortunately, there are multiple
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laboratory and field studies documenting that the three components

of the flow velocity acquired with ADVare well resolved in a vari-

ety of flow conditions (Anderson and Lohrmann 1995; Lane et al.

1998; Voulgaris and Trowbridge 1998). The comparison of a down-

looking 10-MHz ADV with a laser doppler velocimeter (a top

instrument for velocity measurements) showed 1% difference in the

mean velocity (Voulgaris and Trowbridge 1998). The velocity

measurement with the ADV might be affected by acoustic interfer-

ence when the sampling volume is close to (i.e., at about 1 cm near

bed or free surface) firm or soft boundaries. We use herein well-

maintained ADV probes with an assumed uncertainty of 1%

(Lemmin 2017). This value includes the impact of doppler noise

and velocity ambiguity; near-sensor phase distortion and averaging

over sampling volume; and electronic circuitry noise and A/D con-

version. Note is made herein, that the latter impacts are also depen-

dent on the velocity magnitude and turbulence intensity.

Sampling Duration, u�Usd�

There are several studies specifically analyzing the issue of sam-

pling duration in relationship with the quality of the measured

velocities with ADV (e.g., MacVicar and Sukhodolov 2019;

González-Castro and Lee 2020). The most-often used guidelines

for setting the sampling duration for the measurement of mean

velocity in channel flows are Table E.3 and Table G.3 for “exposure

times” in the ISO 748 (ISO 2007a) and ISO 1088 (ISO 2007b) stan-

dards, respectively. These standards were developed to estimate un-

certainty of stream discharges determined with the velocity-area

method in conjunction with point-velocity measurements acquired

with mechanical velocimeters.

Results of a study conducted at the KICT-REC site to determine

the impact on sampling duration for acquiring mean velocities with

ADV (acting in isolation) on the discharge values (Type A evalu-

ations) are shown in Fig. 10 (Muste et al. 2017). These estimates are

valid for areas away from the stream boundaries. It is expected that

the values shown in Fig. 10 are close to the lower bound of the

range for this uncertainty source because of the controlled exper-

imental conditions used in the study. More general aspects of the

sampling duration in conjunction with the turbulence scales of the

flow are provided in Muste et al. (2021).

Vertical Sampling Mode, u�Uvd�

This source of uncertainty is recognized as a major (but not the

dominant) contributor to the streamflow uncertainty (e.g., Le Coz

et al. 2012). The most-often used sources for this uncertainty are

Table E.4 and Table F.1 in ISO 748 (ISO 2007a) and ISO 1088

(ISO 2007b), respectively. These standards offer uncertainty esti-

mates for depth-averaged velocities sampled at 1 to 10 points set at

prescribed depths in the vertical (a.k.a., reduced points) with

mechanical current meters. However, in practical applications,

there are several measurement approaches to obtain the depth-

averaged velocities that are not included in these ISO standards.

To counteract this limitation, Le Coz et al. (2012) propose a

new approach labeled Q+ for estimating the uncertainty associated

with both vertical and horizontal sampling. In this approach, the

vertical velocity sampling is based on linear interpolation in the

measured layer and various extrapolation options in the unmeas-

ured top and bottom layers. Their estimation approach also distin-

guishes between the method that is used to calculate the discharge

(i.e., mid- or mean section). Comparison of ISO 748 with the Le

Coz et al. approach shows good agreement for 5 or 6 sampled

points (about 2%) but larger differences for lower density sampling

(5%–10% for 1–3 points). For the present case study, we take

advantage of the high-density point velocities measured at the

KICT-REC facility to first obtain a continuous velocity profile

(see Figs. 4 and 6) that can be resampled with any number of speci-

fied locations (Kim et al. 2018). A sensitivity test to assess the

changes in the estimated discharge was done considering 12 ver-

ticals sampled with variable number of points, from one point to all

acquisition points in the vertical (see Fig. 4). The analysis results

applied to the case study are plotted in Fig. 11.

Vertical Velocity Distribution Model, u�Uvm�

This type of uncertainty is typically involved when a nonstandard

approach is taken to sample point velocities in the vertical. For this

situation, recourse is made to a velocity distribution law that is

extrapolated in the top and bottom of the vertical, where velocities

cannot be measured with the instruments due to the presence of the

interfaces. The debate for the most appropriate velocity distribution

model in the vertical is a classic topic in open-channel hydraulics

(e.g., Nezu and Nakagawa 1993; Guo et al. 2005). It seems that

there is a convergence toward adopting log- and power-law for the

velocity distribution in the vertical without a final agreement yet on

the best approach for all situations. Most probable, each of these

distribution laws are better suited for some subclasses of turbulent

open-channel flows than for others while the type and the flow

range of these subclasses remain still unspecified. Keeping in mind

this situation, we took advantage of the dense number of points

acquired with ADV for each vertical in our case study to determine

the discharge using: (1) the log law; (2) the general power law; and

(3) the 1/6 power law (see Fig. 12).

In this analysis, we choose the log-law as reference for the

velocity distribution, evaluating the other options against this

ad-hoc chosen reference. The input information for estimating the

Fig. 10. Sampling duration impact on discharge estimation. (Data from

Kim et al. 2018.)

Fig. 11. Impact of the number of point measurements over the verticals

on discharge estimation.
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depth-average velocities is uniformly applied for each measured

vertical and across all tested distribution laws. The depth used

for the analysis is determined from the survey with a total station.

Sample comparison of the abovementioned distribution laws for

vertical #12 illustrated in Fig. 4 is provided in Fig. 12(a). Fig. 12(b)

displays the velocity profiles across the channel section using the

distribution laws shown in Fig. 10(a). The numerical results of the

impact of choosing various velocity distribution models for esti-

mating the discharge for the present study are provided in Table 5.

The present analysis is a typical example of “freezing” approach

implementation in the conduct of the uncertainty analysis (i.e., vary-

ing one source of uncertainty while keeping all the others the same

in the comparison).

Correlated Bias Errors, r�Uj;Uj� 1�

Correlations occurring between the variables in the functional

relationship of the measurement lead to covariances [JCGM 100

(JCGM 2008a)]. Correlations can be produced by, for example,

measuring input quantities with the same instrument or use of

the same method for calibration of the instruments [JCGM 100

(JCGM 2008a)]. This is obviously the case for the streamflow

measurement relationship where the depth-averaged velocities,

depths in the verticals, and distances between verticals for individ-

ual subsections (panels) are measured with the same instrument as

the measurements progress over the cross section. Another cause

leading to correlation between measured velocities in adjacent ver-

ticals occurs if the time scale of turbulence is of the same order as

the length of time for collecting the measurements in those verti-

cals. Given that the coefficients of correlations may be positive or

negative, they may contribute to respectively increasing or decreas-

ing the uncertainty of the respective variable in the total uncertainty

budget (Stern et al. 1999; Bertrand-Krajewski et al. 2021).

Detection and quantification of correlations between measured

variables (the last term of the equation in Step 3, Fig. 1) are not

always obvious and should receive special attention. Correlations

between input quantities can be evaluated experimentally by vary-

ing the correlated input quantities or by using a pool of available

information on the correlated variability of the quantities in ques-

tion (Bertrand-Krajewski et al. 2021). Currently, we do not have

knowledge of customized in situ experiments to assess correlated

bias or random errors for streamflow measurements, as these as-

sessments are prohibitively expensive and difficult to conduct in

field conditions. Lacking these evaluations, the typical assumption

in estimating depth-averaged velocity in verticals is that this ran-

dom variable is statistically independent with probability distribu-

tions identically distributed in each vertical (Cohn et al. 2012). In

the present analysis we do not consider this source of uncertainty.

Operational Conditions, u�Uop�

In typical ADV deployment, this elemental source compounds the

effects induced by the instrument (e.g., settings of the velocity

range, sampling range, temperature, and salinity), operations

(e.g., omission or mispositioning of the probe with respect to flows,

movement of the wading rod during the measurement), and site

conditions at the time of measurements (e.g., temperature, wind,

precipitation). Standards do not typically provide information on

the uncertainty associated with these factors. A good type of experi-

ment that can benefit the estimation of the operational condition-

induced uncertainties is the interlaboratory experiment, where

multiple operator teams simultaneously acquire streamflow with

the same type of instruments and preestablished protocols (Le Coz

et al. 2016; Despax et al. 2016a, 2019). The availability of a facility

such as KICT-REC is also appropriate to test and evaluate each of

these sources of uncertainty through repeated measurements in

which individual sources act in isolation. However, given that the

measurement team was well trained, familiar with the instrument

setting and operation, and that the measurement environment was

not considerably affected by any adverse factors, we do not account

for this source of error in the present analysis.

Depth in Verticals, u�d j�

Instrument Accuracy, u�dac�

Guidance on standard errors attributable to individual depth meas-

urement errors in discharge measurements are provided in WMO

(2010), Table I.10.1. The ISO 748 standard prescribes an uncer-

tainty of 0.65% for range of depths relevant to wading (Table E.2).

Fig. 12. Illustration of the uncertainty related to the velocity distribution model adopted for determination of the depth-averaged velocity: (a) comparison

in vertical #12 in Fig. 4; and (b) comparison across all verticals.

Table 5. Estimates of the uncertainty related to the adoption of a velocity

distribution model

Estimation factor

Log

law

Power

law

1/6 power

law

10-pt.

method

Discharge (m3=s) 2.050 2.128 2.044 2.024

Discharge difference (m3=s) — 0.078 −0.005 −0.026

Uncertainty (%) — 3.82 −0.26 −1.25
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The stream bed for the present case study was firm with insignifi-

cant bed mobility. For the well-controlled conditions in our study,

the depths in verticals are determined using the scale attached to the

rod on which the ADV was rigidly positioned on the measuring

platform. For obtaining the actual depths during the measurements,

control points located on the rod and on the mechanical positioning

system attached to the bridge along with another set of control

points on the channel bed were surveyed with the total station. This

procedure allows to determine the actual depths measured from the

rod positioned on the platform. Due to the precise setting of all the

devices associated with the depth measurements, the positioning is

considered free of errors for the present case study.

The choices for the measurement of depth at various locations

across the stream (i.e., bathymetry) are multiple, each of them pre-

senting advantages and disadvantages in terms of easiness of meas-

urement, accuracy, the cost of the instrumentation, and of the

bathymetric surveys. For the present experiments, the depth across

the stream measurement uncertainty is estimated using three alter-

natives illustrated in Fig. 13: total station (Trimble 5601), staff

gauge, and scanning lidar (RIEGL LMS-Z390i). The estimated un-

certainties in the discharge using all the point measurements where

ADV data was collected, along with the three alternative methods

for depth measurements, are shown in Fig. 13.

Table 6 provides the summary of the comparison of discharges

estimated with depths measured across the stream with the three

alternative instruments using the log law for the depth-averaged

velocity model. This estimation is another example of the “freezing”

approach in the conduct of the uncertainty analysis. For the present

analysis we assume that the total station was the most accurate can-

didate for the bathymetry measurements; hence, we consider the

bathymetric depth measurements with total station free of uncer-

tainty. Nevertheless, we include in the analysis the uncertainty

associated with the finest resolution on the mechanical positioning

vernier (i.e., 0.001 m).

Correlated Bias Errors, r�dj;dj� 1�

Similar to the correlated bias errors for point velocities, currently

we do not have knowledge of customized in situ experiments for

evaluation of the correlated bias or random errors associated with

the depth measurements. This source of uncertainty is not consid-

ered in the present analysis.

Operational Conditions, u�dop�

Errors in estimates of the depth of a vertical may occur, from multi-

ple sources, such as positioning the wading rod with varying pen-

etration of the channel bed, difficulty in reading the depth markings

on the wading rod, effects of drag on suspension cables and weights,

or imprecise reading of the free surface water level in the presence of

the inherent water surface. For the present case study, the depth mea-

surements were done with a sturdy mechanical positioning system

without bed contact and lack of other detrimental environmental fac-

tors. Therefore, we deem that this source of uncertainty is negligible

for all measured depths and locations in the verticals.

Distance between Verticals, u�b j�

Instrument Accuracy, u�bac�

There are several recommended methods for measuring distances

between verticals (see ISO 748, Annex B). Values of 0.5% are pre-

scribed for this uncertainty in ISO 748 and ISO 1088 Table E.1 and

Table G.1, respectively. If the uncertainty values cannot be attained,

better techniques or procedures should be employed. In our case,

the distance from a reference point on the fixed platform to the lo-

cation of the probe-supporting rod is precisely measured with a tape

attached to the platform’s rails. Given that the positioning on the

rail is done precisely, only half of the resolution of the finest scale

on the measuring tape (i.e., 0.001 m) is attributed for this uncer-

tainty source.

Correlated Bias Errors, r�bj;bj� 1�

Similar to the correlated bias errors discussed for point velocities

and depth measurements, we do not have knowledge of customized

in situ experiments for evaluation of the correlated bias or random

errors associated with the measurement of the distance between

Fig. 13. Estimates of the cross-section bathymetry.

Table 6. Results for the estimation of the uncertainty related to the depth

measurement with alternative instruments

Estimation factor Total station Staff gauge Lidar

Discharge (m3=s) 2.050 2.061 2.008

Discharge difference (m3=s) — 0.011 −0.042

Uncertainty (%) — 0.55 −2.05
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verticals. This category of uncertainty is not considered in the

present analysis.

Operational Conditions, u�bop�

For the present study, we deem that this uncertainty source is neg-

ligible as the width measurements were acquired by trained oper-

ators from a rigid platform fit with robust positioning system and

under an overall good environment during the execution of the

measurements.

Discharge Model, u�QMO �

Discharge Model for the Measured Area, u�Qmo�

There are several options available for the determination of the dis-

charge in subsections and of the total stream discharge, found in

Rantz (1982), ISO 748 (ISO 2007a), and WMO (2010). According

to the ISO standard, the midsection method used in the present

analysis is quite widespread in the hydrometric community. There

are no studies known to the authors that document the effect of the

method for determining the total discharge. A major difficulty for

this assessment is the lack of a well-established traceable discharge

measurement method for field conditions. In the absence of system-

atic studies documenting the effect of the total discharge methods,

we use results from a previous study where the difference between

different algorithms for the computation of the total discharge were

tested (Muste et al. 2004). Based on this study, the standard uncer-

tainty of this source of uncertainty is set at 0.5%.

Number of Verticals, u�Qnv�

Multiple studies find that this source of uncertainty is a major con-

tributor to the total uncertainty in the streamflow measurement

(e.g., Le Coz et al. 2012; Despax et al. 2016b; Kim et al. 2018).

Prescribed estimates for this uncertainty source are given in Tables

E.6 and F.2 of the ISO 748 (ISO 2007a) and ISO 1088 (ISO 2007b),

respectively. While representing as much as 85% of the total un-

certainty, the ISO standards characterize this uncertainty solely

based on the number of verticals without addressing their spatial

distribution, shape of the riverbed, and cross-sectional flow distri-

bution. The magnitude of this uncertainty source is highly depen-

dent of the measurement site, especially if the channel bed is highly

irregular and the measurement verticals are selected at large dis-

tance among themselves. The number of verticals has direct impli-

cations on the accuracy in the measurement of the depth-averaged

velocity and depth measurements in verticals (Le Coz et al. 2012;

Kiang et al. 2009). In our discussion, we associate the number of

verticals in the uncertainty group, uðQnvÞ, without considering

their effects on velocity and depth measurements to avoid double

counting of elemental errors.

With the realization of the importance of this source of uncer-

tainty, several improvements to the ISO 748 (ISO 2007a) methods

were developed. The first improvement in the estimation of the

number of verticals on the VA midsection approach was developed

by Kiang et al. (2009). In this method, labeled the interpolated vari-

ance estimator (IVE), an additional correction of the variances for

the depth and velocity is accounted for by using a factor derived

from the linear interpolation between the verticals adjacent to the

one where the correction is applied. Given that IVE is based on

statistical analysis applied to directly measured depths and veloc-

ities in successive verticals, it is considered as a Type A evaluation

method. Le Coz et al. (2012) developed an alternative approach,

labeled Q+, whereby they consider additional uncertainties in depths

and depth-averaged velocities in verticals attributed to the type of

transversal integration of these variables. An additional feature of

the Q+ method is consideration of the changes of the transversal

bed slope the bed material. The Q+ method was developed for both

midsection and mean-section VA methods. A third approach from

this category is the flow analog uncertainty estimation (FLAURE)

(Despax et al. 2016b). The method consists in subsampling a set

of multiple high-resolution point velocity data sets (considered as

“references”) acquired in a variety of streams and rivers. The sub-

sampling consists in generating diverse spatial distributions of the

verticals with the aim to simulate the possible choices in approaching

the streamflow measurements by a typical field operator. A compari-

son of ISO 748, Q+, IVE, and FLAURE uncertainty estimation al-

ternatives applied to more than 3,000 gages located in a wide range

of flow conditions and cross-section geometries reveals that Q+ and

FLAURE provide similar values, while the ISO and IVE overesti-

mate the contribution of the number of verticals to the total discharge

uncertainties. The uncertainty difference found in the comparison

ranges between 3% and 15% with a mean value of 5%.

Fig. 14. Impact of the number of verticals and number of points in the vertical on the measured discharge. (Data from Kim et al. 2018.)
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Taking advantage of the high-resolution sampling for velocity in

this case study, the FLAURE method was selected for a Type A

estimation of the impact of the number of verticals on the total un-

certainty for the discharge estimation. The results of the application

of the subsampling protocol developed by Despax et al. (2016b) is

shown in Fig. 14. The number of subsamples and the strategy for

selecting the verticals are described in Kim et al. (2018). By iso-

lating the effect of the other sources of uncertainty, the differences

in the total uncertainty between the reference discharge and sub-

sampled iterations range from 11.8% for 3 verticals to about 1%

for 12 or more verticals. Given that the number of sampled points

in the vertical and the number of verticals are typically decided by

the hydrometrist at the time of the measurement execution, we pro-

vide herein a summary of the combined effect of these two sources

in Fig. 14. The results provided in this figure also confirm that the

uncertainty associated with the vertical sampling is less important

than the one associated with the number of verticals over the cross

section. The combined effect of the number of points in the vertical

and number of vertical in the cross section on the total uncertainty

of the discharge indicate that the impact of number of velocity

points acquired in the verticals does not exceed 5% if the number

of verticals is larger than 6. The impact of this uncertainty decreases

dramatically when the number of verticals increases, becoming

practically insensitive for more than 10 verticals acquired over the

cross section.

Discharge Model for the Edges, u�QRe�, u�QLe�

The uncertainty estimation that accounts for the unmeasured areas

near the banks takes different forms depending on the discharge

estimation algorithm. Most of the proposed methods for edge dis-

charge estimation rely on extrapolations of the velocities measured

in the first and last verticals. HUG (ISO 2020) states that the evalu-

ation of the edge discharges as well as those associated with the top

and bottom unmeasured areas are problematic, requiring critical

thinking when acquiring the data over the measured area and

the additional measurements in the unmeasured areas (sometimes

with different equipment). This source of error varies widely with

the cross-section geometry as well as with the stream aspect ratio

(i.e., average width/depth).

There are several published accounts for the estimation of the

edge discharge uncertainties (e.g., Fulford and Sauer 1986; WMO

2010; Le Coz et al. 2012). For sloped walls, Fulford and Sauer

(1986) assume that the edge is a triangular area extending from

the first and last measured verticals to the water edge on both side

of the streams. Accordingly, the near-shore discharges are given by

QRe ¼ 0.353U1ðb1 − b0Þd1; and

QLe ¼ 0.353U23ðb24 − b23Þd23 ð12Þ

with notation from Fig. 4. The 0.353 coefficient corresponds to a

45-degree angle between the free surface and the sloping bank

lines. For other angle values, the coefficient is given by sin (x),

where x is the angle bank angle as defined above. The coefficient

becomes, for example, 0.13, 0.25, and 0.42 for angles of 15, 30, and

60 degrees, respectively. Eq. (8) was used for estimating the edge

uncertainty with the reference discharges determined from direct

measurements collected within edge area (Kim et al. 2018).

Operational Conditions, u�Qop�

If the guidelines for the acquisition of all measured variables

[e.g., ISO 748 (ISO 2007a)] are strictly followed, this uncertainty

is small. However, even if all precautions related to discharge meas-

urement are taken, adverse operational conditions add errors.

Among these factors are (the list is not sorted by priority) changes

of the material in suspensions from section to section, the presence

of temporary secondary currents in the cross section, getting out-

side the instrument measurement range or the preset operational

parameter range (e.g., depth, temperature, salinity), loosening of

the original tag line position, significant flow disturbance produced

by wind, type of platform used for the measurements, presence of

moving bed, changes of the operation protocols or other settings of

the instruments involuntarily or for undetected reasons, and, the

presence or changes in the environmental factors (e.g., rainfall,

ice, humidity, solar radiation, etc.). Regarding the latter category,

HUG (ISO 2020) prescribes in Table 2 some of the environmental

impacts on these types of hydrometric measurements.

There are some atypical effects on the measurement system that

are brought to attention herein as they have important implications

on the measurement uncertainties. Among them, two have received

special attention: the operator skills (i.e., experience level, habitual

behavior) and flow unsteadiness. Regarding the operator skills, it

was found that the associated uncertainty can be as high as 2.5% for

streamflow measurements using current meters (WMO 2017). The

second atypical effect is related to the presence of unsteady flow,

(i.e., time-variation of the flow), during the data acquisition. Flow

unsteadiness can occur due to natural causes (e.g., flood wave

propagation) or operations at manmade control structures that trig-

ger transitional regimes that can last from the order of hours to days

or even months. As the measurements process can take from mi-

nutes to hours, the steady flow assumption can be used if the

gradual flow time scale is much longer than the duration of the

discharge measurement. Practical guidance offered by ISO 748

standard recommends that the flow can be considered steady if

there are no changes of the flow more than 5% over 30 min. If the

flow unsteadiness during discharge measurements needs to be ac-

counted for, special procedures for removing its influence are re-

quired [e.g., Section 6.2. in ISO 1088 (ISO 2007b); Joannis and

Bertrand-Krajewski 2009)].

None of the above conditions were noticed during our case

study measurements, as proven by the stability of the flow over 9 h

prior to starting the production measurements when the stage and

flow uniformity was regularly checked with pressure gages distrib-

uted along the experimental channel (see Kim et al. 2018). Given

the flow steadiness during these experiments and the lack of other

active sources of uncertainties associated with the measurements of

velocities and depths in the verticals, we neglect this group of un-

certainty for the present analysis.
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