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On Higher Order Drift and Di↵usion Estimates for Stochastic SINDy⇤

Mathias Wanner† and Igor Mezić†

Abstract. The sparse identification of nonlinear dynamics (SINDy) algorithm can be applied to stochastic
di↵erential equations (SDEs) to estimate the drift and the di↵usion function using data from a
realization of the SDE. The SINDy algorithm requires sample data from each of these functions,
which is typically estimated numerically from the data of the state. We analyze the performance of
the previously proposed estimates for the drift and the di↵usion function to give bounds on the error
for finite data. However, since this algorithm only converges as both the sampling frequency and
the length of trajectory go to infinity, obtaining approximations within a certain tolerance may be
infeasible. To combat this, we develop estimates with higher orders of accuracy for use in the SINDy
framework. For a given sampling frequency, these estimates give more accurate approximations of
the drift and di↵usion functions, making SINDy a far more feasible system identification method.
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1. Introduction. For many dynamical systems, data might be abundant while there re-
main no analytic models to describe the system. These systems may be too complex, may
have too large a dimension, or may be too poorly understood to model using first principles.
For these reasons, data-driven modeling has become important for applications in science and
engineering. There are a wide variety of system identification methods, ranging from classical
methods [19] to dynamic mode decomposition and Koopman operator methods [29, 36, 23, 35]
to neural networks [25, 18] and many others. These methods vary in their complexity, train-
ing methods, model sizes, and interpretability. Sparse identification of nonlinear dynamics
(SINDy) is a method which allows for some complexity (allowing nonlinear models over only
linear ones), while the sparse solution promotes simple, interpretable models.

The SINDy algorithm, developed by Brunton, Proctor, and Kutz [3] estimates the param-
eters of an ordinary di↵erential equation (ODE) from data. It does this by using a dictionary
of functions and finding a sparse representation of the derivative in this dictionary. The data
for the derivative can be obtained using finite di↵erences of data from the state. For ODEs,
the performance of this algorithm has been analyzed in [37].
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STOCHASTIC SINDy 1505

SINDy has several extensions and adaptations; it has also been extended to identify control
systems [4, 14], adapted to systems with implicit solutions [20, 13], and formulated in ways
to improve its robustness to noise [9, 22, 21], to name a few. Additionally, di↵erent methods
for computing the sparse solution have been proposed, including LASSO [33], the sequential
thresholding presented in the original paper [3].

The problem of system identification can be similarly posed for stochastic di↵erential
equations (SDEs). Many systems, due to their complexity, separation of timescales, or intrinsic
randomness, lead to data that may be better approximated as a stochastic process. However,
these systems may require more sophisticated tools of analysis [10]. In order to identify an
SDE, we need to estimate a di↵usion function, which determines the nature of the random
forcing, in addition to the drift, which represents the mean dynamics. In the context of
single particle tracking, the di↵usion constant is locally estimated using the mean square
displacement [26], and the uncertainty can be quantified and compared against the Cramér–
Rao bound [24, 34].

The mean square displacement can be generalized for the estimation of SDEs, where the
drift and di↵usion functions may vary spatially. Local approximations for the drift and di↵u-
sion functions can be obtained from data using the Kramers–Moyal expansion, and can be used
to estimate spatially varying parameters [31, 11, 7, 30]. An estimate of the di↵usion parame-
ter which improves upon the Kramers–Moyal estimate is given in [27]. Further improvements
have been made, such as estimates of the di↵usion that are unbiased in the presence of mea-
surement noise [34, 12] and methods which allow for the estimation of underdamped Langevin
equations [2].

The estimation of the drift and di↵usion functions using these Kramers–Moyal estimates
extends naturally into the SINDy framework. Stochastic force inference, as presented in [12],
is a similar nonparametric identification method for SDEs, which di↵ers in that it does not
use a sparse solver. In [1], the SINDy algorithm was used to estimate the parameters for
an SDE using these Kramers–Moyal estimates. This method was expanded in [8]: solution
methods based on binning and cross validation were introduced to reduce the e↵ects of noise.
Callaham et al. [5] expanded upon this method by adapting it to applications for which the
random forcing cannot be considered white noise.

In the paper, we conduct a numerical analysis for using SINDy for stochastic systems
and introduce improved methods which give higher order convergence. As previously men-
tioned, in [1] the drift and di↵usion are approximated using the Kramers–Moyal formulas. We
demonstrate the convergence rates of the algorithm with respect to the sampling period and
the length of the trajectory. The approximations given in [1] only give first order convergence
with respect to the sampling frequency. A similar analysis of the Kramers–Moyal estimates
based on binning can be found in [6]. Additionally, since they only converge in expectation,
we may require a long trajectory for the variance of the estimates to be tolerable. Com-
bined, the high sampling frequency and long trajectories can make the data requirements to
use SINDy for an SDE very demanding. To help remedy this, we demonstrate how we can
develop higher order approximations of the drift and di↵usion functions for use in SINDy.

The paper is organized as follows: First, we will review the SINDy algorithm and some
concepts from SDEs which we will be using in this paper. We will then conduct a numerical
analysis of the algorithms presented in [1], using the Ito–Taylor expansion of the SDE. Next,
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1506 M. WANNER AND I. MEZIĆ

we will present new, higher order methods and show the convergence rates of these methods.
Finally, we will test all of these methods on several numerical examples to demonstrate how
the new methods allow us to compute far more accurate approximations of the system for a
given sampling frequency and trajectory length.

2. Sparse identification of nonlinear dynamics (SINDy).

2.1. Overview. Consider a system governed by the ODE

ẋ= f(x), x2Rd
.(2.1)

If the dynamics of the system, f , are unknown, we would like to be able to estimate the function
f using only data from the system. The SINDy algorithm [3] estimates f by choosing a
dictionary of functions, ✓= [✓1,✓2, . . . ,✓k], and assuming f can be expressed (or approximated)
as a linear combination of these functions. The ith component of f , fi, can then be expressed as

fi(x) =
kX

j=1

✓j(x)↵i,j = ✓(x)↵i,

where ✓= [✓1 · · · ✓k] is a row vector containing the dictionary functions and ↵
i = [↵i

1 · · · ↵i
k]

T

is the column vector of coe�cients. Given data for f(xj) and ✓(xj) for j = 1, . . . , n, we can
find the coe�cients ↵i by solving the minimization

↵i = argmin
v

nX

j=1

|fi(xj)� ✓(xj)v|2.(2.2)

This optimization can be solved by letting

⇥=

2

6664

✓(x1)
✓(x2)

.

.

.

✓(xn)

3

7775
, F =

2

6664

f(x1)
f(x2)

.

.

.

f(xn)

3

7775
, and ↵=

⇥
↵
1

↵
2 · · · ↵

d
⇤
,

and computing ↵=⇥+
F.

2.2. Approximating f(x). Typically, data for f(x) cannot be measured directly. Instead,
it is usually approximated using finite di↵erences. The forward di↵erence gives us a simple,
first order approximation to f :

f(x(t)) =
x(t+�t)� x(t)

�t
+O(�t).(2.3)

Here O(�t) is the Landau “big O” notation. The approximation (2.3) is derived from the
Taylor expansion of x,

x(t+�t) = x(t) + ẋ(t)�t+ ẍ(t)
�t

2

2
+ · · ·= x(t) + f(x(t))�t+

@f

@x

���
x(t)

f(x(t))
�t

2

2
+ · · · ,

(2.4)
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STOCHASTIC SINDy 1507

for f su�ciently smooth. The Taylor expansion (2.4) is also used to derive higher order
methods, such as the central di↵erence,

f(x) =
x(t+�t)� x(t��t)

2�t
+O(�t

2).(2.5)

We can use these finite di↵erences to populate the matrix F used in the optimization (2.2),
knowing that we can control the error with a small enough step size.

2.3. Sparse solutions. Since we choose an arbitrary dictionary of functions, {✓1, . . . ,✓k},
the conditioning of the minimization (2.2) can become very poor. Additionally, if the dictio-
nary is large and contains many redundant functions, having a solution which contains only a
few nonzero entries would help to provide a simple interpretable result. The SINDy algorithm
addresses these by using a sparse solution to (2.2). There are multiple methods for obtaining
a sparse solution such as the least absolute shrinkage and selection operator (LASSO) or the
sequentially thresholded least squares algorithm [3]. Using a sparse solution will give us a
simpler identified system and improves the performance over the least squares solution.

3. Review of SDEs. Consider the Ito SDE

dXt = µ(Xt)dt+ �(Xt)dWt,(3.1)

where Xt 2 Rd and Wt is d-dimensional Brownian motion. The function µ : Rd ! Rd is the
drift, a vector field which determines the average motion of system, while � :Rd !Rd⇥d is the
di↵usion function, which governs the stochastic forcing. The di↵usion, �, is also assumed to
be positive definite. Motivated by SINDy, we wish to estimate µ and �

2 from data. We note
that we are estimating ⌃= 1

2�
2 and not � directly. However, if � is positive definite, which is

assumed, �2 uniquely determines �.

3.1. Ergodicity. Since SINDy represents functions using the data vectors evaluated along
the trajectory, we will need to relate the data vectors to the functions represented in some
function space. To do this, we will assume that the process Xt has an ergodic measure ⇢, so
that both

lim
T!1

1

T

Z T

0
f(Xt)dt=

Z

Rd

f(x)d⇢(x) and lim
N!1

1

N

N�1X

i=0

f(Xti) =

Z

Rd

f(x)d⇢(x)(3.2)

hold almost surely. Some su�cient conditions that ensure that the SDE (3.1) generates a
process with a stationary or an ergodic measure are given in, e.g., [16].

With this ergodic measure, the natural function space to consider is the Hilbert space
L
2(⇢). For any two functions f, g 2L

2(⇢), we can use time averages to evaluate inner products:

lim
T!1

1

T

Z T

0
g
⇤(Xt)f(Xt)dt= lim

N!1

1

N

N�1X

i=0

g
⇤(Xtn)f(Xtn) =

Z

Rd

g
⇤
f d⇢= hf, gi.(3.3)

For notational simplicity, we will also use the brackets h·, ·i to denote the matrix of inner
products for two row vector-valued functions: if f =

⇥
f1 · · · fk

⇤
and g=

⇥
g1 · · · gl

⇤
,

hf, gii,j = hf j
, g

ii, or equivalently, hf, gi=
Z

Rd

g
⇤
f d⇢.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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1508 M. WANNER AND I. MEZIĆ

3.2. Ito–Taylor expansion. In order to evaluate the performance of di↵erent SINDy meth-
ods on SDEs, we will need to use the Ito–Taylor expansion of the solution. Let ⌃ = 1

2�
2.

Following the notation of [17], let

L
0 =

dX

j=1

µ
j @

@xj
+

dX

j,l

(⌃)j,l
@
2

@xj@xl

be the operator for the Ito equation (3.1) and define the operators

L
j =

dX

i=1

�
i,j @

@xi
.

These operators will give us the coe�cients for the Ito–Taylor expansion of a function f .
Denoting �W

i
t =W

i
t+�t �W

i
t , the first couple of terms are

f(Xt+�t) = f(Xt) +L
0
f(Xt)�t+

dX

i=1

L
i
f(Xt)�W

i
t + (L0)2f(Xt)�t

+
dX

i=1

L
i
L
0
f(Xt)

Z t+�t

t

Z s1

t
dW

i
s2ds1 +

dX

i=1

L
0
L
i
f(Xt)

Z t+�t

t

Z s1

t
ds2dW

i
s1 + · · · .

The general Ito–Taylor expansions can be found in Theorem 5.5.1 of [17]. We will use the
Ito–Taylor expansion to develop estimates for µ

i and �
i,j . For the purposes of this paper,

we will be able to specialize to a few cases, which will allow us to quantify the error in our
estimates while also being simpler to manipulate than the larger expansion.

3.2.1. Weak expansion. The first specialization of the Ito–Taylor expansion will be a
weak expansion, which will allow us to estimate the expected error in our estimate:

E(f(Xt+�t)|Xt) = f(Xt) +
kX

m=1

(L0)mf(Xt)
�t

m

m!
+R(Xt)(3.4)

with R(Xt) =O(�t
m+1).

This expansion follows from Proposition 5.5.1 and Lemma 5.7.1 of [17]. Theorem 5.5.1
gives the general Ito–Taylor expansion, while Lemma 5.7.1 shows that all multiple Ito integrals
which contain integration with respect to a component of the Wiener process have zero first
moment. The remainder term is then a standard integral.

We will consider the expansion (3.4) with the functions f(x) = x
i to get

E(Xi
t+�t|Xt) =X

i
t + µ

i(Xt)�t+
kX

m=2

(L0)m�1
µ
i(Xt)

�t
m

m!
+O(�t

k+1)(3.5)

to estimate the drift. To estimate the di↵usion, we will let f(x) = (xi �X
i
t)(x

j �X
j
t ), with

Xt held constant at the value at the beginning of the time step, to get

E(f(Xt+�t) |Xt) = 2⌃i,j(Xt)�t+ g(Xt)�t
2 +O(�t

3),(3.6)
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STOCHASTIC SINDy 1509

where

g=L
0⌃i,j + µ

i
µ
j +

dX

k=1

✓
⌃i,k @µ

j

@xk
+⌃j,k @µ

i

@xk

◆
.

3.2.2. Strong expansions. We will also use the strong Ito–Taylor expansion, which will
give a bound on the variance of our estimates. These immediately follow from Proposition
5.9.1 of [17]. First, if we apply it to f(x) = x

i, we have

X
i
t+�t �X

i
t = µ

i(Xt)�t+
dX

m=1

�
i,m(Xt)�W

m
t +Rt,(3.7)

where E(|Rt|2|Xt)d⇢=O(�t
2).

Similarly, we can apply the same proposition to f(x) = (xi�X
i
t)(x

j �X
j
t ), which gives us

(after moving around some of the terms)

(Xi
t+�t �X

i
t)(X

j
t+�t �X

j
t ) = 2⌃i,j(Xt)�t+

dX

k,l=1

(�k,i
�
l,j(Xt) + �

k,j
�
l,i(Xt))I(i,j) +Rt,(3.8)

where E(|Rt|2|Xt) = O(�t
3) and I(i,j) =

R �t
0

R s1
0 dW

i
s2dW

j
s1 . When we create estimates of

µ
i(Xt) and ⌃i,j(Xt), the expansions (3.7) and (3.8) will be useful in bounding the variance of

these two estimates.

Remark 1. For the expansions, it is implicit that we must assume that all (up to the
necessary order) of the coe�cient functions, La1L

a2 · · ·Lanf , satisfy the requirements with
respect to the multiple Ito integrals set forth in Chapter 5 of [17]. The conditions set forth
are necessary for the Ito–Taylor expansions to be valid locally.

Additionally, we will also need to assume that the remainder terms will be square integrable
with respect to the ergodic measure. In particular, we will assume

Z

Rd

|R(x)|2d⇢(x) =O(�t
m+1)

in the weak expansion and
Z

Rd

R2(x)
2
d⇢(x) =O(�t)

�
or O(�t

2)
�

in the strong expansions, where R2(x) = E(|Rt|2 | Xt = x). This assumption will allow us to
take time averages and expect them to be finite. Following the proofs in [17], it can be seen
that these can be guaranteed by imposing similar integrability conditions on the coe�cient
functions with respect to the ergodic measure. This will often be the case, as the ergodic
measure will decay rapidly toward infinity. A su�ciently strong condition to guarantee the
integrability of the error is, for example, that both the di↵usion and drift functions are smooth
and the derivatives of all orders are bounded.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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1510 M. WANNER AND I. MEZIĆ

4. SINDy for stochastic systems. Given data for the drift and di↵usion matrix of (3.1),
we can set up an optimization problem similar to (2.2). Similar to the deterministic case, we
can also approximate µ and ⌃ using finite di↵erences. As before, we assume that we have a
dictionary ✓ = [✓1,✓2, . . . ,✓k] and that each of the components of µ and ⌃ lies in the span of
the components of ✓:

µ
i = ✓↵

i and ⌃i,j = ✓�
i,j
.

Suppose we have the data from a trajectory of length T with sampling period �t. If we
let �X

i
tn =X

i
tn+1

�X
i
tn , we can approximate the drift using

µ
i(Xtm)⇡

X
i
tm+1

�X
i
tm

�t
=

�X
i
t

�t
.(4.1)

Similarly, we can approximate the di↵usion with

⌃i,j(Xtm)⇡
(Xi

tm+1
�X

i
tm)(X

j
tm+1

�X
j
tm)

2�t
=

�X
i
tm�X

j
tm

2�t
.(4.2)

It was shown in [1] that we can use the approximations (4.1) and (4.2) to set up the
minimization problems

↵̃
i = argmin

v

N�1X

m=0

����
�X

i
tm

�t
� ✓(Xtm)v

����
2

(4.3)

and

�̃
i,j = argmin

v

N�1X

m=0

�����
�X

i
tm�X

j
tm

2�t
� ✓(Xtm)v

�����

2

.(4.4)

Under the assumptions set forth in Remark 1, we can show that as �t! 0 and T !1, the
coe�cients given by (4.3) and (4.4) converge to the true coe�cients: ↵̃i ! ↵

i and �̃
i,j ! �

i,j .
If we define the matrices

⇥=

2

6664

✓(Xt0)
✓(Xt1)

.

.

.

✓(XtN�1)

3

7775
and D

i =

2

6664

�X
i
t0

�X
i
t1

.

.

.

�X
i
tN�1

3

7775
,(4.5)

we can express (4.3) and (4.4) concisely as

↵̃
i = argmin

v

����
D

i

�t
�⇥v

���� and �
i,j = argmin

v

����
D

i �D
j

2�t
�⇥v

���� .

(Here Di�D
j represents the Hadamard, or elementwise, product.) These equations are solved

by ↵̃i =�t
�1⇥+

D
i and �̃i,j = (2�t)�1⇥+(Di �D

j), respectively.
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STOCHASTIC SINDy 1511

Theorem 4.1. Let Xt be an ergodic drift-di↵usion process generated by the SDE (3.1).
Consider the optimization problems (4.3) and (4.4) using data from a trajectory of length
T sampled with frequency �t. Suppose that the components of ✓ are linearly independent
and span the subspace F , and that the assumptions on the Ito–Taylor expansions outlined in
Remark 1 are met. If µi or ⌃i,j lie in F , then the vectors given by corresponding optimization
converge in probability to the true coe�cients as T ! 1 and �t ! 0. That is, ↵̃i ! ↵

i or
�̃
i,j ! �

i,j.

Theorem 4.1 was shown in [1] and will be implied by the stronger Theorems 5.1 and 5.2
which give rates of convergence. However, we will demonstrate the main reasoning behind the
proof, as it will be informative to our later analysis. By the assumptions of Theorem 4.1 we
have that ⇥ has full rank and µ= ✓↵

i
, ⌃i,j = ✓�

i,j .

↵̃
i = (⇥⇤⇥)�1⇥⇤D

i

�t
=

✓
1

N
⇥⇤⇥

◆�1✓ 1

N�t
⇥⇤

D
i

◆
,

where N = T/�t is the number of data samples. The first quantity can be evaluated using
ergodicity as N !1:

1

N
⇥⇤⇥=

1

N

N�1X

m=0

✓
⇤(Xtm)✓(Xtm)

N�! h✓,✓i.

For the second expression, the definition of the stochastic integral gives us

⇥⇤
D

i =
N�1X

m=0

✓
⇤(Xm)(Xi

tm+1
�X

i
tm)

�t�!
Z t0+T

t0

✓
⇤
dX

i

as �t! 0. Finally, using (3.1) and (3.3), we can show

1

N�t
⇥⇤

D
i �t�! 1

T

Z t0+T

t0

✓
⇤
dX

i T�! hµ,✓i= h✓,✓i↵i(4.6)

as �t! 0 and T !1. The limit as �t! 0 gives the convergence of the sum to the stochastic
integral, and the limit as T ! 1 allows us to sample almost everywhere on the stationary
measure for the ergodic convergence. Similarly, we can use the convergence

N�1X

m=0

✓
⇤(Xtm)(X

i
tm+1

�X
i
tm)(X

j
tm+1

�X
j
tm)

�t�!
Z t0+T

t0

✓
⇤
d[Xi

,X
j ], �t! 0

to show that 1
2N�t⇥

⇤(Di � D
j) ! h⌃i,j

,✓i = h✓,✓i�i,j . (Here [X,Y ]t is the quadratic co-
variation process of Xt, and Yt.) This would establish the result, except that we used the
iterated limits �t! 0 and T !1 in (4.6) without showing the double limit exists. This is
where we would use the integrability assumptions in Remark 1, which are used in the proofs
of Theorems 5.1 and 5.2.

Theorem 4.1 demonstrates how the least squares solutions converge to the true coe�cients
of the SDE. However, the SINDy algorithm finds a sparse solution, which can greatly improve
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1512 M. WANNER AND I. MEZIĆ

the accuracy of the results over the least squares solution. To set this up, the two optimizations
(4.3) and (4.4) can be summarized using the normal equations,

⇥⇤⇥↵̃
i =

1

�t
⇥⇤

D
i(4.7)

and

⇥⇤⇥�̃
i,j =

1

2�t
⇥⇤(Di �D

j).(4.8)

We can then solve (4.7) and (4.8) using a sparse solver, such as the one proposed in [3] to
obtain a sparse solution.

5. Numerical analysis of stochastic SINDy. Theorem 4.1 claims that as �t ! 0 and
T !1, the coe�cients given by (4.3) and (4.4) converge to the true parameters of the SDE
(3.1) as �t ! 0 and T ! 1. However, for real experiments, there will be limits to the
sampling frequency and the length of trajectory for which we can acquire data. In [12], the
trajectory of the SDE was interpreted as a noisy transmission channel, and estimates on the
relative squared errors were derived based on the information content of the signal.

In this section, we will use an alternate approach of deriving the error in the estimate
based on the Ito–Taylor expansion of the SDE. We will look at both the bias and variance
of the approximations for finite �t and T . In particular, we derive the error with explicit
constants (up to the leading order) in terms of the dictionary ✓ and the functions µ and �.

In this setting, we will be using both “big O” and “little o” notation. The “big O” notation
will be used to denote convergence as �t! 0. These terms will come from the higher order
error terms in the estimators of µi(Xt) and ⌃i,j(Xt). In particular, the constant in the “big
O” will depend only on the parameters of the SDE; it does not depend on the initial condition,
trajectory length, or realization of the trajectory.

The “little o” will denote convergence with respect to T . Specifically o(1) denotes a
function that goes to zero as T ! 1. This will capture the ergodic convergence; the o(1)
term will be the error that comes from the finite trajectory failing to completely sample the
ergodic measure.

The SINDy algorithm will give us vectors of coe�cients, ↵̃i and �̃
i,j , for the system. We

will be interested in the error of these vectors relative to the true coe�cients ↵i and �
i,j ,

err= ↵̃
i � ↵

i or err= �̃
i,j � �

i,j
.

(We note that this error is specifically for the vector ↵i or �i,j being estimated, even though
it is not indexed. Since each vector is estimated separately, there should be no confusion.)
This error will be a random variable depending on the realization of the system. To evaluate
the performance of the algorithms, we will use the mean and variance of this error:

errmean = kE(err)k2 and errvar = V ar(err) =E(kerr�E(err)k22).

The mean and variance of the error measure the bias and spread in the estimates ↵̃i and
�̃
i,j . These errors in the coe�cients can be quantified using the errors in the estimates of

µ
i and ⌃i,j given in (4.1) and (4.2) at each step. We will present the analysis for the drift

coe�cients, ↵i, noting that analysis for the di↵usion follows the same path.
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STOCHASTIC SINDy 1513

5.1. Drift. As mentioned, the error in ↵̃
i stems from the error in the approximation in

(4.1)

µ
i(Xtn)⇡

Xtn+1 �Xtn

�t
.

We can define the error

etn =
X

i
tn+1

�X
i
tn

�t
� µ

i(Xtn).

The order of the error, et, at each time step will directly determine the error in the coe�cients
↵̃i. We can use Ito–Taylor expansions for Xt to bound both E(|et|) and E(|et|2). The weak
Ito–Taylor expansion (3.4) gives us

E(et |Xt) =
1

�t

✓
µ
i(Xt)�t+L

0
µ
i(Xt)

�t
2

2
+O(�t

3)

◆
� µ

i(Xt) =L
0
µ
i(Xt)

�t

2
+O(�t

2).

(5.1)

Similarly, we can use the strong truncation (3.7) to obtain

et =
dX

m=1

�
i,m(Xt)

�W
m
t

�t
+

Rt

�t
,

where E(|Rt|2|Xt) =O(�t
2). Then, taking the expectance of e2t , we get

E(|et|2 |Xt) =
dX

m=1

�
i,m(Xt)2

�t
+O

⇣
�t

�1
2

⌘
.(5.2)

Now, let E be the matrix containing the time samples of et,

E =
⇥
et0 et1 · · · etN�1

⇤T
=

D
i

�t
�⇥↵

i
,

using ✓(Xt)↵i = µ
i(Xt). Then we have

err= ↵̃
i � ↵

i =⇥+D
i

�t
�⇥+⇥↵= (⇥⇤⇥)�1⇥⇤

E.(5.3)

Using ergodicity, we have
✓

1

N
⇥⇤⇥

◆�1

= (h✓,✓i+ o(1))�1 = h✓,✓i�1 + o(1),(5.4)

which allows us to evaluate the first term in (5.3):

err= (h✓,✓i�1 + o(1))

✓
1

N
⇥⇤

E

◆
.(5.5)

Bounding the mean and variance will follow from bounds on the mean and variance of 1
N⇥⇤

E.
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1514 M. WANNER AND I. MEZIĆ

Theorem 5.1. Consider the optimization problem given by (4.1) and (4.3). Then the bias
is bounded by

errmean 
C1

2

�
kL0

µ
ik2 +O(�t) + o(1)

�
�t

and

errvar 
C2

T

 
dX

m=1

k�i,mk24 +O

⇣
�t

1
2

⌘
+ o(1)

!
,

where

C1 = kh✓,✓i�1k2k✓k2 and C2 = kh✓,✓i�1k22k✓k24(5.6)

depend only on the choice of ✓.

As stated in Theorem 5.1, in expectation, the accuracy of our estimate depends primarily
on the sampling period�t, and not on the length of the trajectory. The length of the trajectory
instead controls the variance of the estimate, which is proportional to 1/T . Up to the leading
term, the variance does not depend on the sampling period. These results previously appeared
in [12, 2], although our proof is di↵erent. This pattern will persist as we develop higher order
methods for estimating the drift, where the sampling frequency determines the bias and the
length of the trajectory determines the variance.

Proof. For the mean error, we will need to bound the quantity 1
N kE (⇥⇤

E)k. We have

E
✓

1

N
⇥⇤

E

◆
=E

 
1

N

N�1X

n=0

✓
⇤(Xtn)etn

!
=E

 
1

N

N�1X

n=0

✓
⇤(Xtn)E(etn |Xtn)

!
.

Then, using ergodicity and (5.1), we obtain

E
✓

1

N
⇥⇤

E

◆
=E

 
1

N

N�1X

n=0

✓
⇤(Xtn)

✓
�t

2
L
0
µ
i(Xtn) +O(�t

2)

◆!

=
�t

2

�
hL0

µ
i
,✓i+ o(1)

�
+O(�t

2).

Finally, using (5.5), we get

kE(err)k=
���h✓,✓i�1 + o(1)

���
2

✓
�t

2

�
hL0

µ
i
,✓i+ o(1)

�
+O(�t

2)

◆

 kh✓,✓i�1k2
�
k✓k2kL0

µ
ik2 +O(�t) + o(1)

��t

2
=C1

�
kL0

µ
ik2 +O(�t) + o(1)

��t

2
.

This bounds the mean error. To find the variance, we have

V ar

✓
1

N
⇥⇤

E

◆
E

 ����
1

N
⇥⇤

E

����
2

2

!
=E

0

@
�����

N�1X

n=0

✓
⇤(Xtn)etn

�����

2

2

1

AE
 

N�1X

n=0

k✓⇤(Xtn)k22|etn |2k
!

=E
 

N1X

n=0

k✓(Xtn)k22E
�
|etn |2 |Xtn

�
!
.
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STOCHASTIC SINDy 1515

Now, using (5.2) with this equation, we have

V ar

✓
1

N
⇥⇤

E

◆
E

 
1

N2

N�1X

n=0

k✓(Xtn)k22

 
dX

m=1

|�i,m|2

�t
+O

⇣
�t

�1
2

⌘!!

=
1

N�t

 
dX

m=1

h(�i,m)2,k✓k22i+O

⇣
�t

1
2

⌘
+ o(1)

!

 1

T
k✓k24

 
dX

m=1

k�i,mk24 +O

⇣
�t

1
2

⌘
+ o(1)

!
.

Then

V ar(err) =
�
kh✓,✓i�1k22 + o(1)

�
k✓k24

 
1

T

 
dX

m=1

k�i,mk24 +O

⇣
�t

1
2

⌘
+ o(1)

!!

=
kh✓,✓i�1k22k✓k24

T

 
dX

m=1

k�i,mk24 +O

⇣
�t

1
2

⌘
+ o(1)

!

=
C2

T

 
dX

m=1

k�i,mk24 +O

⇣
�t

1
2

⌘
+ o(1)

!
.

5.2. Di↵usion. The analysis of the di↵usion coe�cients follows the same argument. The
approximation for ⌃i,j given in (4.2) is

⌃i,j(Xtm)⇡
(Xi

tm+1
�X

i
tm)(X

j
tm+1

�X
j
tm)

2�t
=

�X
i
tm�X

j
tm

2�t
.

Then we can define the error

et =
(Xi

t+�t �X
i
t)(X

j
t+�t �X

j
t )

2�t
�⌃i,j(Xt).

We can use the weak Ito–Taylor expansion (3.6) to bound E(et |Xt):

E(et |Xt) = g(Xt)
�t

2
+O(�t

2), g=L
0⌃i,j + µ

i
µ
j +

dX

k=1

✓
⌃i,k @µ

j

@xk
+⌃j,k @µ

i

@xk

◆
.(5.7)

Similarly, the strong Ito–Taylor expansion (3.8) gives us (see Appendix A.2)

E(|et|2 |Xt) =⌃i,i(Xt)⌃
j,j(Xt) +⌃i,j(Xt)

2 +O(�t
1
2 ).(5.8)

Theorem 5.2. Consider the optimization problem given by (4.2) and (4.4). Then the mean
error is bounded by

errmean =
C1

2
(kgk+O(�t) + o(1))�t,
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1516 M. WANNER AND I. MEZIĆ

where

g=L
0⌃i,j + µ

i
µ
j +

dX

k=1

✓
⌃i,k @µ

j

@xk
+⌃j,k @µ

i

@xk

◆
.

The variance is bounded by

errvar =
C2

4

⇣��⌃i,i⌃j,j + (⌃i,j)2
��+O(�t

1
2 ) + o(1)

⌘�t

T
.

The constants C1 and C2 are the same as those given in (5.6).

Proof. The proof follows that of Theorem 5.1, except using (5.7) and (5.8) to bound
|E(et |Xt)| and E

�
|et|2 |Xt

�
, respectively.

Similar to Theorem 5.1, the argument above shows that the mean error converges with
order�t. However, unlike the estimate for the drift, when estimating the di↵usion the variance
is proportional to both �t and 1/T . Similar to the drift, these results were shown previously
in [12, 2]. Later, we will see that the higher order estimates for the di↵usion will also have
variance proportional to �t/T .

6. Higher order methods. From Theorems 5.1 and 5.2 we can see that the quantities �t,
T , C1, and C2 will control the magnitude of the error. The constants, C1 and C2, depend
only on the choice of the dictionary ✓, which determines the conditioning of the problem. The
SINDy algorithm also uses a sparsity promoting algorithm which can improve the conditioning
of the problem and force many of the coe�cients to zero, which can reduce the error [3, 1].
However, even if the sparsity promoting algorithm chooses all of the correct coe�cients, we
have just shown that there is still a limit to the accuracy of the estimation determined by the
sampling frequency and trajectory. The primary purpose of this section is to analyze alternate
methods of approximating µ

i and ⌃i,j which can improve the performance of SINDy (with
respect to �t).

The methods above resulted from first order approximations (4.1) and (4.2) of µi(Xt) and
⌃i,j(Xt), respectively. Higher order approximations of these data points can in turn lead to
more accurate approximations of the functions in the output of SINDy. We can generate better
approximations for the drift using multistep di↵erence methods. The use of linear multistep
methods (LMMs) to estimate dynamics is investigated in [15] for deterministic systems. While
the estimates for the di↵usion will be similar, they cannot be achieved strictly using LMMs.

In order to achieve a higher order approximation, we will need to use more data points in
the approximation at each time step. As such, we will define

⇥n =

2

6664

✓(Xtn)
✓(Xtn+1)

.

.

.

✓(XtN+n�1)

3

7775
and D

i
n =

2

6664

X
i
tn �X

i
t0

X
i
tn+1

�X
i
t1

.

.

.

X
i
tN+n�1

�X
i
tN�1

3

7775
.(6.1)

With this definition, ⇥n contains the data of ✓ time delayed by n steps. With the earlier
definition of ⇥, we have ⇥=⇥0. Similarly, Di

n contains the data for the change in X over n
time steps, with D

i
1 =D

i using the earlier definition of Di.
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STOCHASTIC SINDy 1517

6.1. Drift. First, we will look to make improvements on estimating the drift. These
estimates will be simpler than those for the di↵usion. As mentioned, these approximations
are directly analogous to the LMMs used in the simulation of deterministic systems.

6.1.1. Second order forward di↵erence. The first order forward di↵erence, which is used
to approximate µi in Theorem 5.1, is also commonly used to approximate the derivative f(x) in
the di↵erential equation ẋ= f(x). In fact, if we compare the weak Ito–Taylor expansion (3.4)
with the deterministic Taylor series for an ODE, (2.4), we see that they are almost identical.
There are many higher order methods which are used to approximate f in the simulation of
ODEs. By analogy, we can expect that these methods would give an approximation of the
same order for µ

i (in expectation). One of the simplest of these would be the second order
forward di↵erence,

µ
i(Xtn)⇡

4(Xtn+1 �Xt)� (Xtn+2 �Xt)

2�t
=

�3Xi
tn + 4Xi

tn+1
�X

i
tn+2

2�t
.(6.2)

Similarly to before we can define the error in this approximation to be

et =
�3Xi

t + 4Xi
t+�t �X

i
t+2�t

2�t
� µ

i(Xt).

Using the weak Ito–Taylor expansion (3.4), it is easy to see that

E(etn |Xtn) =�(L0)2µi(Xtn)

3
�t

2 +O(�t
3),(6.3)

which shows that this method does indeed give a second order approximation of µ. Using this
approximation, we can set up a matrix formulation of (6.2):

⇥0↵
i ⇡ 1

2�t

�
4Di

1 �D
i
2

�
.

If we set up the normal equations, this becomes

⇥⇤
0⇥0↵̃

i =
1

2�t
⇥⇤

0

�
4Di

1 �D
i
2

�
.(6.4)

Theorem 6.1. Consider the approximation ↵̃
i obtained from (6.4). The mean error is

bounded by

kE(err)k2 =
C1

3
(k(L0)2µik+O(�t) + o(1))�t

2

and the mean squared error by

E
⇣
k(err)k22

⌘
=

C2

T

0

@
dX

j

k�i,jk24 +O(�t
1
2 ) + o(1)

1

A .

The constants C1 and C2 are the same as those given in (5.6).
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1518 M. WANNER AND I. MEZIĆ

The proof of Theorem 6.1 is similar to that of Theorem 5.1, but requires some extra
algebraic manipulation, so it is included in Appendix A.1.

Remark 2. These methods can easily be generalized to higher order methods using higher
order finite di↵erences, as will be done in section 6.1.3. However, the least squares solution
only yields correct results for forward di↵erences. Other finite di↵erence methods can cause
certain sums to converge to the wrong stochastic integral. For example, a central di↵erence
approximation for µi,

µ
i
t ⇡

X
i
t+�t �X

i
t��t

2�t
,

gives us ⇥1↵
i ⇡ 1

2�tD
i
2. The normal equation for the least squares solution

⇥⇤
1⇥1↵̃

i =
1

2�t
⇥⇤

1D
i
2(6.5)

gives the wrong results, because as �t ! 0, 1
2⇥

⇤
1D

i
2 converges to the Stratonovich integral

instead of the Ito integral,

1

2
⇥⇤

1D
i
2 !

Z T

0
✓
⇤(Xt) � dXi

t 6=
Z T

0
✓
⇤(Xt)dX

i
t ,

and ↵̃
i will not converge to the correct value. To prevent this, (6.5) can instead be solved

using

⇥⇤
0⇥1↵̃

i =
1

2�t
⇥⇤

0D
i
2,

which gives the proper convergence.This amounts to using ⇥0 as a set of instrumental variables
(see [28]).

6.1.2. Trapezoidal Method. The second order method above uses additional measure-
ments of Xi

t to provide a more accurate estimate of µi. Alternatively, we can use multiple
measurements of µi to better approximate the di↵erence Xi

t+�t�X
i
t . Consider the first order

forward di↵erence given by (4.1).

µ
i(Xtn)⇡

X
i
tn+1

�X
i
tn

�t
.

Theorem 5.1 used this di↵erence to give an order �t approximation of µi. However, it turns
out that 1

2(µ
i(Xt) + µ

i(Xt+�t)) gives a much better approximation of this di↵erence:

1

2

�
µ
i(Xtn) + µ

i(Xtn+1)
�
⇡

X
i
tn+1

�X
i
tn

�t
.(6.6)

We will call this approximation the trapezoidal approximation, since this is exactly the trape-
zoidal method used in the numerical simulation of ODEs. If we consider the error in this
equation,

et =
X

i
tn+1

�X
i
tn

�t
� 1

2

�
µ
i(Xtn) + µ

i(Xtn+1)
�
,
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STOCHASTIC SINDy 1519

we can use the weak Ito–Taylor approximations of Xt and µ
i(Xt) to show that

E(et |Xt) =�(L0)2µi(Xt)
�t

2

12
+O(�t

3).(6.7)

This not only gives us a second order method, with respect to �t, but the leading coe�cient
for the error is much smaller (by a factor of 1/8) than the second order forward di↵erence.

To set up the matrix formulation of (6.6), we have

1

2
(⇥0 +⇥1)↵

i ⇡ 1

�t
D

i
1.(6.8)

We can multiply (6.8) by ⇥⇤
0 on each side to obtain

1

2
⇥⇤

0(⇥0 +⇥1)↵̃
i =

1

�t
⇥⇤

0D
i
1.(6.9)

We can use this equation analogously to the normal equation; we will solve for ↵̃
i either

directly using matrix inversion or by using a sparse solver.

Remark 3. We note that we cannot solve (6.8) using least squares,

↵̃
i 6= 2

�t
(⇥0 +⇥1)

+
D

i
1.

Similarly to Remark 2, this leads to sums converging to the wrong stochastic integral. In
[12], a similar method was used which leverages the convergence to the Stratonovich integral
to generate an approximation which better handles noise. The authors’ method corrects for
the Ito versus Stratonovich di↵erently from the one presented here and requires an accurate
estimate of the divergence of the di↵usion function.

Theorem 6.2. Consider the estimation ↵̃
i given by solving (6.9). The mean error is bounded

by

errmean C1
�t

2

12
(k(L0)2µik2 +O(�t) + o(1))

and

errvar 
C2

T

0

@
dX

j=1

k�i,jk22 +O(�t
1
2 ) + o(1)

1

A .

Proof. Letting E be the matrix containing the samples of et, we have

1

�t
D

i
1 =

1

2
(⇥0 +⇥1)↵

i +E.

Using this in (6.9) gives us

1

2
⇥⇤

0(⇥0 +⇥1)↵̃i =
1

2
⇥⇤

0(⇥0 +⇥1)↵
i +⇥⇤

0E,
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1520 M. WANNER AND I. MEZIĆ

so the error is

err= ↵̃
i � ↵

i =

✓
1

2
⇥⇤

0(⇥0 +⇥1)

◆�1

⇥⇤
0E.

Since E(✓(Xt+�t)|Xt) = ✓(Xt) +O(�t), we can use ergodicity to evaluate

1

2N
⇥⇤

0(⇥0 +⇥1)!h✓,✓i+O(�t) + o(1).

The proof of first inequality then follows from the proof of Theorem 5.1 and (6.7). The second
inequality also follows using

E
�
ketk22 | Xt = x

�
 1

�t

dX

m=1

|�i,m(x)|2 +O(�t
�1
2 ),

which can easily be derived using the Ito–Taylor expansions.

6.1.3. General method for estimating drift. We have given methods which give second
order estimates of ↵i. To generate methods which give even higher order approximations,
we note the similarities of the above methods to LMMs used in the numerical simulation of
ODEs. Using the general LMM as a guide, we set up a general method for approximating µ

i:

kX

l=0

al µ
i(Xtn+l)⇡

pX

l=1

bl (X
i
tn+l

�X
i
tn)(6.10)

or

 
kX

l=0

al⇥l

!
↵
i ⇡

pX

l=1

blD
i
l .

Keeping Remark 2 in mind, we can solve this using
 

kX

l=0

al⇥
⇤
0⇥l

!
↵̃i = bl

pX

l=1

⇥⇤
0D

i
l .(6.11)

The coe�cients in (6.10) can be chosen to develop higher order methods. However, due to
the stochastic nature of the problem, large amounts of data may be required to achieve the
order in practice. We will need enough data to average over the randomness in the SDE,
and the higher order methods can be sensitive to noise. More detailed investigation into the
convergence of certain classes of methods for dynamics discovery can be found in [15] for
deterministic systems.

6.2. Di↵usion. In this section we will discuss improvements to the estimate for the dif-
fusion. For some systems, particularly when the drift is large relative to the di↵usion, the
first order approximation given above may not be su�cient to obtain an accurate estimate
of the di↵usion coe�cient. Using ideas similar to those in the previous section we can use
the Ito–Taylor expansions to develop more accurate estimates of ⌃i,j(Xt). However, these
methods will be more complex; in addition to samples of Xt, some of these methods may also
require data from the drift, µi(Xt) and µ

j(Xt).
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STOCHASTIC SINDy 1521

6.2.1. Drift subtraction. Before discussing the higher order methods, we can make an
improvement upon the first order method. In [27], Ragwitz and Kantz noted that by correcting
for the e↵ects of the drift in (4.2), we can make significant improvements to the estimate. To
derive their estimate, we use the Ito–Taylor expansion for Xt, which gives us

X
i
t+�t �X

i
t = µ(Xt)�t+

dX

m=1

�(Xt)�W
m
t +Rt,

where �Wt = Wt+�t � Wt is the increment of a d-dimensional Wiener process and Rt is
the remainder term. This equation, with the remainder term excluded, actually gives the
Euler–Marayama method for simulating SDEs. In essence, the approximation (4.2) uses

X
i
t+�t �X

i
t ⇡

dX

m=1

�
i,m(Xt)�W

m
t

to approximate the increment of the Wiener process. However, (4.2) tosses out the µ(Xt)�t

term because it is of a higher order. If we include it, we get the more accurate

dX

m=1

�
i,m�W

m
t = (Xi

t+�t �X
i
t)� µ(Xt)�t�Rt.(6.12)

We can use this to generate a better approximation of ⌃i,j ,

⌃i,j(Xt)⇡
(Xi

t+�t �X
i
t � µ

i(Xt)�t)(Xj
t+�t �X

j
t � µ

j(Xt)�t)

2�t
.(6.13)

(We note that the estimate derived here is in slightly di↵erent form from that derived in [27],
but will have a similar e↵ect.) This approximation will be more accurate than (4.2), but it
will be of same order with respect to �t. Letting et be the error in (6.13), we can use the
weak Ito–Taylor expansion to show

E(et |Xt) = f(Xt)
�t

2
+O(�t

2), f =L
0⌃i,j +

dX

m=1

✓
⌃i,m @µ

j

@xm
+⌃j,m @µ

i

@xm

◆
.

This gives an improvement over (5.7) by removing the µ
i
µ
j term in f (compared to Theo-

rem 5.2). We note that this correction does not cancel all of the O(�t) terms in the error
and thus does not improve the order of convergence. However, in systems where the drift
dominates the di↵usion the contributions of µi

µ
j will be large. For these systems, such as

the Van der Pol (7.2) and Lorenz (7.3) examples presented in section 7, the improvement will
be large. In systems where the drift is typically small, such as the system with a double well
potential (7.1), the improvement will be modest.

In order to implement this method, we will need an approximation of µi. However, we
can use the methods above to represent the drift as µi(Xt)⇡ ✓(Xt)↵̃i. We can use this to set
up the matrix equations

⇥⇤
0⇥0�̃

i,j =
1

�t
(Di

1 �⇥0↵̃
i)� (Dj

1 �⇥0↵̃
j)(6.14)

and solve for �̃i,j .
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1522 M. WANNER AND I. MEZIĆ

Remark 4. Equation (6.14) assumes that the same dictionary ✓ is used to estimate µ
i
, µ

j ,
and ⌃i,j . In general, we could use separate dictionaries to estimate each of the parameters,
since all we need are the approximations of the samples of µi(Xt) and µ

j(Xt) to estimate �i,j .

6.3. Second order forward di↵erence. While subtracting the drift from the di↵erences
X

i
t+�t �X

i
t gives marked improvements, we can also generate a higher order method using

a two step forward di↵erence, similar to the drift. The analysis for the estimation of the
di↵usion constant using the two step forward di↵erence is essentially identical to that of the
drift, so we will go through it briefly. Define the approximation

⌃i,j ⇡
4(Xi

t+�t �X
i
t)(X

j
t+�t �X

j
t )� (Xi

t+2�t �X
i
t)(X

j
t+2�t �X

j
t )

4�t
.(6.15)

As usual, letting et be the error in this approximation, we can use the Ito–Taylor expansions
(3.4) and (3.8) to show that

E(et) =O(�t
2) and E(|et|2) =O(�t).

This will gives us a second order method for the di↵usion coe�cients. We did not include the
constants for the order �t

2 for the sake of brevity, since the number of terms in the expressions
can get quite large. We can use the approximation (6.15) to set up the matrix equations

⇥⇤
0⇥0�̃

i,j =
1

4�t
⇥⇤

0

⇣
4Di

1 �D
j
1 �D

i
2 �D

j
2

⌘
,(6.16)

which we can solve for �̃i,j .

Theorem 6.3. Consider the estimate �̃
i,j given by solving (6.16). Then we have

errmean =O(�t
2) + o(1)

and

errvar =
1

T
O(�t) + o

✓
1

T

◆
.

The proof of Theorem 6.3 is similar to the previous proofs. Additionally, we only give the
leading order of the error, so deriving the bounds for E(et|Xt) and E(|et|2|Xt) is simpler than
the previous methods.

6.3.1. Trapezoidal method. Extending the trapezoidal approximation to estimating the
di↵usion coe�cient is slightly trickier. Let �X

i
t =X

i
t+�t�X

i
t . If we attempt use the analogue

to (6.6), we get

⌃i,j(Xtn+1) +⌃i,j(Xt) =
�X

i
tn�X

j
tn

�t
+Rtn ,

with

E(Rtn) = f(Xtn)�t+O(�t
2), f = µ

i
µ
j +

dX

k=1

✓
⌃i,k @µ

j

@xk
+⌃j,k @µ

i

@xk

◆
,
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STOCHASTIC SINDy 1523

which is still only an order �t method. However, we already demonstrated in (6.12) that
correcting the di↵erence�X

i
t for the drift can improve our approximation of

Pd
m=1 �

i,m�W
m
t .

We will use the same trick here, except we will improve upon (6.12) by using the average values
of µi and µ

j instead of the value at the left endpoint:

dX

m=1

�
i,m�W

m
t ⇡ (Xt+�t �Xt)�

�t

2
(µ(Xt) + µ(Xt+�t)).

If we use these di↵erences to generate the trapezoidal method, we get

⌃i,j(Xt+�t)+⌃i,j(Xt)⇡

�
�X

i
t��t

2 (µi(Xt)+µ
i(Xt+�t))

�⇣
�X

j
t � �t

2 (µj(Xt) + µ
j(Xt+�t))

⌘

�t
.

(6.17)

If we consider the error in (6.17), using the appropriate Ito–Taylor expansions we can show
(see Appendix A.3)

|E(et |Xt)|=O(�t
2) and E(|et|2) =O(�t).

Then, using the usual matrix notation, we can set up the equation

⇥⇤
0(⇥0 +⇥1)�̃

i,j =
1

�t

✓
D

i
1 �

�t

2
(⇥0 +⇥1)↵

i

◆
�
✓
D

j
1 �

�t

2
(⇥0 +⇥1)↵

j

◆
.(6.18)

We can solve this equation to get an order �t
2 approximation of �i,j .

Theorem 6.4. Consider the estimate �̃
i,j given by solving (6.18). Then we have

errmean =O(�t
2) + o(1)

and

errvar =
1

T
O(�t) + o

✓
1

T

◆
.

The proof of Theorem 6.4 is similar to the previous proofs, using the appropriate error bounds.
Although the order of the error is identical to that of Theorem 6.3, we will see that this method
tends to have lower error. We did not include the constant terms for these errors for the sake
of brevity, since the higher order Ito–Taylor expansions involve many terms.

7. Numerical examples. In this section, we demonstrate the performance of the methods
presented above on numerical examples. For each example, we will generate approximations
↵̃
i ⇡ ↵

i and �̃
i,j ⇡ �

i,j . However, to present the data more simply, instead of computing the
mean and mean squared error for each vector ↵̃

i and �̃
i,j , we will be aggregating the errors

across all the coe�cients. We will compute the mean error, normalized for the norms of ↵i

and �
i,j using

Errm =

 Pd
i=1 kE(↵̃i)� ↵

ik22Pd
i=1 k↵ik22

! 1
2

or Errm =

 Pd
i�j�1 kE(�̃i,j)� �

i,jk22Pd
i�j�1 k�i,jk22

! 1
2

.
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1524 M. WANNER AND I. MEZIĆ

Table 7.1
Summary of the methods for estimating the drift (µi) and the di↵usion (⌃i,j).

Drift Di↵usion

Name Equation Leading error term Equation Error

FD-Ord 1 (4.7) C1
2 kL0

µ
ik2�t (4.8) O(�t)

FD-Ord 2 (6.4) 2C1
3 k(L0)2µik2�t

2 (6.16) O(�t
2)

Trapezoidal (6.9) C1
12 k(L

0)2µik2�t
2 (6.18) O(�t

2)
Drift-Sub - - (6.14) O(�t)

Similarly, we will calculate the normalized variance

Errvar =

Pd
i=1 V ar

�
↵̃
i
�

Pd
i=1 k↵ik22

or Errvar =

Pd
i�j�1 V ar

⇣
�̃
i,j
⌘

Pd
i�j�1 k�i,jk22

.

Since these errors are based on aggregating the errors for all of the components of ↵i or �i,j ,
they will demonstrate the same convergence rates as in Theorems 5.1, 5.2, and 6.1–6.4. The
constants, however, may be di↵erent.

For each example, we will estimate the drift and di↵usion using each of the methods
described (see Table 7.1). The drift will be estimated using the first and second order forward
di↵erences, as well as the trapezoidal approximation. For the di↵usion, we will use the first and
second order forward di↵erences, the drift-subtracted first order di↵erence, and the trapezoidal
method. For the drift-subtracted estimation, we will use the estimation for µ generated by
the first order forward di↵erence. Similarly, for the trapezoidal approximation for ⌃, we will
use the estimate generated by the trapezoidal approximation for µ.

7.1. Double well potential. Consider the SDE

dXt =

✓
�X

3
t +

1

2
Xt

◆
dXt +

✓
1 +

1

4
X

2
t

◆
dWt.(7.1)

This equation represents a di↵usion in the double well potential U(x) = 1
4x

4 � 1
2x

2. This
example is similar to one considered in [1]. Without the di↵usion, the trajectories of this
system will settle toward one of two fixed points, depending on which basin of attraction
it started in. With the stochastic forcing, a trajectory will move around in one basin of
attraction until it gets su�ciently perturbed to move to the other basin. We also note that
for the majority of the trajectory, the state will be near the point where the drift is zero, so
the dynamics will be dominated by the di↵usion. At these points, the trajectory will behave
similarly to Brownian motion.

For the SINDy algorithm, we will use a dictionary of monomials in x up to degree 14:

✓(x) =
⇥
1 x · · · x

14
⇤
.

This basis will be used to estimate both the drift and the di↵usion. To generate the data for
the algorithm, we simulated (7.1) using the Euler–Maruyama method 1,000 times with a time
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STOCHASTIC SINDy 1525

Figure 7.1. (Left) The mean error in the estimation of the drift coe�cients for the double well system
(7.1) is plotted as a function of �t. The error is approximated using 1,000 trajectories of length T = 20,000.
(Center, right) The variance for each method is plotted against the sampling period, �t, and the trajectory
length, T . The trajectory length is fixed at T = 20,000 for the center plot, while the sampling period is fixed at
�t= 0.004 = 4⇥ 10�3 for the rightmost plot.

step of 2⇥ 10�4 and a duration of 20,000. The initial condition was drawn randomly for each
simulation from the standard normal distribution. The SINDy methods were then run on the
data from each simulation for di↵erent sampling periods, �t, and lengths of the trajectory, T .
We use a minimum �t of 0.002 so the simulation has a resolution of at least 10 steps between
each data sample. The truncation parameters for the sparse solver were set at � = 0.005 for
the drift and �= 0.001 for the di↵usion.

As can be seen from Figure 7.1, the expected errors in all three methods for the drift were
converging to zero as �t! 0. For small �t, the expected estimate was within 1% of the true
value. Additionally, the two higher order methods showed that, in expectation, they produce
more accurate results and appear to converge more quickly, in line with Theorems 5.1, 6.1,
and 6.2. For these methods, the expected error was as much as an order of magnitude smaller,
depending on the size of �t. The convergence rate for the first order method scales linearly
with �t, while the higher order methods appear to scale quadratically until �t = 0.02, at
which point there is likely not enough data to overcome the variance in the estimate.

The variance, however, is rather large relative to the size of the expected error for all three
methods. This is likely due to the system tending to settle toward the points x=±1/

p
2 where

the drift is zero. Near these points, the dynamics are dominated by the di↵usion, making it
di�cult to estimate the drift. As can be seen (noting the scale of the center plot), the
variance does not change a great amount as �t decreases, as is predicted for the estimates of
the drift. As shown in the rightmost plot, the variance decreases as the length of the trajectory
increases, slightly faster than linearly in 1/T . In order to more fully benefit from using the
higher order methods to the full extent, we would need a long enough trajectory to control
the variance.
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1526 M. WANNER AND I. MEZIĆ

Figure 7.2. (Left) The mean error in the estimation of the di↵usion coe�cients for the double well system
(7.1) is plotted as a function of �t. The error is approximated using 1,000 trajectories of length T = 20,000.
(Center, right) The variance for each method is plotted against the sampling period, �t, and the trajectory
length, T . The trajectory length is fixed at T = 20,000 for the center plot, while the sampling period is fixed at
�t= 0.04 = 4⇥ 10�3 for the rightmost plot.

For the di↵usion, Figure 7.2 shows again that, as �t ! 0, all of the methods do indeed
converge in expectation. The Drift-Sub method slightly outperforms FD-Ord 1; the error
is typically reduced by about 20%–30%. Of the two higher order methods, the trapezoidal
method typically yields the best results, often an order of magnitude better than FD-Ord 1,
although it does not appear to scale quadratically in �t as predicted by the theorem. This is
likely due to a lack of su�cient data to average over the noise. FD-Ord 2 also gives substantial
improvements for small�t. In contrast to the drift, the variance in the estimate of the di↵usion
does decrease as �t goes to zero. The decrease appears to be proportional to �t and slightly
faster than linear in 1/T , which is roughly in line with Theorems 5.2, 6.3, and 6.4.

7.2. Noisy Van der Pol oscillator. Consider the ODE

ẋ
1

ẋ
2

�
=


x
2

(1� (x1)2)x2 � x
1

�
.

This is the Van der Pol equation, which describes a nonlinear oscillator. We can perturb this
equation by adding noise. We get the SDE


dX

1
t

dX
2
t

�
=


X

2
t

(1� (X1
t )

2)X2
t �X

1
t

�
dt+ �(Xt)dWt,(7.2)

where Wt is a two-dimensional Wiener process. For the simulations, we let

�(x) =
1

2


1 + 0.3x2 0

0 0.5 + 0.2x1

�
.
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STOCHASTIC SINDy 1527

Figure 7.3. (Left) The mean error in the estimation of the drift coe�cients for the Van der Pol system
(7.2) is plotted as a function of �t. The error is approximated using 1,000 trajectories of length T = 1,000.
(Center, right) The variance for each method is plotted against the sampling period, �t, and the trajectory
length, T . The trajectory length is fixed at T = 1,000 for the center plot, while the sampling period is fixed at
�t= 0.008 = 8⇥ 10�3 for the rightmost plot.

We chose this system to represent a di↵erent type of limiting behavior, and the estimation of a
stochastic Van der Pol oscillator was also considered in [2]. For this system, the dynamics settle
around a limit cycle. While they will have a certain amount of randomness, the trajectories
will demonstrate an approximately cyclic behavior. In particular, this also means that the
drift will rarely be near zero, as opposed to the previous example where the drift was often
small.

The dictionary we will use for the SINDy algorithm consists of all monomials in x
1 and

x
2 up to degree 6:

✓(x) =
⇥
1 x

1
x
2

x
1
x
2 · · · (x1)2(x2)4 x

1(x2)5 (x2)6
⇤
.

This basis will be used to estimate both the drift and di↵usion. To generate the data for the
algorithm, we simulated (7.2) using the Euler–Maruyama method 1,000 times with a time
step of 2⇥ 10�5 and a duration of 1,000. Each component of the initial condition was drawn
randomly for each simulation from the standard normal distribution. The SINDy methods
were then run on the data from each simulation for di↵erent sampling periods, �t, and lengths
of the trajectory, T . As before, we use �t � 2 ⇥ 10�4 to ensure that sampling period is at
least 10 times the simulation time step. The truncation parameters for the sparse solver were
set at �= 0.05 for the drift and �= 0.02 for the di↵usion.

In Figure 7.3, we first note that the variance very quickly drops to about 5⇥10�5 and stays
roughly constant as �t decreases. This falls very much in line with Theorems 5.1, 6.1, and 6.2
which assert that the variance does not depend on the sample frequency, it only decreases
with the trajectory length T . For the expected error, the FD-Ord 2 and trapezoidal methods
show drastic improvements over FD-Ord 1, with the trapezoidal method reducing the error
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1528 M. WANNER AND I. MEZIĆ

Figure 7.4. (Left) The mean error in the estimation of the di↵usion coe�cients for the Van der Pol system
(7.2) is plotted as a function of �t. The error is approximated using 1,000 trajectories of length T = 1,000.
(Center, right) The variance for each method is plotted against the sampling period, �t, and the trajectory
length, T . The trajectory length is fixed at T = 1,000 for the center plot, while the sampling period is fixed at
�t= 0.008 = 8⇥ 10�3 for the rightmost plot.

by almost two orders of magnitude on some values of �t. For the larger �t, the slopes of the
graphs demonstrate that these methods are converging at twice the order of the first order
forward di↵erence, as predicted by Theorems 5.1, 6.1, and 6.2. However, both second order
methods quickly reach a point where the performance remained constant at about 2⇥ 10�4.
This is due to the lack of data to average over the random variation to su�cient precision.
With su�cient data, we would expect the performance to continue to improve proportionally
to �t

2.
For the di↵usion, Figure 7.4 demonstrates a greater separation in the performance of

the di↵erent methods compared to the double well system. Here, the FD-Ord 1 and drift-
subtracted methods both demonstrate the same first order convergence, as predicted in
Theorem 5.2, but the drift-subtracted method demonstrates a substantially lower error, rang-
ing from half an order to almost a full order of magnitude better. FD-Ord 2 begins at roughly
the same error as FD-Ord 1 for large�t, but convergences faster, as predicted by Theorem 6.3,
until it gives more than an order of magnitude improvement for small �t. Finally, although
it is di�cult to judge the speed of convergence for the trapezoidal method, it gives the most
accurate results across all �t. The variances for all of the methods behave similarly to the
double well example and as expected, decreasing as �t! 0 and T !1.

7.3. Noisy Lorenz attractor. Consider the ODE

ẋ=

2

4
ẋ
1

ẋ
2

ẋ
3

3

5=

2

4
10(x2 � x

1)
x
1(28� x

3)� x
2

x
1
x
2 � 8

3x
3

3

5= f(x).
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STOCHASTIC SINDy 1529

This is the Lorenz system, which is famously a chaotic system exhibiting a strange attractor.
If we perturb this equation by adding noise, we get the SDE

dXt = f(Xt)dt+ �(Xt)dWt,(7.3)

where Wt is a three-dimensional Wiener process. The stochastic Lorenz process was also
previous studied in the context of SDE identification in [12]. For this example, we let

�(x) =

2

4
1 + sin(x2) 0 sin(x1)

0 1 + sin(x3) 0
sin(x1) 0 1� sin(x2)

3

5 .

To generate the data for the algorithm, we simulated (7.3) using the Euler–Maruyama
method 1,000 times with a time step of 2⇥ 10�5 and a duration of 1,000. Each component
of the initial condition was drawn randomly for each simulation from the standard normal
distribution. The SINDy methods were then run on the data from each simulation for di↵erent
sampling periods, �t, and lengths of the trajectory, T . The truncation parameters for the
sparse solver were set at �= 0.05 for the drift and �= 0.02 for the di↵usion.

We will use di↵erent dictionaries to estimate the drift and di↵usion. For the drift, the
dictionary consists of all monomials in x

1
, x

2
, and x

3 up to degree 4:

✓(x) =
⇥
1 x

1
x
2 · · · x

1
x
2(x3)3 (x2)2(x3)3 x

2(x3)4 (x3)5
⇤
.

As before, Figure 7.5 shows that the variance of the estimate for the drift decreases steadily
as T ! 1, while it approaches a minimum value as �t decreases and remains constant

Figure 7.5. (Left) The mean error in the estimation of the drift coe�cients for the Lorenz system (7.3) is
plotted as a function of �t. The error is approximated using 1,000 trajectories of length T = 1,000. (Center,
right) The variance for each method is plotted against the sampling period, �t, and the trajectory length, T . The
trajectory length is fixed at T = 1,000 for the center plot, while the sampling period is fixed at�t= 0.08 = 8⇥10�2

for the rightmost plot.
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1530 M. WANNER AND I. MEZIĆ

Figure 7.6. (Left) The mean error in the estimation of the di↵usion coe�cients for the Lorenz system
(7.3) is plotted as a function of �t. The error is approximated using 1,000 trajectories of length T = 1,000.
(Center, right) The variance for each method is plotted against the sampling period, �t, and the trajectory
length, T . The trajectory length is fixed at T = 1,000 for the center plot, while the sampling period is fixed at
�t= 0.02 = 2⇥ 10�2 for the rightmost plot.

after reaching that minimum. In terms of the mean error, this example gives the clearest
confirmation of the convergence rates demonstrated in Theorems 5.1, 6.1, and 6.2. The slopes
of the plots show that the error with FD-Ord 1 is roughly proportional to �t, while the FD-
Ord 2 and trapezoidal methods converge at double the rate. For small �t, the second order
methods do not seem to improve, due to the lack of su�cient data to compute the averages
to high enough precision.

To estimate the di↵usion, we used a dictionary consisting of all monomials in sin(x1),
sin(x2), and sin(x3) up to degree 4:

✓(x) =
⇥
1 sin(x1) sin(x2) · · · sin(x1) sin(x2) sin2(x3) sin(x2) sin3(x3) sin4(x3)

⇤
.

The error plot in Figure 7.6 provides the most compelling example of the improvements of the
higher order methods for estimating the di↵usion. FD-Ord 1 clearly demonstrates its order
one convergence as �t! 0 (Theorem 5.2), but the error is quite large compared to the other
methods. Even at our highest sampling frequency, �t= 2⇥10�4, we only get slightly accurate
results, with an error over 20%. For this system, the drift-subtracted method, although still
first order, provides great improvements over FD-Ord 1, nearly two orders of magnitude better
for most �t. FD-Ord 2 also demonstrates the second order convergence given in Theorem 6.3,
giving very accurate results for small �t. Finally, the best performance again comes from
the trapezoidal method, which gives the best performance across all �t. As expected from
Theorem 6.4, we can see that it converges faster than FD-Ord 1, but the convergence rate is
not as clear as that of the other methods.
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STOCHASTIC SINDy 1531

As for the variance, for all four methods it was roughly linear in 1/T . It also decreased
linearly with �t once �t was small enough to give accurate estimates overall. However, the
trapezoidal and drift-subtracted methods both showed a substantially lower variance for larger
�t. This is likely because the drift tends to dominate the di↵usion in this system. Both the
drift-subtracted and trapezoidal methods correct for this, preventing the drift from having an
e↵ect on the estimate of the di↵usion.

8. Measurement noise. As demonstrated in the numerical examples above, the estimates
for the drift and di↵usion can yield accurate results provided the sampling frequency is high
enough and the length of the trajectory is long enough. However, all of the numerical examples
presented assumed ideal data (i.e., there was no measurement noise in the observation of the
state). For real systems, this is rarely the case.

For the estimates presented above, the errors introduced by nonideal data can be par-
ticularly large for high sampling frequencies due to the measurement noise being divided by
�t. The e↵ects of noise on di↵usion estimates have been studied especially in the context
of single particle tracking [26, 24, 34]. Local estimates of the di↵usion function which ac-
count for the noise have been presented [34, 12, 2], which can further be used to estimate the
drift.

In this section, we will demonstrate how the methods presented above can be adapted to
processes with measurement noise. For the drift, we will see that the approximations above
can be directly adapted to handle noise using instrumental variables. For the di↵usion, the
approximation presented in [34] gives an unbiased estimate and can be extended by methods
similar to those in section 6.2 for more accurate approximations.

For the duration of this section, we will assume that the measurement noise can be modeled
as an independent and identically distributed (i.i.d.) Gaussian random vector with zero mean.
Letting Yt be the noisy measurement and �t be the noise, we have

Yt =Xt + �t, �t i.i.d.

Further, we will also assume the noise is small enough that we can evaluate our dictionary
functions accurately. More precisely, for any dictionary function ✓k, we will assume

✓k(Yt) = ✓(Xt + �t) = ✓k(Xt) +
dX

i=1

(r✓k)
T
�t +O(k�tk2),

and we can neglect the second order terms.

8.1. Stochastic force inference. In [12], the stochastic force inference (SFI) methodology
estimates the drift and di↵usion functions of an SDE with both ideal and noisy data. When
using noisy data, SFI first estimates the di↵usion using the local estimate in [34]. Then, to
measure the drift, SFI approximates a Stratonovich integral, which is unbiased with noise,
and uses the estimate of the di↵usion to correct the Stratonovich integral to the Ito one.

Letting �Y
i
t = Y

i
t+�t � Yt, SFI approximates the di↵usion using

⌃i,j(Xt)⇡
(�Y

i
t +�Y

j
t��t)(�Y

j
t +�Y

j
t��t)

4�t
+

�Y
i
t �Y

j
t��t +�Y

i
t��t�Y

j
t

4�t
.(8.1)
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1532 M. WANNER AND I. MEZIĆ

This approximation gives an estimate that converges with order �t. Using the notation of
(6.1) with the matrices populated using the noisy data Yt, we can set up the normal equation
to solve for �̃i,j as

⇥⇤
1⇥1

˜�i,j =
1

4�t
⇥⇤

1

h
D

i
2 �D

j
2 +D

i
1 � (Dj

2 �D
j
1) + (Di

2 �D
i
1)�D

j
2

i
.(8.2)

When estimating the drift, errors arise from the interaction of the noise in the approximation
of µ and the e↵ects of the noise on the dictionary function. To combat this, SFI evalu-
ates a discretized Stratonovich integral and uses an estimate of the di↵usion to convert the
Stratonovich integral to an Ito one. The symmetry of the Stratonovich integral removes the
bias introduced by the noise. The normal equations to summarize this method are

⇥⇤
0⇥0↵̃

i =
1

2�t
(⇥0 +⇥1)

⇤
D

i
1 +

N�1X

x=0

dX

j=1

⌃i,j(Xtn)
@✓

@xj
(Xtn).(8.3)

For the evaluation ⌃i,j(Xt) in this equation we can use the approximation (8.1). The first term
on the right-hand side of this equation approximates the Stratonovich integral

R T
0 ✓�dXt, while

the second term corrects it to the Ito integral. For more detailed analysis of these methods,
see [12]. While this estimate is unbiased, it does have the disadvantages of requiring the
di↵erential of ✓ and using an estimate of ⌃, which will also have some error.

8.2. Instrumental variables for estimating drift. While the SFI method is unbiased, it
does have the disadvantages of using an estimate of ⌃, which will also have some error, and
requiring knowledge of the di↵erential of ✓. However, we can adapt the estimates in section 6.1
to be unbiased. These methods will realize the same order of convergence (with respect to �t)
as the methods with ideal data in the large data limit. Additionally, they have the advantage
of being simple to implement and do not require the di↵erential of ✓.

Consider the first order forward di↵erence in the presence of noise

µ(Xt)⇡
Yt+�t � Yt

�t
=

Xt+�t �Xt

�t
+

�t+�t � �t

�t
.

Since this approximation is linear in the noise �t, its expected value is una↵ected by the noise.
All of the di↵erence methods presented in section 6.1 have this property, since they are linear.
The bias only comes from the interaction of the noise in the numerical derivatives and the
noise in the dictionary. The bias is given by

E
✓
✓k(Yt)

�t+�t � �t

�t

◆
⇡E

�
✓k(X) + (r✓k)

T
�t
�✓�t+�t � �t

�t

◆�
=Cov(�t)r✓k,

where Cov(�t) = E(�t�Tt ) is the covariance matrix of �t. However, if we use the previous
dictionary values, ✓(Yt��t), we have

E
✓
✓(Yt��t)

Yt+�t
� Yt

�t

◆
= ✓(Xt��t)

Xt+�t �Xt

�t
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STOCHASTIC SINDy 1533

since the realizations of the noise in Yt��t, Yt, and Yt+�t are all independent. This amounts
to using ⇥(Yt��t) as a set of instrumental variables (see [32]). The normal equation for this
regression is

⇥⇤
0⇥1↵̃

i =
1

�t
⇥0D

i
1.(8.4)

Similar to the first order method above, we can find a set of normal equations for the trape-
zoidal method for drift using instrumental variables:

1

2
⇥0 (⇥1 +⇥2) ↵̃

i =
1

�t
⇥0D

i
1.(8.5)

8.3. Improving the di↵usion estimate?. Equation (8.1) gives an O(�t) approximation of
⌃i,j(Xt) in expectation. We can improve this estimate in a similar manner to the trapezoidal
method for di↵usion. Let

s
i(t) = Y

i
t+�t�Y

i
t �

�t

2

�
µ
i(Yt) + µ

i(Yt+�t)
�
, q

i(t) = Y
i
t+2�t�Y

i
t ��t

�
µ
i(Yt) + µ

i(Yt+2�t)
�
.

Then we can use the approximation

⌃i,j(Xt) +⌃i,j(Xt+2�t)⇡
1

2�t

�
q
i(t)qj(t) + s

i(t)si(t+ 1) + s
i(t+ 1)si(t)

�
.(8.6)

Letting

S
i
n =

⇥
s
i(tn) s

i(tn+1) · · ·si(tN+n�1)
⇤T

and Q
i
n =

⇥
q
i(tn) q

i(tn+1) · · · qi(tN+n�1)
⇤T

,

we can set up the instrumental variables regression

⇥⇤
0(⇥1 +⇥3)�̃

i,j =
1

2�t
⇥⇤

0

⇣
Q

i
1 �Q

j
1 + S

i
1 � S

j
2 + S

i
2 � S

j
1

⌘
(8.7)

to solve for �̃i,j .

8.4. Van der Pol oscillator. We now consider the stochastic Van der Pol oscillator given
by (7.2) with measurement noise on the state Xt. Each component of the noise �

i
t is drawn

from a normal distribution with zero mean and a standard deviation of 0.02. The system was
simulated 1,000 times with a time step of 4⇥ 10�5 and a duration of 1,000. As before, we use
�t� 4⇥10�4 to ensure that the sampling period is at least 10 times the simulation time step.
The truncation parameters for the sparse solver were set at � = 0.05 for both the drift and
the di↵usion. Using this data, we test the noise-corrected methods presented in this section
along with the first order and trapezoidal methods tested in section 7.

As can be seen from the error plots, while the methods which don’t account for noise may
be somewhat accurate estimates for large �t, as �t! 0 they diverge from the true values of
↵
i and �

i,j . For the drift estimate (see Figure 8.1), the SFI and methods using instrumental
variables improve as �t! 0. The instrumental variables methods, however, tend to give more
accurate results, with the trapezoidal IV method greatly outperforming the others for larger
�t. For the di↵usion (see Figure 8.2), the estimate in SFI converges toward the true values
of �i,j as �t ! 0. The trapezoidal method, however, reaches the same level of accuracy for
much larger �t.
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1534 M. WANNER AND I. MEZIĆ

Figure 8.1. (Left) The mean error in the estimation of the drift coe�cients for the Van der Pol system
(7.2) with measurement noise is plotted as a function of �t. The error is approximated using 1,000 trajectories
of length T = 1,000. (Center, right) The variance for each method is plotted against the sampling period, �t,
and the trajectory length, T . The trajectory length is fixed at T = 1,000 for the center plot, while the sampling
period is fixed at �t= 0.008 = 8⇥ 10�3 for the rightmost plot.

Figure 8.2. (Left) The mean error in the estimation of the di↵usion coe�cients for the Van der Pol system
(7.2) with measurement noise is plotted as a function of �t. The error is approximated using 1,000 trajectories
of length T = 1,000. (Center, right) The variance for each method is plotted against the sampling period, �t,
and the trajectory length, T . The trajectory length is fixed at T = 1,000 for the center plot, while the sampling
period is fixed at �t= 0.008 = 8⇥ 10�3 for the rightmost plot.

9. Conclusion. As was shown in this and previous papers [1, 8, 5], the SINDy algorithm
can be used to accurately estimate the parameters of a stochastic di↵erential equation. How-
ever, the significant amount of noise involved requires one to use either a great deal of data
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(i.e., a long time series) and/or methods which improve the robustness of SINDy to noise.
Unfortunately, even if SINDy should identify all of the correct dictionary functions present
in the dynamics, we showed that the sampling frequency limits the accuracy of the results
when using the first order Kramers–Moyal formulas to estimate the drift and di↵usion. The
necessity for high sampling frequencies, combined with long trajectories, makes SINDy a data
hungry algorithm.

The higher order estimates presented in this paper allow us to overcome the O(�t) conver-
gence given in [1, 12]. With the higher order methods we can compute accurate estimations of
the SDEs using far lower sampling frequencies. In addition to making SINDy a more accurate
system identification tool, these improvements also greatly reduce the data requirements to
feed the algorithm. By achieving accurate results at lower sampling frequencies we can re-
duce the data acquisition constraint, which makes SINDy a more feasible system identification
method for SDEs.

Appendix A. Error derivations for section 5. In Theorems 5.1–5.2 and 6.1–6.4, we used
estimates of the drift and di↵usion based on finite di↵erences. Most of the derivations are
straightforward and follow almost immediately from the Ito–Taylor expansions. However,
bounding the estimate for the variance in the second order di↵erence for the drift and bounding
the first order estimate for the di↵usion require a little extra work, so we include them here.

A.1. Drift: Second order forward di↵erence. The error in the second order forward
di↵erence estimate (6.2) for the drift is given by

etn = µ
i(Xtn)�

�3Xi
tn + 4Xi

tn+1
�X

i
tn+2

2�t
.

Using (3.5) in the estimate above gives us

E(et |Xt) =��t

3
(L0)2µi +O(�t

3).(A.1)

Proof of Theorem 6.1. The proof of the estimate on the mean error follows from (A.1)
and the proof of Theorem 5.1. Now, Let

⇥0 =

2

6664

✓(Xt0)
✓(Xt1)

.

.

.

✓(XtN�1)

3

7775
and E =

2

6664

e0

e1
.
.
.

eN�1

3

7775
.

To estimate the variance, we need to find E(k 1
N⇥⇤

0Ek22). To do this, we will use the strong
expansion (3.7) and obtain

et =
1

2�t

 
dX

m=1

�
i,m(3�W

m
t ��W

m
t+1) +Rt

!
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with E(|Rt|2) =O(�t
2). Then we use

1

N
⇥⇤

0E =
1

N

N�1X

n=0

✓
⇤(Xtn)etn =

1

N

N�1X

n=0

✓
⇤(Xtn)

 
dX

m=1

�
i,m(Xtn)

3�W
m
tn ��W

m
tn+1

2�t
+

Rtn

2�t

!

=
1

2T

N�1X

n=0

✓
⇤(Xtn)

 
dX

m=1

(3�i,m(Xtn)� �
i,m(Xtn�1))�W

m
tn +Rtn

!
+R1

=
1

T

N�1X

n=0

✓
⇤(Xtn)

 
dX

m=1

(�i,m(Xtn) +R
m
tn)�W

m
tn +Rtn

!
+R1,

where

R1 =
1

T

dX

m=1

�
✓
⇤(Xt0)�

i,m(Xt0)�W
m
t0 � ✓

⇤(XtN )�
i,m(XtN )�W

m
tN

�

and E(|Rm
tn |

2) =O(�t). The second line comes from rearranging the indices of the sum, which
gives the remainder R1, and the last line uses the Ito–Taylor expansion of �i,m, which gives
the remainder R2. Combining all of the errors gives us

1

N
⇥⇤

0E =
1

T

N�1X

n=0

dX

m=1

✓
⇤(Xtn)�

i,m(Xtn)�W
m
tn +R

with E(R2) =O(�t
2). Taking the expectance of the square of this last equation gives us

E
 ����

1

N
⇥⇤

0E

����
2

2

!
 1

T 2

NX

n=0

dX

m=1

k✓⇤(Xtn)k22�i,m(Xtn)
2�t+O(�t

3
2 ).

Using this, the rest of the proof follows that of Theorem 5.1.

A.2. Di↵usion: First order forward di↵erence. For Theorem 5.2, we use (4.2) to approx-
imate the di↵usion matrix elements. We need to bound the errors to give (5.7) and (5.8) for
the proof. From the approximation (4.2), the error is

et =
(Xi

t+�t �X
i
t)(X

j
t+�t �X

j
t )

2�t
�⌃i,j(Xt).

The expected error, E(et|Xt), is easy to bound using (3.6). To calculate the squared error,
E(|et|2|Xt), we will use the strong expansion (3.8). This gives us

et =
1

2�t

0

@
dX

k,l=1

(�k,i
�
l,j(Xt) + �

k,j
�
l,i(Xt))Ii,j +Rt

1

A(A.2)

with E(|Rt|2|Xt) =O(�t
3). From Lemma 5.7.2 of [17], we have

E(I(k,l)I(m,n)) =

(
0, (k, l) 6= (m,n),
�t2

2 , k=m, l= n.
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Then, squaring (A.2), we get

E(|et|2 |Xt) =
1

4�t2

dX

k,l=1

(�k,i
�
l,j(Xt) + �

k,j
�
l,i(Xt))

2�t
2

2
+O(�t

1
2 )

=
1

8

dX

k,l=1

2
⇣
(�k,i

�
l,j(Xt))

2 + �
k,i
�
l,j
�
k,j

�
l,i(Xt)

⌘
+O(�t

1
2 )

=⌃i,i(Xt)⌃
j,j(Xt) +⌃i,j(Xt)

2 +O(�t
1
2 ),

which gives us (5.8).

A.3. Trapezoidal approximation for di↵usion. The trapezoidal method to approximate
the di↵usion is given by (6.17):

⌃i,j(Xt+�t)+⌃i,j(Xt)⇡

�
�X

i
t��t

2 (µi(Xt)+µ
i(Xt+�t))

�⇣
�X

j
t ��t

2 (µj(Xt)+µ
j(Xt+�t))

⌘

�t
.

(A.3)

We claim that the error in this approximation can be bounded by

|E(et |Xt)|=O(�t
2) and E(|et|2) =O(�t).

To achieve this, we let �µ
i
t = µ

i(Xt+�t)� µ
i(Xt) and rewrite the right-hand side of (A.3) as

�
�X

i
t � µ

i(Xt)�t� �t
2 �µ

i
�⇣

�X
j
t � µ

j(Xt)�t� �t
2 �µ

j
t

⌘

�t
=⌃i,j(Xt) +⌃i,j(Xt+�t) + et.

(A.4)

We will look at several of the cross terms separately on the left-hand side. Using (3.6) and
(3.5), we can see that the first term will be

E

0

@
�
�X

i
t � µ

i(Xt)�t
�⇣

�X
j
t � µ

j(Xt)�t

⌘

�t

���Xt

1

A= 2⌃i,j(Xt) + h(Xt)�t+O(�t
2),

where

h=L
0⌃i,j +

dX

k=1

✓
⌃j,k @µ

i

@xk
+⌃i,k @µ

j

@xk

◆
.

Next we will consider the �X
i
t�µ

j
t terms. If we use the weak Ito–Taylor expansion of

f(x) = (xi �X
i
t)(µ

j(x)� µ
j(Xt)), holding Xt fixed, we see that

E
⇣
�X

i
t�µ

j
t |Xt

⌘
=E(f(Xt+�t)|Xt) =L

0
f(Xt)�t+O(�t

2) = 2
dX

k=1

⌃i,k @µ
j

@xk
.
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These will cancel the last terms in h. All other terms on the left-hand side will be of higher
order. For the right-hand side of (A.4), we can use the Ito–Taylor expansion of ⌃i,j to show

E
�
⌃i,j(Xt+�t)|Xt

�
=⌃i,j(Xt) +L

0⌃i,j�t+O(�t
2).

Combining all of these together, we see that

⌃i,j(Xt) +⌃i,j(Xt+�t) =

�
�X

i
t � µ

i(Xt)�t� �t
2 �µ

i
�⇣

�X
j
t � µ

j(Xt)�t� �t
2 �µ

j
t

⌘

�t
+ et

with E(et|xt) =O(�t
2). The bound for the squared error, E(|et|2 |Xt) =O(�t), follows easily

from (3.8), since the correction terms added are all of higher order.
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