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Abstract—In the realm of large language models (LLMs) like
the Generative Pre-trained Transformer (GPT), the Mixture of
Experts (MoE) paradigm has emerged as a powerful technique
for enhancing model expressiveness and accuracy. However,
the deployment of GPT MoE models for parallel inference on
distributed systems presents significant challenges, primarily due
to the extensive Alltoall communication required for expert routing
and aggregation. This communication bottleneck exacerbates the
already complex computational landscape, hindering the efficient
utilization of high-performance computing resources. In this paper,
we propose a lightweight optimization technique called ExFlow,
to largely accelerate the inference of these MoE models. We take
a new perspective on alleviating the communication overhead by
exploiting the inter-layer expert affinity. Unlike previous methods,
our solution can be directly applied to pre-trained MoE models
without any fine-tuning or accuracy degradation. By proposing a
context-coherent expert parallelism on distributed systems, our
ExFlow design only uses one Alltoall communication to deliver
the same functionality while previous methods all require two
Alltoalls. By carefully examining the conditional probability in
tokens’ routing across multiple layers, we proved that pre-trained
GPT MOoE models implicitly exhibit a strong inter-layer expert
affinity. We then design an efficient integer programming model
to precisely capture such features and show that by properly
placing the experts on corresponding GPUs, we can reduce up to
67% of tokens’ cross-GPU routing latency on various hardware
configurations and topologies. Our solution beats the cutting-edge
Deepspeed-MoE in GPT MoE models with experts from 8 to 64,
with up to 2.2x improvement in inference throughput. To the best
of our knowledge, this is the first work in leveraging inter-layer

expert affinity to accelerate the inference of GPT MoE models.

We further provide a detailed study of how the model implicitly
acquires this expert affinity at the very early training stage and
how this affinity evolves and stabilizes during training.

Index Terms—Mixture of experts, Parallel inference, Collective
communication, Generative models, Distributed system

I. INTRODUCTION

In the evolving landscape of artificial intelligence (AI) and
deep learning (DL), the Mixture of Experts (MoE) [1]-[6]
paradigm has emerged as a pivotal technique, bolstering the
efficiency and adaptability of models. MoE operates on the
principle of distributing tasks among specialized experts within
a broader model architecture, dynamically routing the input
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Fig. 1: Given a pre-trained MoE model, (a) vanilla placement
strategy causes intensive cross-GPU communication. (b) lever-
aging inter-layer expert affinity can avoid unnecessary Alltoall
communication.

to the most adept expert based on the context. While MoE
is a domain-agnostic technique that has achieved success in
domains such as vision [7], [8], MoE has been particularly
instrumental for large language models (LLMs) [9]-[11] in
scaling language modeling capabilities while constraining
computational costs. While being powerful in scaling the
capacity of large language models, it usually requires special
parallelism strategies to alleviate the memory requirement, as
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accommodating all experts on a single GPU is infeasible due to
each expert being a de facto large feed-forward network (FFN).
Modern LLMs usually deploy multiple Mixture-of-Experts
layers, previously proposed expert parallelism allows each GPU
to load only a few experts per MoE layer, given its global rank.
However, by introducing more GPUs to hold different experts,
the overhead of communication becomes non-trivial, especially
for the latency-sensitive inference stage.

A. Problem Statement

Current MoE [6], [12]-[14] working patterns strictly require
two Alltoall collectives in every MoE layer, as according to the
routing decision made by the gating function, each GPU will
first scatter its input to experts on other GPUs, and later gather
them back after the computation. Depending on the involved
number of GPUs, Alltoall collectives will introduce a significant
overhead. Existing solutions [13], [14] introduce topology-
aware loss during training, trying to let the gating function route
more tokens to local GPUs with less communication latency,
however, while it can accelerate the training, this heuristic
constraint impedes the model’s performance and becomes
invalid during the inference stage once the hardware topology is
changed. Given the resource-intensive nature of LLM training
and the varied inference scenarios, a universally applicable,
communication-efficient MoE routing design remains a pressing
requirement.

B. Motivation

In a Mixture of Experts (MoE) layer, each expert model
specializes in a distinct domain of knowledge [15], [16].
Modern MoE models usually stack multiple such MoE layers
so that at each layer, the input will be routed to one or a few
experts. The domain knowledge that each expert is responsible
for might vary on different models and trainings. However, for
a pre-trained MoE model, we are curious about whether there
exist some correlations between the expert selection across
different MoE layers. In other words, for a pre-trained MoE
model with multiple experts per layer, given an input token, if
we know that it is routed to a specific expert at layer ¢, what
is the likelihood of the token’s routing destination at the next
layers? Will it be purely stochastic? Or will certain experts
exhibit a higher probability of being selected as the next
destination?

Fig 2 shows the heatmap of the routing preference on a
pre-trained GPT [17], [18] MoE model. The model consists
of 12 MoE layers, and each layer has 32 experts, refer to II
for more details. We select four pairs of consecutive layers
and trace the expert selection of tokens in these layers. The
Y-axis depicts the expert on the previous layer, and X-axis
depicts the expert on the following layer. The red block on
coordinate (x,y) represents the conditional probability of
tokens being routed to expert, at layer; then being routed to
expert, at layer;11. The more intense the color, the higher
the conditional probability it is. Telling by all four heatmaps,
we can clearly observe that expert selection is not random and
routing decisions in previous layers will largely affect the later
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layer’s routing decisions, and this is true for any layers in the
model. Therefore, we define such a conditional probability in
expert selections across different layers as expert affinity. [19],
[20] previously observed this phenomenon, yet it has not been
extensively researched, prompting our in-depth exploration and
subsequent optimization proposal.

C. Proposed Solutions

In this paper, we introduce a new perspective on optimizing
the MoE Alltoall patterns by going beyond individual MoE
layers and exploiting the inter-layer experts’ affinity. With a
careful examination of the implicit data parallelism in current
expert parallelism, we propose a context coherence design
where every GPU holds the contexts of all tokens in processing,
which then allows us to directly cut down by half of the Alltoall
operations in each MoE layer. Furthermore, by exploiting expert
affinity across multiple MoE layers, we can reduce up to 40%
of data exchange in the remaining Alltoall communication,
without creating any replicas of additional experts that do not
belong to the current GPU rank. Our optimization strategy is
adapted to various topologies of compute nodes, leveraging the
hierarchical bandwidth of GPU memory copies, intra-node intra-
node NVLINK [21], and inter-node networks. Our solution can
be quickly applied to various pre-trained GPT MoE models
without any prior re-training or fine-tuning on the model, and is
guaranteed to bring benefits regardless of the number of experts
that can be stored within a single GPU’s memory capacity.

To the best of our knowledge, this is the first work in
exploring inter-layer expert affinity to accelerate pre-trained
GPT MoE inference. Therefore, upon thorough examination of
the prevailing paradigms in expert parallelism, we enumerate
our contributions as follows:

1) We exploit the expert affinity property that exists implic-
itly in current pre-trained GPT MoE models by capturing
the combined conditional probability of the expert routing
decisions across multiple MoE layers.

2) We thoroughly analyze the computation and commu-
nication patterns in existing parallelism strategies, and
propose a context-coherent expert parallelism to largely
reduce the number of Alltoall collectives in current GPT
MoE models.

3) We design an efficient yet accurate offline algorithm to
capture expert affinity in any pre-trained GPT MoE mod-
els by formulating it as an Integer Linear Programming
problem, allowing for near-optimal solutions. The derived
results inform the expert placement strategy during GPU
model loading.

4) We propose a novel expert parallelism optimization
solution based on context coherence and expert affinity,
named ExFlow. It is implementation agnostic and easily
applied to any given GPT MoE model. ExFlow can
significantly accelerate the inference of these models.

5) We compare ExFlow with existing advanced MoE infer-
ence frameworks on a variety of pre-trained GPT MoE
models. For GPT MoE-16/32/64 models, our solution
provides up to 56%/65%/67% reduction in Alltoall
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Fig. 2: Heatmaps illustrating the distribution of inter-layer expert routing preference. Color intensity represents the magnitude
of the likelihood, with white signifying low values and red indicating high values. We measure the conditional probability of
expert routing in different parts of a pre-trained GPT model with 12 MoE layers, and 32 experts per layer. For each row, we
can observe only a few columns are red, indicating a strong affinity.

communication and 120%/60%/80% improvement in
inference throughput, respectively.

II. BACKGROUND
A. Expert Model

Expert models, particularly in vision and language domains,
operate on the principle of distributed specialization, where
each expert is responsible for a specific subset of the overall
knowledge domain. These experts are typically neural network
modules trained to excel in tasks like object recognition,
semantic parsing, or sentiment analysis. The overall system
employs a gating mechanism to route input data to the
most relevant experts, thereby leveraging domain-specific
knowledge for improved performance. Expert parallelism is a
computational strategy that enables the concurrent execution of
these experts, significantly accelerating inference and training.
This is crucial for handling large-scale data and complex
models, as it allows for the distribution of computational load
across multiple hardware accelerators.

Transitioning to large language models (LLMs), the Mixture
of Experts (MoE) architecture has been instrumental in scaling
their capacity without a linear increase in computational
cost. MoE integrates multiple experts into a single model
and uses a soft gating mechanism to combine their outputs.
However, expert parallelism in MoE necessitates two critical
Alltoall operations: 1) routing the input data to appropriate
experts, and 2) aggregating the outputs from all experts for the
final prediction. While these operations are essential for the
model’s functionality, they introduce significant communication
overhead, especially in distributed inference scenarios involving
multiple GPUs. This overhead can become a bottleneck,
impeding the scalability and efficiency of the system.

B. Gating Strategies and Optimizations

In Mixture of Experts (MoE) models, the gating function [1]
is a critical component that routes input data to special-
ized experts, optimizing performance through domain-specific
knowledge. GShard [22] gating employs a softmax-based
approach, focusing on computational efficiency but potentially
exacerbating communication overhead due to its agnostic
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approach to hardware topology. On the other hand, topo-
aware gating [13], [14] minimizes this overhead by introducing
additional loss terms into the training objective, which are
sensitive to hardware topology. However, this necessitates
retraining the model from scratch, a resource-consuming
endeavor especially for large-scale models like GPT.

Table I compares various cutting-edge MoE frameworks with
our proposed design. While topo-aware gating can effectively
reduce communication overhead during training, its benefits
are not applicable during inference if the hardware topology
changes. This limitation poses a significant inconsistency
problem for models like GPT, which are often deployed across
various hardware configurations. The requirement for retraining
with topo-aware gating also adds a layer of computational
burden, making it a less practical choice for already trained
and deployed models. More importantly, existing optimizations
on gating functions still remain within the individual MoE
layer, while failing to systematically investigate the overall
dataflow across multiple MoE layers in the model.

III. CHALLENGES
A. Data Locality

As shown in Fig 3, prevalent expert parallelism methodolo-
gies integrate both data parallelism (DP) and model parallelism
(MP) [23]. In this setup, DP ensures that tokens and their
associated contexts, as maintained by individual GPUs, remain
distinct. On the other hand, MP ensures each GPU retains
exclusive ownership of distinct experts. Therefore, two Alltoall
communications are indispensable at every MoE layer. First,
in the attention [24] calculation, tokens attend to their context
on the local GPU, and then a gating function will determine
the expert destination of each token. The first Alltoall will
route tokens on each GPU to the targeted experts on other
GPUs, and this is called token dispatch. Once the first Alltoall
is done, each GPU will feed the received tokens to the experts
it holds. Note that since experts are essentially FFNs that only
perform a non-linear transformation on tokens, they do not
require any context information, unlike the previous attention
module. However, because multiple MoE layers are stacked,
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Topology | Additional Extra Memor Forward comm. in Forward comm. in Applicable in
Aware Topo. loss y Top-1 gating Top-2 gating Inference
FasterMoE [13] v v v 2-G-N-L-piopo 4-G-N-L-piopo
TA-MoE [14] v v 2-G-N-L-piopo 4. G N-L- ptopo
Deepspeed-MoE [12] 2-G-N-L-p -G-N - v
ExFlow(Ours) v G-N-(L-p*+G) | G-N-(2-L-p* + Q) v

TABLE I: Comparison with state-of-the-art GPT MoE optimization methods. G denotes the total number of GPUs in expert
parallel group, IV denotes the number of tokens per GPU, L denotes the total number of MoE layers in the model. p denotes
the actual ratio of tokens that are involved in the Alltoall communication. For FasterMoE [13] and TA-MoE [14], since they
adopt topology-aware gating, We Use D¢opo. In our method, we exploit inter-layer expert affinity to keep most tokens within
their current GPU, which is essentially different from other methods, therefore using p* to denote the proportion.

attention modules in the following layer will require tokens to
be aligned with the local context, thus at the end of every layer,
another Alltoall communication is performed to gather those
dispatched tokens. Therefore, in order to remove the second
Alltoall operation, we need to overcome the locality constraint
of data parallelism, such that tokens can always attend to their
corresponding context regardless of their residing GPU.

Two Alltoalls Layer i . Layer i+1
Attentlon FFN | Attentlon
Context 2 2l Context 2 2]
GPU 2 /
GPU 3 This GPU does not
[ Context 3 Expert 3 ] have its context

Fig. 3: Due to current expert parallelism consisting of data
parallel, different GPUs do not share the context of tokens.
Therefore, 75 needs to go back to GPU 2 for performing
attention in the next layer.

B. Map Expert Affinity to Hardware Topology

Since the goal is to minimize the inference latency of MoE
models with expert parallelism, we are interested in reducing
the Alltoall communication overhead as much as possible.
Therefore, identifying expert affinity in a pre-trained MoE
model is our first step, properly mapping this affinity to the
underlying hardware is a crucial task. Given a pre-trained MoE
model, the inference could happen on a variety of hardware
configurations, thus we need a ubiquitous mapping algorithm
so that our design can seamlessly adapt to heterogeneous
topologies without necessitating any modifications or fine-
tuning of the MoE model.

IV. DESIGN OF EXFLOW

In this section, we first introduce the context-coherent expert
parallelism. We will try to overcome the data locality constraint
as mentioned above, as this is crucial when we later exploit
expert affinity. Then we will introduce how to model expert
affinity in an effective manner, and utilize it to largely accelerate
the inference of GPT MoE models.

A. Token Context Coherence in Expert Parallelism

Before diving into our design, we would like to revisit
the inference pipeline of GPT models. Given a pre-trained
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GPT model and an inference request, it takes [ words per the
request as the input, this is usually called Prompts. Prompts
are essentially tokens. When the model tries to generate a
response for this request, it will refer to prompts for context
information. As GPT is indeed a generative model, it will
generate one or a few words in each iteration, and append
them to the current prompt tokens, which then become the
context for generating words in the next iteration. Importantly,
once generated, these tokens remain immutable in subsequent
iterations, serving purely as context and not undergoing further
transformations or updates by the network. For simplicity, we
use the term context to represent prompts as well as tokens
generated in previous iterations. Suppose we have n GPUs in
the data parallel group, to achieve token context coherence
across all GPUs in the group, we will focus on both the before-
inference and after-iteration parts involved in the overall MoE
inference process, as shown in Fig 4.

Before inference: After each iteration:

1
1
GPU O GPU 1 : GPUO GPU 1
Conteaty ;
Contert; I Cmptemti I . \;111_\
1
AllGather - AllGather
“ a ' <
Contexty Contexty ' Context mﬂ Contexty 1o
1 o
Context, Contexty ' Context, [T} Context, |T;
Context, i [_Contezxt, [T
Context i L _Context; [Ty

Fig. 4: Before inference, we use Allgather to ensure every
GPU has all contexts. After each iteration, another Allgather
is performed on the newly generated tokens, we then append
them to the current contexts for the next iteration.

At the start of inference, GPU ¢ has ¢; requests, i €
{1,2,...,n}, we will first perform an AllGather communica-
tion across GPUs where each GPU will broadcast its g; contexts
to all other GPUs. After this, every GPU in the group will have
> | gi contexts, meaning that all contexts are now coherent
across all GPUs. Note that, even though each GPU now has
contexts from other GPUs, it will still only generate tokens
for its own requests, adhering to data parallelism principles.

Upon iteration completion, each GPU has generated some
tokens for its own requests, in order to make sure contexts
are still coherent in the next iteration, we need each GPU to
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Fig. 5: Each GPU has a capacity of 2 experts per layer. (a). Vanilla expert parallelism. Each token needs to come back to its
original GPU to perform attention computation with its context. (b). Enabling token context coherence across all GPUs. Tokens
do not need to go back to the original GPU to perform attention computation, because they can attend to their context on the
local GPU. (c). Exploiting expert affinity to further reduce token communication. The placement of experts on each layer is
now following an optimal pattern such that tokens will remain on local GPUs with the maximum probability.

broadcast these newly generated tokens to other GPUs. Thus,
we also perform an additional AllGather operation across the
group. By doing so, at the beginning of a new iteration, every
GPU has the up-to-date context of all requests.

What are the benefits of ensuring token context coher-
ence? In Fig 3, we mentioned the reason that current expert
parallelism strictly requires two Alltoall operations, which is
due to the data exclusion as current expert parallelism implicitly
exhibits data parallel. Now, as the contexts are coherent and
visible on all GPUs for all tokens, a token can perform in-place
attention computation with its context, no matter which GPU
it is currently on.

Fig 5 shows a 3-layer MoE-8 model running on 4 GPUs,
where each GPU holds two experts per layer. We have token
1 on GPU 1 and token 2 on GPU 3. Token 1 will be routed
to £y on layer 0, E4 on layer 1, E5 on layer 2 respectively.
Token 2 will be routed to E5 on layer 0, E5 on layer 1, Ey
on layer 2 respectively. Fig 5(a) depicts the path that token 1
and token 2 will traverse following the vanilla expert parallel
pattern. After each layer, both tokens need to go back to their
original GPUs to compute the attention. Notably, for token 2,
even if all the experts on its path are on GPU 2, it still has
to frequently return to GPU 3 as its context is not coherently
visible on GPU 2. For the given example, token 1 requires
four cross-GPU communications, and token 2 requires six
cross-GPU communications. Fig 5(b) illustrates, however, the
path both tokens take when we use context-coherent expert
parallelism. For token 1, when it is routed to GPU 0 at layer
0, it finishes the £y FFN, and performs an in-place attention
computation with its context stored on GPU 0. Then, it does
not have to come back to GPU 1, rather, it can directly go to
FE, at layer 1, which saves 1 cross-GPU communication. For
token 2, the improvement is extraordinary, since all the experts
on its path are on GPU 2, it only requires one cross-GPU
communication on layer 0, after which, all FFNs and attention
can be performed in place on GPU 2. Note that, the gating
function is shared among all GPUs, so that no matter the token
on which GPU, the gating function can always route it to the
right expert.

Tab I shows the overall communication volume in our
context-coherent expert parallelism compared to existing meth-
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ods, such as FasterMoE [13], TA-MoE [14], and Deepspeed-
MoE [12]. In our design, we cut down half of Alltoalls, while
introducing an AllGather at the end of every iteration. We find
that as the model has more layers, the overhead of AllGather
becomes less significant as it only happens at the last layer.

B. Modeling Inter-layer Expert Affinity

In this part, we will discuss how to model expert affinity in
pre-trained GPT MoE models and how the affinity guides us
in reducing Alltoall communications. First, as we are seeking
to identify the pattern of expert selection, we need a set of
tokens that the model will infer on and we can trace their
expert selections at every layer. Here we sample tokens from
the Pile [25] dataset to profile the expert routing pattern, a
more detailed study on token sampling will be discussed in
V-G.

In Fig 2, we show the heatmap of consecutive layers’ expert
selection in a pre-trained GPT 350M MOoE-32 model. We
achieve this by calculating the conditional probability across
experts in consecutive layers. Here we give a mathematical
form of expert affinity. Given a pre-trained MoE model with
E experts per layer, suppose we have N tokens, denoted by
Ti, k€ {1,2,...,N}, and we denote the i, expert on layer
j as E; ;. Then the expert affinity between F; ; and E), ;1
can be encapsulated by the following conditional probability:

N

NZP p]+1|E7J7Tk‘)
k=1

P(Epjt1|Ei ) = (1)

For expert F; ;, our goal is to find an expert F 4~ jy1, such
that:

N

¥ P

k;:
E} with i # A*

n

> P(Eas j1lEij, Tx) >
k=1

1
. P]+1|EZ]7T]€)

forall p € {1,2,..., 2)

We thus claim expert 4~ ;41 is the most affiliated expert
with expert E; ;. This affinity P(E 4« j+1|E; ;) elucidates the
likelihood of tokens at Fj; ; subsequently being routed to
E 4+ j+1. Running a model with 8 experts per layer(Z = 8) on
eight GPUs, for example, will result in each GPU holding 1
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expert per layer. In essence, for any two consecutive layers, we
have eight pairs of experts. Strategically placing these affiliated
experts on identical GPUs ensures that a token, once routed
to a GPU, exhibits a high propensity to remain on that GPU,
given that its most affiliated experts in subsequent layers are
also resident on the same GPU. However, a challenge arises
when formula 2 deduces E 4+ ;41 for multiple experts from
layer j, leading to repetition. This necessitates a comprehensive
strategy to ascertain the globally optimal expert affinity.

Furthermore, when GPUs have a larger capacity, meaning
that each GPU can hold more than one expert per layer, as
shown in Fig 5, the search space becomes much larger. Given
the capacity Cy of a single GPU, denoting the number of
experts it will hold per layer, the previous problem changes
into the following:

Given experts

By gy By gy By s "'7Ewcl,j7
where =1 o, € {1,2,...,E} 3)
We want to find experts
Ey1¢j+17Ey27j+17Ey3,j+17 "’7Ey01 J+1s
where y1,.c, € {1,2,...,E} 4

that maximizes the following combined conditional probability:
n C; C;

%ZZZP(E%JH‘E%J,TM

k=1p=1qg=1

&)

Solving this composite objective function ensures tokens
routed to experts x1, s, T3, ..., zc at layer j exhibit a high
propensity to be subsequently routed to yi,¥y2,¥s, ..., yc at
layer 7 + 1.

Fig 5(c) shows how the solution to the above problems can
guide us in placing experts such that the volume of Alltoall
communication can be minimized. For example, if we know
that experts Iy and Ey at layer O have a high combined affinity
to experts F4 and E; at layer 1, we can place them onto GPU 0.
Similarly, we can find experts F» and Ej5 at layer 2 have a high
affinity to previous experts. We find that with this placement,
token 1 only needs 1 Alltoall communication to get to GPU 0,
and it will simply perform in-place attention computation as
all its related experts in the following layers are on GPU 0.

C. Staged Experts Affinity

In Fig 1(b), we depict a more complex but practical scenario,
where each GPU holds four experts per layer. Since modern
clusters leverage NVLINK for intra-node communication, and
high-speed interconnect for inter-node. If a token still needs to
be routed to an expert outside of its current GPU, we would
want that expert to be held at an intra-node GPU (denoted
by the red dash line), rather than a GPU that is on another
node (denoted by the blue dash line), as performing intra-node
communication has much higher bandwidth and lower latency.
Therefore, for GPUs on the same node, we would want the
experts they hold to also exhibit some extent of affinity to each
other. In this case, each expert has two degrees of affinity. The
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first degree of affinity is with experts on the same GPU, while
the second degree of affinity is with experts on the same node.
Thus, we can add a constraint to the previous formula 5, thus
experts on one GPU now have the following form of affinity:

1 MGG

~ Z Z Z P(Ey, j+1|Ex, 5, Ti)+

k=1p=1g=1
N Cp Co—Cy

%EZ > P(By,j41|Ee, 5, Te)  (6)

k=1p=1 o=1

Note that C5 denotes the per-layer expert capacity of the
entire node, and F, ;1 represents expert y, at layer j + 1
which is held by other intra-node GPUs.

D. Solving Affinity’s duality by Integer Programming

In formula 2, 5, and 6, we provide straightforward objective
functions to find such a placement of experts that ensures the
best expert affinity. However, as we mentioned, these objective
functions only stand in the perspective of one GPU. Finding
the best expert placement strategy for all GPUs on all nodes is,
however, a complicated combinatorial optimization problem.

To circumvent this, we pivot our focus to its associated
Lagrange Dual Problem. The idea is to transform our maximiza-
tion problem into an equivalent minimization problem, which is
computationally more tractable. In essence, high affinity implies
minimal token re-routing. Thus, the duality emerges from these
intertwined objectives: one seeks positive reinforcement through
affinity, and the other targets minimization of disruptions to this
affinity. To transition to the dual problem, we must establish
the relationship between maximizing this aggregate affinity
and minimizing token re-routing costs. This naturally leads us
to consider the disruptions to affinity, which can be quantified
as token re-routing costs between GPUs.

Given our objective to minimize token re-routing, we form
the dual function g(\):

g\ Eij) = inf [P(Ep,j+1|Eij) — AG(Ep,j11, Ei j)] (7)
P,J
Where G(E, j+1,L; ;) represents the cost associated with re-
routing tokens due to expert selections on disparate GPUs, and
A serves as a regularization term to balance affinity and token
re-routing.

Since inter-node communication always has the highest
latency and lowest bandwidth, our first priority is to reduce
the amount of inter-node routing. Fig 1 (b) shows an example
of the staged expert affinity, where green arrows denote high
expert affinity, red ones denote medium level of affinity, and
blue ones denote the lowest expert affinity. Our goal is to keep
high-affinity experts inside single GPUs, and keep medium-
affinity experts inside single nodes. In stage 1, we will reduce
the inter-node routing as much as possible, and in stage 2, we
will minimize the intra-node routing based on stage 1 results.
Therefore, we propose a coefficient-free objective function
following a top-down optimization strategy.

Formula 8 is the objective function, where mf ; is a binary
variable, denoting whether F; ; is held by GPU p, Ry ; is a
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binary variable, equaling to one denotes that for a token &
at layer j, it will be routed to an expert outside of current
node(or GPU). Note that, here we apply the exactly identical
object function to both stage 1 and 2 (as mentioned above). In
stage 1, Ry ; = 1 represents an inter-node routing, while in
stage 2, it represents an intra-node routing. For constraints, we
need all nodes(or GPUs) to be load-balanced, meaning that for
every layer, each node(or GPU) should hold the same number
of experts, which is defined by formula 9, where ' denotes
the total number of experts per layer, and P denotes the total
number of nodes(or GPUs). Furthermore, for completeness, we
need formula 10 to make sure each expert is exclusively held
by one node(or GPU). Formula 11 and 12 are the essential
inequities that map the placement of experts to whether a
specific routing is cross-node(or GPU) or not. After solving
the above integer linear programming problem, variable mf j
in the solution will be directly used as the expert placement
strategy when loading the MoE model to GPUs.

N L-1
Minimize Z Z Ry j (®)
k=1 j=1
Variable =7 ; € {0,1}, Ry, ; € {0,1}
E
, E
3 D _
Subject to Zzzlx” =5
Vie{l,2,....L},pe{l,2,....P} (9
P
P
> b =1
p=1
Vie{1,2,...,L},ie{1,2,....,E}  (10)
Ryj > — 2 i an
Rk,jzxf’jﬂfxf’j (12)

E. Insensitivity of Expert Affinity

In order to precisely capture the inter-layer expert affinity
in a pre-trained MoE model, we need to use enough tokens
and trace their routing decision at each MoE layer. As the
goal is to accelerate the inference, we also need to investigate
whether expert affinity is insensitive to the distribution of the
dataset. The reason is that we cannot predict the actual tokens
and their contexts when the model is serving requests from
users, therefore, the expert affinity we learned from the offline
dataset must remain effective during online inference. We will
further analyze this in the experiment.

V. EXPERIMENTAL EVALUATION

A. Setups

Hardware: We conduct all experiments on Wilkes3 Ampere
GPU cluster, where each node has 2 AMD EPYC 7763 64-
Core processors, and 4 NVIDIA A100-SXM4-80GB GPUs,
connected by NVLINK. For inter-node, it is equipped with
dual-rail Mellanox HDR200 InfiniBand interconnect.
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Models: We use the Deepspeed-Megatron [26], [27] library
for pre-training. During inference, all models are with Top-1
gating and variable token capacity.'

Model Base | Experts | Layers D
8
16
MoE GPT-M | 350M 24 1024
32
64
470M 32
MoE GPT-M 32 1024
590M 40
MoEGPTXL | 13B | 16 | 24 | 2048

TABLE II: List of MoE models we used for experiments.

Datasets: We split the Pile [25] dataset into a training set
and an evaluation set. The training set is used to train the model,
during the training, we record tokens’ expert routing decisions
at every layer. We solve the objective function 8 based on the
tracing logs and then determine the expert placement strategy.
Then, we load the model onto GPUs following the placement
strategy and benchmark the performance on the evaluation set.

mmm Baseline Alltoall
mmm Context coherent Alltoall
Context coherent Allgather

o

Scaled communication latency

8E 16E 32E  32E-32L32E-40L 64E 16E 32E 32E-32L32E-40L 64E
8 GPUs 16 GPUs

= Baseline Alltoall
= Context coherent Alltoall
Context coherent Allgather

Scaled communication latency

32E

32E-32L  32E-40L
32 GPUs

64E 64E
64 GPUs

Fig. 6: On various pre-trained GPT MoE models, we change the
expert parallel size and test overall communication overhead.
32L and 40L denote the GPT models with 32 and 40 layers.

B. Reducing Collective Communications with Context-

Coherent Expert Parallelism

In the vanilla expert parallelism, each MoE layer strictly
requires two Alltoall collectives because tokens need to be
gathered by their corresponding GPU in the data-parallel
group to perform the attention computation. With our context-
coherent design, however, contexts of all tokens are coherent
and visible on every GPU, meaning that we no longer need the
second Alltoall to retrieve tokens, instead, they can perform

!Code will be available at https:/github.com/YJHMITWEB/ExFlow.
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in-place attention computation on any GPUs. Fig 6 shows the
communication overhead in the original expert parallelism and
our context-coherent design.

We tested the GPT 350M model with 8, 16, 32, and
64 experts per layer respectively, and found out that with
context coherence, a large proportion of Alltoall communication
becomes redundant as tokens will perform in-place attention
computation. Note that the reduction in Alltoall communication
overhead is more than 50%, the reason is that tokens might find
their experts on local GPUs even though these experts are not
loaded in a topology-aware manner, thus they can be directly
routed to those experts without going back their original GPU.
Also, we found the overhead of using AllGather to assure
context coherence at the end of each iteration is trivial in 8
and 16-GPU cases. Though it becomes slightly heavier with
32 and 64 GPUs, the overall communication is still much less
than the baseline. Also, as the model gets 32 and 40 layers,
AllGather becomes less significant.

C. Reduced Cross-GPU Token Routing with Expert Affinity

100% - HEm Deepspeed

w. expert affinity

—¥— Reduced GPU -35.0%

80% -

-30.0%

60% -

40%- -25.0%

-20.0%

% Tokens staying on the same GPU

1 4 8 16 32 64
Number of GPUs in expert parallel

0% -

Fig. 7: Evaluated on pre-trained GPT 350M MoE-64, bars
denote the average percentage of tokens that are routed to
experts on their current GPU. The plot shows how much cross-
GPU communication is reduced with our expert affinity design.

Fig 7 illustrates the reduced cross-GPU communication from
two perspectives. First, given a MoE-64 model, when using less
GPU to perform expert parallelism, each GPU will hold more
experts per layer. For example, when using 4 GPUs, each GPU
holds 16 experts per layer, compared to when using 32 GPUs,
each GPU can only hold 2 experts per layer, thus a token might
be more possible to be routed to other GPUs. The baseline
Deepspeed framework does not have any optimization on the
placement of inter-layer experts, which means that tokens can
be routed to any GPU with an equal chance. In our design, since
we exploit the expert affinity between layers, on 4 GPUs, we
can observe an average of over half of tokens are not involved
in the Alltoall communication. When scaling out to 8 GPUs,
our expert affinity design can keep 40% tokens remaining on
the same GPU, while the baseline drops drastically. When we
load the model with 32 GPUs, we can still maintain it at 28%.
Furthermore, the plot depicts the improvement in reducing the
number of outgoing tokens that will actually require Alltoall
communications, where 40% of communication is saved when
using 4 GPUs, and 25% is saved when using 32 GPUs.
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D. Reduced Inter-node Token Routing with Expert Affinity

100% -

I Deepspeed
w. expert affinity
inter-node

-35.0%

-

-32.5%
-30.0%
-27.5%

-25.0%
40%

1 -22.5%
I -20.0%
) 1

-17.5%

% Tokens staying on the same GPU

2 4 8
Number of nodes in expert parallel

0% -15.0%

Fig. 8: Similar to the previous figure, but here bars denote
the average percentage of tokens that are routed to experts
on their current node. The plot shows how much inter-node
communication is reduced with our expert affinity design.

Similar trends can be observed in Fig 8, where we measure
the number of tokens that are routed to experts intra-node. As
our staged expert affinity aims to reduce the inter-node routing
with the highest priority, more tokens are likely to stay in the
same node rather than being routed to experts on other nodes. In
our experiments, we found that with the expert affinity design,
tokens are average 2x more likely to stay within the same node
without being involved in inter-node communication.

Expert

Expert Alitoall FEN E:Fpaﬂ E:g;r!
FFN  15.3% N )
Attention Attention Attention
Gating Gating Gating
Attention
62.5% 70.2% 76.0%

Gating o Alltoall Alltoall
(a) 1 node (b) 2 nodes (c) 4 nodes (d) 8 nodes

Fig. 9: Proportion of Alltoall overhead to the time spent on
computations. Here we only measure the most significant four
operations in the MoE model, as others are trivial.

E. Benchmarking GPT MoE Inference

After examining the property of tokens’ local routing, we
now perform an end-to-end inference test on the entire pre-
trained model. When using different numbers of nodes to
perform expert parallelism, the proportion of Alltoall overhead
varies greatly. Fig 9 depicts the ratio that each operation takes
over in the MoE model. When using only one node, all GPUs
are connected internally via NVLINK, which is of high speed
and low latency, thus, the overhead of Alltoall communication
is about 15%, and computation dominates the overall time.
In this situation, there will not be too much space for us to
optimize.

As we include more compute nodes, the overhead of Alltoall
becomes more significant in the vanilla expert parallelism.
When using 2 nodes, we observe a surge of Alltoall overhead
to about 63% of the overall time. When scaling out to 8 nodes,
the inference is almost purely communication-bounded, with
76% of time spent on Alltoall. Fig 10 shows four different
pre-trained GPT 350M MoE models under a series of parallel
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Scaled Inference Speedup on MoE GPT-M, 24 layers, with 8/16/32/64 experts per layer
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Fig. 10: End-to-end GPT MoE model inference throughput. We test 7 variants of pre-trained models with multiple compute
nodes, each with 4 GPUs. Results are normalized for better visualization.

configurations. For MoE-8 model, we use 4 and 8 GPUs to
perform expert parallel, since Alltoall overhead becomes more
salient in inter-node communication, our expert affinity strategy
brings 10% speedup when using 8 GPUs. For MoE-16 model,
we observe the most significant 2.2x speedup is obtained when
each GPU holds 2 experts per layer. When scaling out to 16
GPUs where each GPU only holds 1 expert per layer, the
improvement is about 20%. In MoE-32 models, when the
model is running on 8 and 16 GPUs, our methods can achieve
1.6x speedup. And similarly, for MoE-64 model, the highest
gains in throughput are when each GPU holds 8, 4, 2 experts
per layer.

By examining the trend in these results, we find an interesting
behavior that when each GPU holds more experts, context co-
herence and expert affinity design can bring more performance
gain because it can largely exploit the expert affinity within each
GPU, meaning that it can save most Alltoall communications.
However, when each GPU only holds 1 expert per layer, the
expert affinity will mostly be at the intra-node level, e.g. MoE-
32 on 32 GPUs, and MoE-64 on 64 GPUs. In these cases,
the overhead in introducing more nodes in communication
becomes salient compared to what we saved with intra-node
expert affinity. For the 4-GPU case, although each GPU holds
many experts per layer, there is not much performance gain
due to that intra-node Alltoall overhead being trivial on the
hardware system that our experiments are conducted on.

F. Evolving Properties of Expert Affinity during the MoE Model
Training

In this part, we want to investigate how expert affinity
evolves with the model training. Fig 11 shows the expert routing
proportion at the start of training. Here we only show the stats
of the last MoE layer for simplicity, as we validate that other
MOoE layers have similar distribution. At the onset of training,
the model exhibits a highly skewed distribution, indicative of
a pronounced imbalance among experts, which matches the
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(a) GPT MoE-8

O 200 400 600 80 1000 1200 1400 1600 1800 2000 O

(c) GPT MoE-32

200 400 600 800 1000 1200 1400 1600 1800 2000

(d) GPT MoE-64

Fig. 11: Proportion of tokens routed to each expert at the last
MOoE layer, each color represents an expert. This figure shows
training iteration O to 2000, as training starts with random
model parameters, the first hundreds of iterations see a few
experts getting most of tokens. Models are trained with GShard
loss, therefore, they all exhibit load balance on expert selection.

result in other studies [13]. However, as the training advances,
a more uniform and balanced distribution is observed. This is
also reflected in Fig 12a, where we measure the expert affinity
by solving formula 8 at different iterations of the training. The
first hundreds of iterations see only a few experts frequently
activated per MoE layer, and the model can indeed have a very
high expert affinity because most tokens are routed to a fixed
set of experts at every layer. After passing the initial stage,
the expert routing distribution becomes diverse, and therefore
affinity decreases as there are more experts involved in the
routing. After the first 2k iterations of training, the model
starts to exhibit a much more steady expert affinity and it
keeps increasing as experts become more domain-specific, thus
the affinity gets more salient among experts at different layers.
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As the training proceeds, expert affinity steadily increases.

Fig. 12: Investigate the expert affinity as the model is trained
from scratch. The affinity is scaled for better visualization.

G. How Many Tokens Are Needed to Capture the Expert Affinity
in a Pre-Trained Model?

In V-A, we briefly mentioned how to properly solve the
integer linear programming problem 8 to get the expert affinity
in a pre-trained MoE model. In practice, however, since the Pile
dataset contains hundreds of billions of tokens, it is infeasible
to trace and record all tokens’ routing decisions. Therefore, we
chose to randomly sample a portion of tokens. Fig 13 shows
the relative speedup in Alltoall communication when we use
different numbers of tokens to capture the expert affinity. Since
expert affinity is essentially a form of conditional probability
among inter-layer experts’ routing preferences, using more
tokens’ information will definitely give a better approximation.
Here, we find that given the pre-trained GPT MoE models, we
typically only need thousands of tokens to precisely capture
the expert affinity. For MoE-8 models, 1000 tokens are enough,
and for MoE-64 models, 3000 tokens are sufficient. Therefore,
formula 8 can be solved efficiently by only examining these
many tokens.

H. Consistency on Out-of-distribution Datasets

Pile [25] | C4 [28] | Dolma [29] | Yelp [30]
Intra-GPU 1.000 0.998 0.998 1.005
Intra-Node 1.000 0.997 0.989 1.003

TABLE III: Using Pile to profile expert affinity and test on C4,
Dolma, and Yelp. Numbers are row-normalized.
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Fig. 13: Number of randomly sampled tokens used to estimate
the expert affinity and its relative speedup during inference.
Models with more experts per layer require more tokens to
precisely capture the expert affinity.

Table III shows the expert affinity on datasets that are not
included in the training data. We use the Pile [25] dataset
to profile the expert affinity of a GPT 350M MoE-32 model,
then we directly measure if this expert affinity holds true
on three more datasets, namely, C4 [28], Dolma [29], and
Yelp Reviews [30]. The expert placement we solved from the
Pile dataset shows almost identical affinity on other out-of-
distribution datasets, proving the expert affinity an inherent
characteristic in pre-trained MoE models.

VI. RELATED WORK

While numerous prior works exist to optimize the pre-
training step of MoE models. While their methods to achieve
this differ such as combining expert parallelism with other
parallelism strategies like tensor parallelism [31] and sharded
optimizers [6], or developing optimized routing kernels [32],
[33], most strategies are optimized for the pre-training MoE
training paradigm and hardware. Our work is complementary
to these, and is exclusively applied at inference time.

Jiamin Li ef al. proposed the expert popularity [19] between
two consecutive layers. However, they only calculate the top-k
popular experts at every MoE layer and then create the replica
of those most popular experts on local GPUs. This is similar to
formula 2 in our methodology section. As we discussed, this
only guarantees a local optima for the specific experts, therefore,
instead of performing global expert placement optimization,
they use extra memory to accommodate these popular experts
locally. In our design, we do not need such explicit replicas of
popular experts as we form it as a global optimization object
function. In the most extreme cases, where GPU’s memory
can only accommodate one expert per layer, our method can
still provide speedup by leveraging intra-node expert affinity,
as shown in Fig 10.

Jiaao He et al. proposed FasterMoE [13], and Chang Chen
et al. [14] introduced TA-MoE, both optimizing large-scale
MOoE model training via topology-aware gating strategies.
However, the validity of these strategies is significantly
compromised during inference due to the varying nature of
hardware topologies. The divergence in hardware configurations
during inference renders the topology-aware gating approach
ineffective, underscoring a critical limitation of these methods
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in adapting to dynamic hardware environments. Mingshu
Zhaiet al. proposed SmartMoE [34], where they investigated
an offline strategy for optimized training of MoE models. It
primarily revolves around the decomposition of the hybrid
parallelism space into static pools, which indeed is also to
solve a combinatorial optimization problem.

VII. CONTRIBUTIONS AND CONCLUSION

In conclusion, we introduced ExFlow, a novel optimization
technique that significantly accelerates the inference of GPT-
based Mixture of Experts (MoE) models in distributed systems.
By exploiting inherent inter-layer expert affinity, ExFlow
eliminates a critical Alltoall communication, reducing both
latency and communication overhead. Our approach leverages
an integer programming model for optimal expert placement,
facilitating up to a 67% reduction in cross-GPU routing
latency and a throughput improvement of up to 120% over
existing methods, without sacrificing model accuracy. These
advancements not only provide a scalable solution for MoE-
based inference but also offer valuable insights into the early-
stage acquisition and stabilization of expert affinity in model
training, thus paving the way for future research in this domain.
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