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ABSTRACT. The current work considers solutions to the wave equation on asymptot-
ically flat, stationary, Lorentzian spacetimes in (14-3) dimensions. We investigate the
relationship between the rate at which the geometry tends to flat and the pointwise
decay rate of solutions. The case where the spacetime tends toward flat at a rate of
|z| =1 was studied in [33], where a t~3 pointwise decay rate was established. Here we
extend the result to geometries tending toward flat at a rate of |z| ™" and establish a
pointwise decay rate of t=%~2 for k € N with £ > 2. We assume a weak local energy
decay estimate holds, which restricts the geodesic trapping allowed on the underlying
geometry. We use the resolvent to connect the time Fourier Transform of a solution
to the Cauchy data. Ultimately the rate of pointwise wave decay depends on the
low frequency behavior of the resolvent, which is sensitive to the rate at which the
background geometry tends to flat.

1. INTRODUCTION

This work examines the effect of the far away metric behavior on pointwise wave
decay on asymptotically flat, stationary backgrounds in (1 + 3) dimensions. A spacetime
geometry is asymptotically flat if the metric coeflicients tend toward the flat Minkowski
metric (m = diag(—1,1,1,1) in (¢,z) coordinates) as r — oo. Here and throughout the
paper we take r := |z|. A geometry is said to be stationary if the metric coefficients
are time independent. The main result of this paper quantifies the relationship between
the rate at which the background geometry tends to flat and the rate of pointwise wave
decay.

The pointwise decay rates established in this work interpolate between two known
cases: the flat Minkowski spacetime and asymptotically flat spacetimes tending toward
flat at a rate of r—!. Table 1 summarizes these results, which hold for compactly sup-
ported initial data. In the case of [33] and the current work, the assumptions on the

initial data can be weakened.

Since we are working in three spatial dimensions, sharp Huygens’ principle says that
solutions to the wave equation on the flat Minkowski spacetime decay all the way to 0 in
finite time at each point in space. In Table [I] we make a weaker statement that solutions
to the wave equation have arbitrarily fast polynomial time decay.
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Jason Metcalfe for his invaluable guidance on this project and an anonymous referee for their helpful
feedback.
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METRIC BEHAVIOR | POINTWISE WAVE DECAY
[33]: g= flat+ O(r—179) lu(t,z)| <o t73
Current Work: | g = flat + O(r—%79) lu(t,z)| S, 7772
Sharp Huygens’: g = flat lu(t, )] Sp t=°

TABLE 1. Summary of Decay Rates

The results in [33] and the current work rely on an assumption that a dispersive esti-
mate called weak local energy decay holds. Heuristically, this estimate imposes sufficient
restrictions on the behavior of the geometry within compact regions so only the long
range metric behavior is left to be studied. A more detailed summary of local energy
decay is provided later in the introduction.

Asymptotically flat spacetimes arise in general relativity, which has motivated a va-
riety of mathematical questions about wave behavior in this setting. For example, the
Schwarzschild metric describing the geometry of space in the presence of a single, non-
rotating black hole and the Kerr metric describing spacetime in the presence of a single,
axially symmetric, rotating black hole both tend toward flat at a rate of #—!. A conjecture
posited by physicist Richard Price in the 1970’s in [27], known as Price’s Law, predicted a
t~3 decay rate for waves on the Schwarzschild metric. The question of proving Price’s law
was explored in [33] and also in [13], where they analyze the wave behavior via spherical
modes using the spherical symmetry of the Schwarzschild metric. Pointwise decay rates
for the Kerr spacetime were studied in [11] and [14]. In [25] the authors proved Price’s
Law for non-stationary asymptotically flat spacetimes and established the ¢~ decay rate
for a class of perturbations of the Kerr spacetime. The techniques in [13], [33], and the
current work involve taking the Fourier transform in time and therefore do not readily
extend to non-stationary geometries.

Weak local energy decay on the Schwarzschild geometry was established in [3], [9],
and [19]. For the Kerr spacetime with low angular momentum, weak local energy de-
cay estimates were proved in [2], [9], and [12]. The assumptions in [33] therefore hold
for Schwarzschild and Kerr with low angular momentum. A major challenge in obtain-
ing local energy estimates for the Kerr and Schwarzschild geometries is the presence of
trapping, in which a portion of the wave flow remains within a fixed set.

A natural question arising from Tataru’s result in [33] is: What aspects of the
Schwarzschild geometry dictate Price’s Law? There are three locations that are a priori
suspected to affect this decay rate: the event horizon, the photon sphere, and the be-
havior of the perturbation at spatial infinity. The current work shows that the metric
behavior at spatial infinity dictates the pointwise decay rate of waves when the weak local
energy estimate holds. On the Schwarzschild background, trapping occurs in two areas
called the event horizon and the photon sphere. The trapping at the event horizon has
been shown to be trivial due to what is known as the red-shift effect, which guarantees
energy decay along the trapped rays ([11], [9]). The photon sphere corresponds to a
fixed radius, and rays initially tangential to this surface remain there for all time. The
behavior on Kerr backgrounds is more complicated. The trapping at the event horizon
is similarly known to be trivial, but the other trapped set does not occur on a fixed
radius and can only be described in phase space. In order to deal with trapping, a weak
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local energy estimate with zero coefficients on the trapped set is often introduced. If this
holds, then one obtains local energy estimates on the trapped set with a derivative loss.
Our definition of the weak local energy decay estimate includes this derivative loss.

Questions similar to the aim of this paper were studied in [6] and [5] where the au-
thors established local decay rates for waves on asymptotically flat, stationary spacetimes
which tend toward flat at different rates. There are several key differences compared with
the current work. First, we handle full Lorentzian perturbations of flat Minkowski space
rather than restricting to perturbations of the Laplacian. This leads to the metrics consid-
ered in this paper containing dtdx; terms, which results in mixed space-time differential
operators in our wave operator. Second, we allow for the possibility of unstable trapping
on our background. In [6] and [5], a nontrapping assumption is used in order to obtain
decay for the high frequency part of a solution to the wave equation (it is not needed for
the low frequency part). Third, our result improves upon the established decay rates. Fi-
nally we note that [5] considers (14 n) dimensional geometries for n > 2 and [6] considers
n odd with n > 3. The current work only studies (1 + 3) dimensional spacetimes.

1.1. The Wave Equation. The flat wave operator is given by
3
O=-07+) 02 =-07+A,
i=1

where A, is the spatial Laplacian. Throughout the paper we write A = A,. Similarly
we write V = V, for the spatial gradient. When both time and spatial derivatives are
considered we use 0.

The wave operator associated to a Lorentzian metric g = gogdadf with signature (3,1)
is given by

1
Og = —=0aV/|8l8"" 05 (1.1)

Vel

where |g| is the determinant of the matrix associated to the metric, and « and 8 are
summed over both time and space dimensions. We use Latin indices i, j to indicate only
spatial dimensions are being considered and Greek indices to indicate both space and
time dimensions are being considered. When we wish to specify Cartesian vs. spherical
coordinates, we use «, 8 for Cartesian and -y, d for spherical coordinates.

The flat metric (i.e. the Minkowski metric) is given in rectangular coordinates by
3
m=—dt’ + Y da?. (1.2)
i=1
Taking g = m in (1.1) thus yields O,, = O, as one would expect.

1.2. Energy Estimates. We are interested in the Cauchy problem
(Dg + V)u =/, U(O,LL‘) = Uo, atu(oax) =u (13)

where V' is a scalar potential. The assumptions placed on g and V' are given in Section
The Cauchy data at time ¢ is denoted u[t] = (u(t, -), Opu(t, ))
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Definition 1.1. We say the evolution (1.3)) satisfies the uniform energy bounds if:
althl g serre < erUlul0lll grasepn + [ flare), 20, k>0 (1.4)

Here H* denotes the usual Sobolev space, and we say ¢ € H*! if V¢ € HF.

1.2.1. Local Energy Decay. Local energy decay estimates originated in the work of
Morawetz (|26]) where the author established a dispersive estimate for solutions to the
flat wave equation. In [16] the authors presented a new approach for proving existence of
solutions for nonlinear waves which relied on obtaining a Morawetz-type estimate. The
use of local energy estimates has since become a standard tool for studying nonlinear
wave equations (e.g. [4], [15], [20], [31], [21], [17], [18], [35], among many others).

The original Morawetz estimate considered a solution u to the homogeneous flat wave
equation with initial data wug,u; and states

t
1
| [ webe.a) dde S 19wl + e

Restricting to compact regions in space, one is able to obtain similar bounds on u and
its derivatives (see e.g. [16], [30], and [32]). Our definitions for the local energy norms
will restrict to dyadic spatial regions. We use (r) to indicate a smooth function of r such
that (r) > 2 and (r) = r for r > 3, and we define A4, := {z : 2™ < (r) < 2™*'} One
benefit of using these dyadic regions is that r ~ 2™ on the region of integration, so the
weights in the local energy norm can roughly be treated as constant within the region of
integration.

The local energy norm we use is defined by
1
lullee = sup [|(r) "2 ull L2 xa,)-
m
Its H! analogue is given by

lull s = 0wl + 1)~ ullLE,

and the dual norm is given by
1
1flle- = Z 1(m) 2 fll Lz gy x A,)-

For functions with higher regularity we define the following norms
g =Y 1 ullees, e~ =D 107 flloe-.
J<N j<N

The spatial counterparts of the LFE and LE* space-time norms are

_1 1
lollce = supll(r)"2vllz2a,y; lgllees = D 1) 2 glle2can
m
m
with the higher regularity norms defined by
lollicen = D IV70llce,  llgllcesv = D IV gllce-
J<N J<N

Definition 1.2. We say the evolution (1.3)) satisfies the local energy decay estimate if:
lullLprny < en(lu0llarvaxay +[fllep-n~), N =0. (1.5)



LOCAL DECAY IN THE ASYMPTOTICALLY FLAT STATIONARY SETTING 5

Heuristically, the local energy decay estimate holds if the underlying geometry allows
waves to spread out enough so that the energy within compact spatial regions decays
sufficiently quickly to be integrable in time. Local energy decay has been used to establish
other dispersive estimates such as Strichartz estimates (global, mixed norm estimates) in
[24], [34], and [19] and pointwise estimates in [10], [25], [33] (among others).

The local energy decay estimate is known to hold in several nontrapping geometries.
For sufficiently small perturbations of flat space without trapping, local energy decay was
established in [I], [21], and [23]. The case of stationary product manifolds was considered
in [8], [5], and [31]. The nontrapping case was studied more generally in [22]. If trapping
occurs then the local energy decay estimate does not hold ([28], [29]).

1.2.2. Weak Local Energy Decay. Trapping on the background geometry may be stable
or unstable. A spacetime with trapping where every trapped geodesic is unstable may
still admit a weaker form of the local energy decay estimate. In the case of trapping,
there is necessarily a loss of derivatives on the right hand side of the estimate (see e.g.
7).

Definition 1.3. We say the evolution (1.3)) satisfies the weak local energy decay estimate
if:

lullpprn < en([ul0]lgrsar g gnra + [ flLpenss), N >0. (1.6)

1.3. Vector Fields and Weighted Sobolev Spaces. Our argument will use vector
field methods. Specifically we are interested in the vector fields:

e Rotations: Q= {Qu | a,b =1,2,3} where Qq = 2,0, — 20,.

e Translations: T = {T, | a = 1,2,3} where T, = V,.

e Scaling: S = S, — S; where S, =rd, and S; = 70,.
Note that the scaling vector field we use is taken in time frequency space and therefore
differs from the scaling vector field in physical space which is given by rd, + t0;. This is
because we use the vector field arguments only on the time Fourier transform side. We
denote the collection of all such vector fields by T' = {Q, T, S}. We write <" to denote
a linear combination of I'* for [a| <n: I'S":= 37, cal'®.

We use the vector fields to define a weighted Sobolev type norm. We will assume the
initial data lies in such a space. The weighted Sobolev spaces Z™? are defined by

Igllzna = sup  [(r)*T* QS| ce (1.7)
i+j+k<n

1.4. Symbol Classes. We will assume that the metric coefficients of the background
geometry belong to certain symbol classes.
The symbol classes S(r?),1S(r9), S(logr) are defined as follows:
¢(x) € S1r1) & [(r) 71 f(2)llpems) S5 1 J€{0,1,2,...}

¢(x) € L'5(r1) & Y 2"0" D f(@)l|poe(a,y S5 1 FE{0, 1,2, )

¢(x) € S(logr) & [|(log(r)) ™" f (@)l Lo rsy S 1 and [[(r)? & f(2)|| oo sy S 1,
je{1,2,3,...}.
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If ¢ € S(r9) is radial, we write ¢ € Syqq(r?). We indicate radial functions in the other
symbol classes analogously.

In some of our calculations we use the notation pj to indicate a representative of the
symbol class £1.S(r?). Similarly, we use p? to represent S(r?) and p? to represent S,.qq(r?).
We allow p?, p?, and p? to stand for different functions at each appearance.

1.5. Statement of Main Theorem. We consider a Lorentzian metric g with the fol-
lowing properties:

Metric Assumptions

(1) g is stationary (i.e. the metric coefficients are time independent).
(2) The submanifolds ¢ = constant are space-like (i.e. the induced metric on the
spatial submanifolds is positive definite).
(3) Let k € N with x > 2. The metric g is asymptotically flat in the sense that g can
be written as
g=m+f+bh
where
f= foo(.’L‘)dt2 + fol'(.’l?)dtdxi + fij (w)dwzdx]
with fo5 € (1S(r=%) for o, 8 € {0,1,2,3} and
b = by (r)dt® + by, (r)dtdr + by (r)dr? + b (r)r® dw?
with b5 € Spaa(r™") for 7,8 € {t,r,w}. Here dw? = d6? + sin® 0d¢?.

We note these assumptions but with £ = 1 match those in [33], and thus the results apply
here. We will appeal to Tataru’s results for steps of the proof of the main theorem which
are not sensitive to the rate at which the background geometry tends to flat.

Remark 1.4. In [33] the author also considers geometries exterior to an open ball where
the lateral boundary R x OB(0, Ro) is outgoing space-like. Our results are likely to also
hold in this case. However, due to Birkhoff’s theorem, the applications to black holes in
this setting appear limited so we do not pursue the matter here.

Theorem 1.5. Let g be a (1+3)-dimensional spacetime satisfying metric assumptions
1-8 above. Let' V' be a potential of the form

Viz)=Ve(x) +Vp(r),  V,€l'Sr~""32), V,€ Spalr "72). (1.8)
Assume the homogeneous Cauchy problem
(Og +V)u(t,z) =0, u(0,z)=ug, u(0,z)=1u (1.9)

satisfies the uniform energy bound (1.4) and the weak local energy decay assumption ([L.6)).
If u solves (1.9) with ug € ZV+1F and uy € ZV"+L for v > 31k + 168, then in normalized
coordinates (see section 2) u satisfies the bounds
et
B =y
1
1S m— el
(@)t —r)

u(t, )| S [uoll ze+1.m + llua ]| zo.ms) (1.10)

|8tu(t,x) |U0||Zu+1,n + ||u1||Zu,m+1). (111)
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1.6. Cutoff and Bump Functions. The function y<1(r) is defined to be a smooth
function which is 1 for r < 1 and 0 for > 2. We define x>1(r) := 1 — x<1(r) so that
X>1(7) is a smooth function which is 1 for » > 2 and 0 for » < 1. We define x~1(r) to be
a smooth function which is 1 for 1 <r <2 and 0 for r < % and r > 4.

We define S (r) for m > 0 to be a smooth partition of unity which is subordinate
to the dyadic intervals A,,.

When restricting r by dyadic regions, we use X~ to indicate X~m(r) = x~(5m),
X>m(r) = X>1(2Lm)a and x<m(r) = X<1(2Lm)- We note 0, X <m(r) and 0y x>m(r) are each
supported on A,, and for some constants ¢; and ¢y we have

3m

3m 3m
10rx<m (Pl L2(a,,) = 2272 10 X>m ()l L2 (a,) = €222

In other contexts where we restrict to r < R or r > R for some constant R we write
X~Rr = X~(%), etc..

1.7. Argument Summary. We first fix a coordinate system that allows us to write the
operator (O, 4 V) in the form

P=-0?+A+0,P' 4 P? (1.12)

where P! and P? are spatial operators of order 1 and 2, respectively. The coefficients of
the operators depend on the metric coefficients assumed in the main theorem. We then
use the resolvent (denoted R.) to connect the time Fourier transform of a solution v to
the Cauchy problem with the initial data.

We define the resolvent to be the inverse of the image of P under the time Fourier
transform, when the inverse exists. We will establish that if u solves (1.9) then

(1) = R (—iTup + Plug — uy). (1.13)

The final pointwise decay rate is then proved by analyzing the resolvent and inverting
the Fourier transform.

Our argument will be different for high frequencies (|7| 2 1) and low frequencies (|7| <
1). Roughly speaking, the low frequency behavior is sensitive to the metric behavior at
spatial infinity while the high frequency behavior is sensitive to trapping. We assume
the weak local energy decay estimate holds so that some trapping may occur, but this
estimate provides enough information to obtain decay for the high frequency part of our
solution u. It is the low frequency behavior that depends on the metric perturbation at
spatial infinity and dictates the pointwise decay rate. We obtain an expansion in powers
of r~! for the resolvent at zero frequency and use this to calculate the error when we
estimate Rrug by (Rouo)e_”<’") for the resolvent at low frequencies. We then apply the
inverse Fourier transform to the terms arising in this estimate. The behavior of these
terms dictates the final pointwise decay rate.

This approach is due to [33]. A key difference in our analysis is that we need to go
further down in the expansion of the zero resolvent in order to obtain improved decay
rates. Changing the expansion then affects the error in the estimate for R,ug when |7| is
small. The rate at which the background geometry tends toward flat (indicated by the
parameter k in the statement of the main theorem) ultimately determines how far down
in the expansion of the zero resolvent we are able to go, which determines the error terms
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in our low frequency resolvent estimate and in turn determines the result of inverting the
Fourier transform.

Outline of the Paper

e Section 2: Replace Og + V by P as in .

e Section 3: Define the resolvent and appeal to [33] to establish the desired mapping
properties.

e Section 4: Analyze the resolvent at zero frequency. This analysis depends on the
rate at which the background geometry tends toward flat.

e Section 5: Estimate the low frequency resolvent R,ug by (Roug)e """ and cal-
culate the error using the results of section 4.

e Section 6: Establish pointwise bounds on derivatives of the resolvent that will be
used when inverting the Fourier transform. We do not improve upon the bounds
established in [33], but we do track the resulting regularity requirements more
precisely and correct one proposition statement.

e Section 7: Invert the Fourier transform to prove theorem .

2. COORDINATE CHANGE

In this section we establish a normalized coordinate system in which the operator
Oy + V in the statement of Theorem ((1.5) can be replaced by an operator P of the form

P=-0?+A+0,P'+ P? (2.1)
where
P = 0,p% + p'0;, ph e tS(r ") (2.2)

and

P? = 0y 0; + ps D + Ve + Vi,

. 2.3
ps € 615(7*”); V, € KIS(T*“*Q); P8, V. € Smd(r*"‘*Q). (2:3)

The calculations in this section encode the geometric assumptions into the differential
operator. Throughout the rest of the paper we will work in the normalized coordinates
established here. The statement of the main theorem is given in these coordinates.

Metric Assumption 3 (given in the Introduction) can be restated in dual coefficients
and using spherical coordinates as

g7 =m0+ (2.4)
where
0 tp
-1 0 0 0 (R fﬁe 7«];%9
[mvﬁ] o1 0 0 [Wa] N I T A T’;W
0 0 & 0 ’ i r pidd Rk ’
r T T r2 r2sin 0
0 0 0 r2 sin2 0 fm f¢r fd)e fd)d)

rsin@ rsinf  r2sinf  r2sin?6
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and

btt btr 0 0

0 0 % 0

0 0 0 oy
with {79 € £1S(r=*) and h?? € S,.qq(r—*). Furthermore [{7°] and [H??] are symmetric (i.e.
PO =77 and 77 = b,
Lemma 2.1. There exists a coordinate system so that g satisfies Metric Assumptions
1-3 as well as the additional condition

hTT‘ — _htt7 ht'r‘ =0.

Proof. In order to achieve h'" = 0, we reset ¢ via the coordinate change
hrt

1 + h'r‘r

where R is a constant chosen to be sufficiently large so that 1+ §™ = 1 for » > R. Note

dT = dt — x>g dr

rt
we have X>RHIZW € Sraa(r™").

To see Assumption 1 still holds, we write the coordinate change as T' = t+ Q(r) where
rt
Q'(r)=—x> RL?W' Thus 8% = % so the metric coefficients remain independent of the

time variable T'.

To see Assumption 2 still holds, we calculate
rt

1+[»)T’r’

rt

dT,dT) = (dt, dt) — 2 b
< > < > X>R 1+brr

2
(dt,dr) + (X>R ) (dr,dr).
Choosing R sufficiently large so that ys R% is sufficiently small, the sign of g77 is the
same as the sign of g'*. The signature of the metric does not change under the change of
coordinates, so the ¢t = constant submanifolds remain positive definite.

To establish Assumption 3 we need only calculate g7 for v € {T,r,0, ¢} since r,0,
and ¢ are unchanged. Direct calculation yields

rt Tt 2
Tr _ -1 tt 2 h tr tr 1 T rr tt
g +f X>R1+hr,,(f +b") + X>R1+h” (I+f"+b")+bh
erS(r—*)
rt
Tr __ ¢tr T tr 1 —K
g =¥ *X>R1+h,.,nf +X<rb" €L5(r™")
rt
TO __ ¢t 70 1 —K
rg " =§ *X>R1_|_hwf eLS(r)

rt
>R G
Thus after relabeling, g can be written as in (2.4) with " = 0, as desired.

rsinfg?? = ¢ — x 70 € 11S(r").

Next we achieve h”" = —h** via the coordinate change
_ Rttt e L
7h b ) “dr

dp = (1
P tX>Rr G
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tt rr

where R is a constant chosen so 1+ h™ 2 1 for r > R. Note we have X>R7h €

TiFh
tt rr

1
Sraa(r™") and (1 + X>R%> ® € S,a4(1). The t = constant subspaces are invari-
ant under the change of coordinates and thus remain positive definite and the metric
coeflicients remain independent of ¢. It follows that Assumptions 1 and 2 still hold.

We now calculate g7 in the new coordinate system. Since ¢, 6, and ¢ are unchanged,
we need only calculate gf7 for v € {¢t, p, 0, ¢}. Direct calculation yields

tt T
T rr _ _h T

9”7 =1+ +x<r(0"" + ") + xoR————F" —b"

145
€l S(r—r)
. _ tt_hr'r' % . 1
= (1 ) e ser
0" = (1t n ) 1 ese™)
_ tt_brr 1

r” = (1t xon ) 1 €056

> 1+ hrr '
After relabeling, g can now be written as in (2.4)) with the additional assumption §"" =
—h?t, as desired. O

Proposition 2.2. In normalized coordinates (established in Lemma , the operator
Og + V can be replaced by an L? self-adjoint operator, which can be written as in (2.1)

where (2.2) and (2.3)) hold.

Proof. The result of the proposition is obtained via direct calculation. We outline the key
steps of the process. Converting from spherical to rectangular coordinates, the normalized
metric g can be written as

9°7] = [m?]+ [ + o]

where
-1 0 0 0 ftt ftl ft2 ftB
|:mo‘ﬁ:| 0 1 0 O |:f0¢,3:| _ ftl fll f12 f13
0 01 0 ’ ft2 f12 f22 f23 )
0 0 0 1 ft3 f13 f23 f33
and
p* 0 0 0 0 0 0 0
|:b0¢/8:| — 0 hww 0 0 o btt + hww 0 l’% 1Ty T1X3
- 0 0 b*v 0 72 0 mze 23 w913
0 0 0 h¥v 0 x1x3 Tox3 33§

with % € £1S(r=*) and h*# € S,qa(r™").
To make the operator self-adjoint, we conjugate by |g|7 where |g| = | det(g)|:

1 _1
Og +V = [g|#(Bg + V)g| 7
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The -1 coefficient of 97 in (2.1) is achieved through multiplication by (—g‘)~!, but we
split this factor into multiplication by (—g*)~'/2 on the left and right so the operator
remains self-adjoint. Thus we will replace Oy + V' by

P =|g|"*(—g") 2Oy + V) (—g")"/2|g| /1.

Commuting and writing the operator in divergence form we find
P = 0,A’B*P95 + A(0oB*?)(95A) + AB** (9,p5A) + (¢') 'V (2.5)
where
A= (=g")" g7/ and B = [g|2g"".
Since |g| — 1,g" + 1 € £1S(r=") + S,a(r™"), the scalar terms in (2.5) are of the form
Vi+ V. as in (2.3).
Consider the term 9, A2B*F 95 = 0, (—g'*) 19?05 in [2.5). When a = 8 =t we find
By (—g") 19", = -0} (2.6)
When either o = ¢ or 3 = ¢ (but not both), the desired form, 9;(d;pi + pid;) with

pl € (1S (r=r), follows from the observation

— % fti —K .
(—gi)~lgt = ppr— e ' S(r=r), ie{1,2,3}.

When «, 5 € {1,2,3} we use i,j instead of «, 5 since we are only considering spatial
terms. If ¢ = j then

(—g") 7 'g" =1+ py + (0" +5°) (1 — 2ir?) (2.7)
where
N iy gtt tt ww) (] — 22p—2) (it tt
pi = D +1h—ft)t(—f]fflr WD ¢ o).

If 7 # j then we find
(") ' =p§ — (0" + 0 )wzr 2, i# (2.8)
where N
i f” _ (ftt + btt)(htt + f)“"*’)xixﬂ’
by = 1 ftt —ptt
Combining (2.7) and (2.8)) yields
(—a") g =0y +p§ + (b +5°°) (05 — wemr?)

2
c ' S(r=").

and we find

9i(—0")"'g"0; = A+ 0ipy 05 + Py A,
where p§ = (b +§*9)r=2 € Syqq(r~""2) and pY are as above. This concludes the proof
of the proposition. O

Throughout the rest of the paper we take P to be the operator established in Propo-
sition 2.2
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3. PRELIMINARY RESULTS ON THE RESOLVENT

The results in this section are not sensitive to the rate at which the background
geometry tends toward flat. Instead, they rely on the energy assumptions in the statement
of the main theorem. The results of section 2 mean we are interested in the Cauchy
problem

Py = f, u(0,-) = uo, Owu(0, ) = ug. (3.1)
The evolution satisfies the uniform energy bounds and the weak local energy esti-
mate since these estimates are coordinate independent. We define the resolvent as
follows:

Definition 3.1. The operator P, associated to P is given by O; — iT so that
P, =712+ A+irP' 4+ P2
Definition 3.2. The resolvent associated to P, denoted R, is defined by
R, = P;l

when it exists.

The following proposition shows that the uniform energy assumption guarantees that
R, exists when &7 < 0 and links the time Fourier transform of a solution u to the initial
data. It is this link that we will exploit in order to establish the final pointwise decay.
The results of Proposition are established in [33] section 3, but we include a proof
since is a fundamental piece of our argument.

Proposition 3.3. Assume (3.1)) satisfies the uniform energy bounds (L.4). If S < 0, the
operator P. : H? — L? is one-to-one and the range of P, is dense in L?. Furthermore,
if u satisfies (3.1) then for I < 0 we have

a(r,z) = R, (f(7) — iTug + Plug — uy). (3.2)

Proof. Let @, be a family of 7 dependent operators which are defined by Q,g = 4(7)
where u(t, z) solves the homogeneous Cauchy problem

Pu=0, u(0)=0, 0u(0)=—gec L
We will show for 37 < 0 that Q,P,g = P;Q,g = g (i.e. P: is invertible and R, = Q).

First we establish L? based bounds on Q,g. By assumption, the evolution satisfies
the uniform energy bounds , which translate into L? based bounds for Q,g. Using
the notation ||¢|| 1 = [|[Vo| g~ and setting u(t,2) = 0 for ¢ < 0 we use the Minkowski
Integral Inequality and to find for any N >0

0o 1/2
) . 1
Gl g < —itrgitly(t, )| d dt < —— .
@ilams = 3 [ ([ e v tuteal ac) - at £ ol

J<N :

Similarly we calculate
* s 1
([ Qrgll S/ e T|0pults ) mv @sy dt S w7 llglla-
0 Rid

Therefore if g € HY then Q.g € HV*! for 37 < 0.
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In general taking the time Fourier transform of Pu (again setting u(¢, ) = 0 for t < 0)
and integrating by parts yields

0= /e_itTPu dt = Pya(7) 4+ 0,u(0) + iTu(0) — P'u(0)

so that
P.a(1) = (Pu) —itu(0) + P u(0) — 8,u(0). (3.3)

Given g € H', we have Q,g € H?, so Q,g is in the domain of P,. Applying (3.3)
to our definition of Q,g, we find P,Q,¢g = ¢g. Thus H' is contained in the range of
P, : H?> — L?, so the range is dense in L2.

Next we aim to show Q,P,g = g. To this end, we claim that if u(t,x) solves the
nonhomogeneous Cauchy problem

Pu=f, u(0,-)=ug, 0u(0,-)=mu
then
() = Q- (f(r) — iTug + Plug — uy). (3.4)

Once (3.4)) is established, we can show Q. P,g = ¢g. Indeed, assume (3.4)) holds and let
g(x) € H* be given. We define u(t,x) := g(x)1;>0, where 1;>¢ is an indicator function
that is 1 for ¢ > 0 and 0 otherwise. Taking the time Fourier transform of u(¢,x) yields

a(r) = %g. By we have
% g = (Pu) — iru(0) + P u(0) — dyu(0). (3.5)
Then applying Q- to and using gives
QrPrg = irQ. ((Pu) — iru(0) + P'u(0) - 9,u(0)) = g,
as desired.

It is left to show (3.4). To do this we use Duhamel’s formula and find

t
u(t,z) = / Ua(t — 5,23 8) ds + Opup + ue + uq, (3.6)
0

where uq(t, x; 8), ua(t, ), us(t, ), and uy(t, x) solve the following:

Pu, =0 Uua(0,2;5) =0 Opuqa(0,z58) = —f(s,x)

Pu, =0 up(0,2) =0 Opup(0, ) = ug
Pu.=0 uc(0,2) =0 Oyue(0,2) = —Plug
Pug =0 uq(0,2) =0 Orua(0,2) = uy.

Note to find G;u(0,t) = uy, we use Puy = 0 to write ?up = (A + 9, P! + P?)uy. We
calculate () by taking the time Fourier transform of each term in (3.6). For the first
term we switch the order of integration, change variables by ¢ — ¢ + s, then switch back
the order of integration to find

o) t o)
/ e*i”/ Ug(t — s,2;8) dsdt = / e T B(t, xy T)dt
0 0 0
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where B(t,z;7) = [° €7 Tuq(t, x5 s) ds. Since B(t, ;T) satisfies

PB =0, B(0,z;7) =0, 0B(0,2;7) = —f(T,ac)

we have 3 (r,2;7) = Q- f (7). Applying the time Fourier transform to the remaining terms

in (3.6) yields

(1) = (7, @;7) + irhp(7) + Gie(7) + Ga(7) = Qr (f(T) —iTug + Plug — ul)
as desired. This concludes the proof of (3.4]) and thus the proof of the proposition. O

If the weak local energy decay estimate also holds, then we are able to obtain
L?-based resolvent bounds which are stronger than those established in the proof of
Proposition[3.3]and are uniform as $7 — 0. This makes it possible to extend the resolvent
continuously to the real axis. The results proving the stronger L?-based bounds and the
continuous extension of R, to 7 € R are established in [33] and are not affected by
our change to the assumed rate at which the background geometry tends toward flat.
Therefore we state the key results from [33] without proof.

The L&, norm, in which we measure the resolvent v = R.g, is defined by
[l zex = (7] + ()Nl cen + [IVUll gew + (7] + (1)) T V20| cen (3.7)

Proposition 3.4 (see [33, Proposition 9 and Corollary 12]). Assume (3.1) satisfies the
uniform energy bounds (L.4) and the weak local energy estimate (L.6). If I7 < 0 and
g€ LEYNT for fited N € N, then v = R,g satisfies

||UH££§V S gl gewn+a. (3.8)

Proposition 3.5 (see [33] Proposition 10 and Corollary 12]). Assume the Cauchy prob-
lem (3.1) satisfies the uniform energy bounds (L.4) and the local energy estimate (1.6)).

If 7 <0, and g € LE* satisfies
T S g peea <1, i+4j+ 16k < M (3.9)
for some positive integer M, then
T S*(Rrg)|lce. S 1, i+4j+16k < M —4. (3.10)

3.1. Strategy to Obtain Decay Rate. To prove Theorem[L.5] we must prove pointwise
decay rates for solutions to the homogeneous Cauchy problem (3.1)) with f = 0. Therefore

by (3.2) we have

u(t,z) = R, (—iTug + Plug — uy)e™™ dr

1
V2T JSr=—¢
for € > 0. The continuous extension of R, to 7 € R allows us to take the limit as ¢ — 0
to obtain

1 )
u(t,r) = — [ R.(—iTug + Prug — uy)e'™™ dr. (3.11)
V2T /R
The pointwise decay rates are obtained by writing e?™ = %(EZT) and integrating by

parts. Thus the final decay rate will depend on how many times we can integrate by
parts, which depends on the regularity of the resolvent.
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We separate the solution u into low and high frequency parts by defining

1 - itT
usq(t,x) := \/—27_ /RX>1(|T|)RT(—ZTUO + Plug — up)e dr (3.12)
and )
U<y (t,x) = Nor /RX<1(|T|)RT(72‘TUO + Plug — uy )" dr. (3.13)

Recall in Theorem [1.5| we assume the initial data satisfies ug € Z¥T1* and u; € Z¥*+1.
Here v is a sufficiently large constant depending on x, and k indicates the rate at which
the background geometry tends toward flat. The assumptions on the initial data mean
we can write

—itug + Plug —ur = 792 + 9444
for some gZtt € Z¥*1% and some g7, € Z"**1. In sections {4 and [5| we analyze the

K
resolvent R, g near 0 frequency for general g in an appropriately defined function space.

4. THE ZERO RESOLVENT

In this section we obtain an expansion of Ryg in powers of (r)~!. In section 5| we will
approximate R,g by Roge™"" for small 7 and calculate the error using this expansion.
Note for the arguments in this and the following section we harmlessly assume r > 3,
since the results of these sections hold for » < 1 using weak local energy decay and
Sobolev embeddings.

In our argument establishing an expansion of Ryg for large r we will find
(=A)(x>rRog) = h + Xx>r/2P*(x>rR09)
where ||h]| znx < |lgllzn+4.x. This motivates Lemma where we will obtain an expan-
sion of (—A)~lg for g € Z™.

Lemma 4.1. Let g € Z™* with \,n € N. We have the following representation for
(—A)~g:

A—2
(=A) g =D (e V() T ey (r) - (Vi) ") () M) () - VAT () T () (4.1)
§=0

where the coefficients satisfy
A—2
> (lesl + llesllersey ) + ldllze + 1Srdllersqy + lalznzas S lgllzan (4.2)
j=0

For A =1 we have only the last two terms in (4.1)).

Proof. Set v = (—A)~'g. We begin by proving if (r)*g € LE*, then v can be expressed
as in (4.1) where the following estimate holds

A—2
D lejl+llejllesqy + e +1Srdllers@y+ Y 17 2 Vgl e S 1) gllcer- (4.3)
=0 i<2

We will then consider the case g € Z™* and prove (4.2)) using (4.3) and elliptic regularity
arguments.
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We have v(z) = & [g(y
Laplacian in R3. We wish to bound the coefficients of the representation for v by the size
of (r)*g measured in £E*, which is defined by the behavior of g on dyadic regions A,,
This motivates the following decomposition of g:

\7: o dy using the kernel for the fundamental solution of the

7 1
Im = Bam(r)g and v, = (—A) 1gm = /gm(y)m dy

high

We further decompose each v,, into v/% and v"9" as follows

low

7 = Xemia(r)on = Xemsalla)) [ Bon(ubo) == dy (@)
and
hzgh 1
= Xom+2(r)vm = Xoma2(l2]) [ Bam(ly)g(y )‘x_y| dy. (4.5)
Thus we have v = ;- Ym0V vlow 4 phigh,
We claim
—24 A tivyi low’ < H A H 4.6
) PILEY e L2 (1.6)

i<2

so that > v!°% can be included in the ¢(z) term in (4.3)) (We will see that > vhigh

m>0 Um, m>0 Um

also generates a term that will be included in ¢(x)). To prove we begin by calculating

(- 8)e12?] S lgm| + 2 e sallel)] [ \ﬂzmum)g(y)\—Q dy

Ix—yl
275 a(al)] [ [P (Do)

37n

_3m
S gml 4277 IXemya (2Dl Brmgllze + 27 IX<m+2(\x|)H|ﬁzmgHL2~

The second inequality is obtained using the Cauchy-Schwarz inequality and the fact
that the cutoffs in z and y give |z — y|™! < 27™. Integration by parts then yields
V20| 12 < [|gmll 22 (there are no boundary terms since v%% is compactly supported).
Next we use the Hardy inequality and the fact that v!%" is supported on a bounded region
to find

Hvz lO’LU“L2 < 2"”«(2 1)||g||L2(A 7= 07 172 (47)

m,

Note if |z ~ 2% and |y| ~ 2™ with k < m — 1, we have |V|z —y|~[ < 27™(FD for
i =0,1,2 and |V 1204,) = [V'vm|l12(4,)- Using the Cauchy-Schwarz inequality,
we find

i 3k om(i_; .
IVivmllz2ay S 272G |gllp2(a,y, =0,1,2 (4.8)



LOCAL DECAY IN THE ASYMPTOTICALLY FLAT STATIONARY SETTING 17

when k < m — 1. Now we use (.7) and (4.8) to calculate
H< > 2+)\+zvzzvlow”££* < Z Z 2% 2k 2+)\+1)Hvz lowH 2(44)

m k<m+2
S0 D 2G| ey,
m k<m
+ 0N o E R il
m kxm

S () gl e
for i = 0,1,2. This concludes the proof of (4.6).

Next we turn our attention to vligh - For each m we integrate over |y| ~ 2™

with |z| > 2™%2 so |w£y‘ is smooth in the region of integration and Taylor’s theorem

applies. We define ¢/ as follows. If the n'" component of V7 is 9;,0;, - - - 0;; then the nth
component of y7 is y;, yi, - - - 4, Note that [y7] < |y[?. In this notation, Taylor’s theorem
yields

1 Vila| T ),
[z =y JZ:; J! T EG)
where
R5(y) = NIV (Jo =ty 1) - ()
for some t € (0,1). Therefore

R Zy' mralel) [ am@) (T al )7 dy+xomialleh) [ 9 @EEW) d

(4.9)

We claim the last term in (4.9) can be included in ¢ after summing over m. In other
words, we wish to show

D) VG e S 1) gl e (4.10)
i<2
where ¢ is defined by

q:= qu’ and  Gp = X>m+2(r)/gm(y)R§(y) d

m

Note [V (|z|™H)] < |z|~*! and |z — ty|~! < |2|7! since |z| > 2|y| and t € (0,1). It
follows that

y ly1*
RN (2)] S P (4.11)
which implies for [ > m + 2
lgmllzoe 4y S 27 A gl 1 S 2DV (r)2 gy | 2. (4.12)

Straightforward calculation yields

1) 2 e <D0 D0 Mdmllre a2 (4.13)

m I>m+2
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Combining ([4.12) and ([4.13) then gives ||(r)=272G(z)||ze+ < |lgllce~, as desired. The

. . A
estimates for V'q for ¢ = 1,2 follow analogously once we note |V*RY(z)| < m'ﬁ’%

To handle the first term in (4.9) we define

¢j = Z(ﬂ)_l/gm(y)yj dy,  ei(r):= Z(j!)_l<r>k_1_j(—><<m+2)/gm(y)yj dy,

m m

and d(r) =3 (A= 1)) omia(r) / Im W)y dy,

m

SO

S5 G) ma(a]) / () (V) dy
m  j=0
A—2
=3 (& VI ) (T +dr) -V )

<
Il
o

The desired bounds (4.3) then follow directly using the inequality ||(r)Pgllz1(a,,) <
[(r)P2g] L2(A,,), Which is a straightforward application of Cauchy-Schwarz.

Now let g € Z™*. Since ||(r)*g|lcex < ||gllznr, the above argument shows that v
admits a representation as in (4.1) such that (4.3) holds. To prove (4.2)) we need to show
the ¢ term now satisfies

lallzn+2r=2 S llgllzna- (4.14)

Observe that for any ¢ with sufficient differentiability we have

o i+j+k
TS S Y () Vel (4.15)
=0
By (4.3) and (4.15) we find
lgllzz2-2 < llgllce = [lgll zoa- (4.16)

Furthermore we can use the definition of Z™* and (#.15) to establish

HQHZ"“’J*? S HQHZ?A*? + HV2QHZM' (4.17)
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Next we calculate

IV2qllzen S sup D272 T°QISEV? (Xamd) || 2 m3)

i+j+k<n m

~ sup Y 272N TISEA (Xamd)l| 2 )

i+j+k<n m

< sup 22"1(”%)(HTW55 || L2 (gs) + | TV SF (Axam)dl| L2 (r3)
i+jth<n

+ IS (Vam) - Vallza(es))

i %l —2mi(yj r
S sup S 2mOHD (TS wm Adlageny + 127 TSI (o) allzages)
i+j+k<n m

. r o r
+ 27 TSI (5 ) all ey + 27TV SEX (57 ) Valliages) )
S Aglzna + IVl zea—r + gl znr-2

(4.18)
for all n > 1. The second line in (4.18)) follows from
T SEV? (xoma) 2 a0y = TS OSISEF A () 2,
which is obtained via integration by parts using the commutators
[0i,9,[0;,Sr] € span {T}, [A,Q=[A,T]=0, and [A,S,]=2A.
We claim
1Aql[znx S Nlgllznr (4.19)

Once ([@4.19) is established, (4.14) follows by induction in n. Indeed, assume (4.19) holds.
When n = 1, the RHS of (4.18) is controlled by [|g||z1.» using (4.19)) to bound the first
term and to bound the last two terms (along with the fact |[V| zna S ||@]| zn+1.2-1
for ¢ € Zn 1A=L) Thus ||[V3q|/z1x < |lgllz1.2, s0 by and we obtain
in the case n = 1. The inductive step is proved in the same manner, with the inductive
hypothesis being used to bound the last two terms on the RHS of .

To prove (4.19) we write

—Ag=g+A(v—gq). (4.20)
By we have
A—2
—Alv—gq)=-A Z (cj VI e (r) - (VY <r>_1)<r>j_”\+1) +d(r) - VA ) !
3=0

Direct calculation using (4.3)) yields
1AV ()l znr S 1(r) gl ce-
1ACe; (V7 ()= )y =4 ) znn S (7 gl ce-
IA@VAHE) ) 1 znan S 1) gl e

so that [|A(v—gq)|| zn.x S |9l 20,1, which combined with (4.20) gives (4.19). This concludes
the proof of (4.14]) and thus the proof of the proposition. |
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In Propositions 4.3|and We will need expressions for (—A)~!g where g € Syqq(r—9)
with ¢ > 2, which are stated in the following lemma.

Lemma 4.2. Let g € Spqa(r™9) and set v = (-A)"1g
(1) If ¢ > 4 then there exist a constant ¢ and an e € Spqq(1) such that
v=c{r)y Tt +e(r)(r)y"2),
If, furthermore, we have supp g C {r > %} for some R > 0, then we also have
el + B2 lellsa) S B72llglls,0atr0)-
(2) If g = 3 then there exists an € € Syqqa(Inr) such that
v=r¢e(r){r) L.

(3) If g =2, then v € Syqq(lnr).

Proof. 1 and 2. ¢ > 3

Since —Av = g, we can write 9?(rv) = —rg., and integrating from infinity yields

/ sg(s) ds
S0 0,(1v) € Spaa(r=1%2) .

When ¢ > 4 we have —q + 2 < —2 and we find

o= [Cotson das= [ [T sty dodas [T [ pato) dpds=c g

where g1 € Spqa(r~973). Taking e(r) := g1(r)(r)9=3, we find for large r

| = 0r(rv)| =

| st as

< [T s =y

v=rc{r)"t + e(r)<r>_(q_2)

for some constant ¢ and e € S,44(1), as desired.

When g = 3, we have —q + 2 = —1 so that

Tv—/(:@s(sv(S)) dS—/OOO/:O—pg(p) dpds+/roo/8mpg(p) dp ds =c+ go

where go € Syqqa(Inr). Note ¢ € Spqq(1) C Spea(Inr). Thus taking e(r) = ¢ + go we find
for large r

v=ce(r)(r)~!

where ¢ € Spqq(Inr), as desired.
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Finally we consider the case in (1) where supp g C {r > %}. Using the representation
we already obtained and the fact 82 (rv) = rg, we see |le[|si1) < [|9]ls, .. (-—1)- Furthermore,

/ 82 (rv) dr ds

|Rv(R

rg dr ds

=1/ ]
R poo

S/ / (r)= 1 dr ds||gls, . ()
0 JR/4

< R™g]

Sraa(r=9)-

Therefore we have
el = |Ru(R) — e(R)R™1"%] S R™""lglls, ()
It follows that v = ¢(r)~! + e(r)(r) "1 satisfies the estimate
el + B2 [lellsy S B2l u(r-a-

3. q=2

We write the equation v = (—A)~1g as

[ s

where g € S,qq(r~2) by assumption. We find

/rzg(r) dr 5/ 1dr=s.
0 0

Thus for g1 € Syqa(r) we have
70
fu(ro)| = / s 2g1(s) ds
0

and v(r) = e(r) with e(r) € Spqa(Inr), as desired.

5 |1n7‘0|,

We now prove an analogue of Propositionwith A~ replaced by Ry = (A+ P%)~!
Here we first see the role of long range metric behavior - the faster the metric tends to
flat, the further we can go down in the expansion for Rgg.

Proposition 4.3. Let g € Z"4* with \,n € N. Take v = Ryg.

If 1 < X < &, then for large v, v can be written as in (4.1) where the following estimate
holds

> (sl + llesllerscn) + Nl + 1Ssdllersry + lall znszoms < lgllzmeas.  (420)
=0
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If A\ = k+1, then for large r, v can be written as in (4.1) where the following estimate
holds
A—2 A—2

> leil + lleollsy + D llesllersqy + ldllze + 1Sedllesay + gl znrzr-z S llgllznvan
=0 =1

(4.22)

Before proving the proposition we provide a brief summary of the argument. Since we
are concerned only with large r, we consider y~rv =: w and show
—Aw="h+ X>R/2P2w

where |||z S |9l znta.a. We then use use Lemma 4.1 to obtain the desired form for
w. For A < k, this works by showing that the above equation for w is perturbative with
respect to (4.2). The A = k + 1 case is similar to the case A < k, but there is one term
which fails to be perturbative. This non-perturbative term has the benefit of being radial
and will be handled using Lemma [4.2

Proof. Set w = x>grv and write
Pow = x>rg + [Po, Xx>r]v =: h. (4.23)

Recall that Py = A + P? with P? as in . Since ysg =0 forr < Rand xsp =1
for r > 2R, the commutator [Py, x>r| is supported on [R,2R]. Using the notation p} to
indicate a representative of the symbol class £*.S(r?) (and allowing p]to stand for different
functions at each appearance), direct calculation yields

log2R

i - -1 —Kk— -2 —K
[ Poxsrlolee S 3 [ (R 4+ R + B2 ol s
m=log R

+ AR 4+ R ) Vol rea | (4.24)

Sr ) " llee + Vol ce

S llvllceo
where

vl e, = [1(r) " vllce + [ Vollce + 11(r) V30l ce
by the definition of the £E, norm in (3.7). The constants in the inequalities in (4.24)
depend on R, but this is not an issue since R is fixed. Now (4.23)) and (4.24]) yield
1) Rllces S 1) gllees + vllcee S 1) gll e

since |[v]|zg, S [[{(r)gllce+a by Proposition [3.4]

Similarly we find
1tz < llgllzn + sup_ [(r) T S [Py, x> Rl ce-
1+7 <n

S llgllzen + Sup_ 1) [Po, x> RIT" Y SFl| e + [[(m)* [T S, (r)} [Po, x> &) 0l ce-
i+j+k<n

Srgllzer + sup (M T | e ((r,2R)
i<n

Segllzex + llvllceg
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where LE*([R, 2R]) indicates the £LE* norm restricted to R < r < 2R. The last inequality
follows due to the commutator [Py, xsg| being supported on [R,2R] and (4.15). Thus
by Proposition [3.4| we have

17]

znx Sk gl zntan. (4.25)
Rewriting the equation Pyw = h using Py = A 4+ P2, we obtain
— Aw = —h+ x> /2 P?w. (4.26)

Note X>R/2P2w = P2w because the support of P2w is contained in the region where
X>R/2 = 1.
By Lemma w can be written as in where holds so we have
A—2
> lesl + llegllersay + 1d(r)llzee + [1Srdller sy + llall zne2r-2

7=0
A—2
<ClxanP? [ D (e V) ey (V)T M) 4 d- V) T 4 g
j:O Zn)\
+ Crllh| zn.x-
(4.27)
If we can show
A—2
Xou P2 [ (- V) ey - (V) D) M) +d- VAT ) T g
j:O VAR
A—2
SRS el + llejllersay + lldllzes + [1Srdllasqy + llall znan—
Jj=0
(4.28)

then choosing R sufficiently large allows us to bootstrap the perturbative term in (|4.28)),
and we can use (4.25) to obtain

A—2

D il + llesllersy) + 1) [ + 1Srdlersqy + lall znsza-z < (1= cR™H) T Crllgl| zn+a
j=0

as desired. Thus we wish to show
Ixs 8 P?c; - V() Mizoa SResl,  0<j<A—2 (4.29)
Ixs 2 P%e; - (V7 (r) ")) M gna S R Mlejllasay,  1<j<A-2  (4.30)
x5 2 P2AVAHr) " znn € BTl + 1Srdllersry) (4.31)
X528 P%qllzns S B gl znena (4.32)

where the implicit constants are independent of R. We will see (4.30), (4.31), and (4.32)
hold for A < k+1. And we will see (4.29) holds for A < k+1 when 1 < j < A—2. When

j =0, (4.29) holds only for A < k. Our argument handling co(r)~! when A = k + 1 will
change the space we can assume e is in, causing the difference in the result for A = k+1.
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First we prove (4.32)). Direct calculation yields

1) x> r2P2allcer S D Ixsrp2(r) oy 2TV llces + [xsrp2(r) oy "2 Audl ce-
a<2

+ x> r/2(r) oy " gl ce-
S Ixsrpa () 20V | e,

a<2

(4.33)

and we note (4.33) holds for any ¢ with enough regularity. Now we have

(M SEX~ Ry P?q|| e
S DI VT QIS e 1 ey + 1T SE X Pl e (3Y)

a<2
For the commutator [T°Q7S¥, x- r/2P?] we find

[TinSf7X>R/2P2] = [Ti7X>R/2]QijP2 + T [Sk7X>R/2}P2 + X>R/2[Ti9j5f7p2]~

r

The commutators [S¥, x~ ry2] and [T, x> r/2] are compactly supported and uniformly
bounded in R. We note if Q? is an operator of the form

Q* = 0;h"0; + h*Ay + hy +he, Y € 2S(r™"), h¥ k. € Spaa(r™"72), and hy € £1S(r"72),

then [I', Q2] = Q? where we allow the precise form of @Q? to change each time it appears.
Since P? is an operator of the above form, it follows that [[', P?] = Q*I'<". Now we

can use (4.33)) to obtain

Csup  [[(WATSE Xor 2P lallces S sup Y )NTTEROVOTIY S g e 2 oo
i+j+k<n z+j+k§n—1a$2

which combined with (4.34) yields
x> r/2Pallznn S ldll zorzn-n-2(2 0y S B Hlal zne2a-2, (4.35)

using |Vq| < 771(]S,q| + |Qg|) (which holds for general q), as desired.
In the following calculations we will use the fact that if ¢ € £1.5(1), then
n+|al
10%0)p I znn S D 1)P10P ) 1e 4,0 (4.36)

|Bl=|al

for ¢ < =\ — 2+ |al, which is established by direct calculation.
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To prove (4.31)) we use (4.35)) to find
X r/2P2d(r)VAHE) " 20 S xR/ P2d(r)p™ > 20

= [ld(r)p| Znt23-rm=2([£ o))

NEAC ]

Zrtta-na((B ooy + [1Udp™)]

A= n 2 (£ 00))
+ ||T(dpd)Hznﬂyxfwz([g,oo)) + Hdpi)\”ZO»)\*N*z([%,oo))
SN(Sed)p™ Ml gnsra-n-a(z coyy + 140 sra- 22 00

n+1
S Z ||(S7'd)p_>\Hva)‘_"_z([%,oo)) + ||dP_A||ZOA—n—2([§,oo))
b=0

S RIS |l sy + R[]l e
The last inequality follows from (4.36]).
To prove (4.30) we use (4.32) and (4.36) to find

X5 r/2P?e; (V2 (r) =) =2 [ gnn S B7Hles (V2 (r) ) () 2 | gnsznz S R Hlejllers -
(4.37)

Finally we consider (4.29)). Using (4.35) we find
Ix>R/2P2ei V(1) " Hizna S N6V (r) 7l grszamn—2((r/2,00))
S eI 3 | e (1ry2,009)
Slol 30 gm0,
m>log %
If A < k+ 1+, then this yields
N A P
as desired. Thus the ¢y term fails to be perturbative when A = x + 1.

A straightforward calculation yields [P%(co(r)™1)| < copy "2 + cop; " . Note that
py "3 € Zv*+ for all v. We obtain decay as R — oo so that ‘|X>R/200p£_ﬁ_3||zn,>\ <
or(1)|co|. Thus only the radial term cop, "3, which arises when the radial scalar term

)

in P? lands on cor™!, fails to be perturbative.
To handle this piece we use Lemmas [d.1] and [£.2] to find for A\ = x + 1, if
—Aw="hy+ha,  h1 €2, hy € Spaa(r %)
where supp (hs) C {r > £}, then w can be written as in with

A—2

lcol + B2 leollsy + Y les| + llesllersy + )l +Srdller sy + llgll zne2a—2
j=1

S Wallzen + bl g oaay

Note that /1S(1) C S(1) so that the change of space for ey as compared with Lemma
causes no problem. We now have (4.26]) is perturbative with respect to this estimate
since )

Syaq(r—r—3) S R 2 |C()|.

_1 e
R™2|x<Rr/2c0p; " 3|
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Furthermore, the ej terms remain perturbative since our estimate (4.37) came with extra

powers of R~! and ||X>%60||gls(1) < log Rlleo| s¢1). This concludes the proof of the
proposition. O

5. Low FREQUENCY ANALYSIS

In this section we use Proposition to calculate the error when we estimate R, g by
(Rog)e ""("). Direct calculation yields for any function ¢

Py (¢e™ ) = [(A+ PR)gle™") — 2ir (0, + —)g]e™ 0
r (5.1)
+ [(T(pznfl + p;nv) + T2p;n)¢:| 6_”—<T>~
Since Py = (A + P?), gives
. w . 1 .
Py (Reg = (Rog)e™ ")) = g(1 = =7() = 2i7[(9, + —) Rogle ™"
r (5.2)

+ [(T(p[“_l +p,"V) + TQp;“)ROg}e_M”.

Analyzing the right hand side of with Rog represented by the expansion found
in Proposition [4.3]| will yield a useful form of the error in the low frequency estimate.
Lemmas - provide preliminary calculations that help us handle terms arising in
the —2i7[(0, + ) Rog] e~ 7"} piece in (B:2). In Proposition |5.6{ we will use these lemmas
to establish the error in the low frequency estimate.

Lemma 5.1. Let n be a positive integer. Let pg be given and assume @, satisfies
LAy = (0,4 2) (5.3)
) Pa = (Or r Pa—1 .
and ¢, € S(r=1) for 1 <a <n. Then

—2iT[(, + %)goo]e—”“>

=3 (= Prl(=im)"eae™ ) 4 (7G4 TG 4 TR0
a=1
1 .
= 2(=ir)"™ (9, + 5)(ea)e
(5.4)
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Proof. By (5.1) and (5.3)), we have
1

=2i7[(9; + )po] T = ir(Agr)em T
= Py (i1 ")) = 272 (9, + %)@1]6*“” — ir(P%py)e” 7"
+7 {(T(p[”fl +p;"V) + T2p[”)<p1} e imin)
1)%]647<r>

= it P (e (M) — 272 (0, + -
+ (¢ TR T e,

(5.5)

The last inequality uses the fact that ¢; € S(r~!) by assumption, and the term 7¢¥ is
limited in its decay by the p,*~2 term in P?.

Repeating this argument, now for 2472 [(ar+%)w1] e~ (") with py satisfying —%Agog =
(9 + L)1 and plugging the resulting expression into ([5.5) we find

1 ; ; , 1 .
—2i7 (0, + ;)(WO)B_MT) =P (iﬂme_”(r) + 72¢26—17<r>) +2ir° (9, + ;)@2]6_”<T>
+ (7CE AT A TG H L) TG e

as long as 1,2 € S(r71).
Repeating this process yields (5.4) since ¢, € S(r~!) for a < n by assumption. O

Lemma 5.2. Ifr > 3, then for j € N4

1 . 1 it T
- J -1y _ _ = j—1—k 7k —1
@O+ ) (V) ™) 2A(kz_ov “VR) 7). (5.6)
Proof. Direct calculation yields [(9, + 1),V] = —3[A, £], and we use this identity to
handle the j =1 case:
Lyt = N I S BEE Y G N Y e
@O+ VO = VO + T+ 2AE T - S (D) = —A(Sm 7).
Now fix J and assume (5.6 holds for j = J — 1. We calculate
Lior -1 _ 1 J-1,0-1, 1@ J—1,0—1 _1 LT o101
O+ V() = V(0 + VL) T S TATT T T - SA (ST ) )
1, =2 x 1, rx
—v(_ A J=2-k L gk \—1 _IA(EgI1g -t
V(-3 kzzov V)T 40— 3A(SV ) )
J-1

_ 1 J-1-kT ok \—1
= QAI;)V —VE)

for r > 3, as desired. O



28 KATRINA MORGAN

Lemma 5.3. Let a € N be fized and let @7 be a family of functions indexed by j which
satisfy

11 L
Or+2)@7 = —ZAY VTITRSGE j>a (5.7)

and (8, + 2)¢® = 0. Then

j—1 k—1

(3T+%)Zvj 1- kw o = —A Z vi—1- kx(zvk—be%pe). (5.8)

k=a k=a+1 l=a

Note that if we define
j—1 z
J = vjflfki k
¥1 kga , ¥

then the lemma shows that <p{ is a family of functions indexed by j which satisfy the
assumptions of the lemma with a replaced by a + 1.

Proof. We calculate

1= x 1 x x
- j—1-kZ k _ j—1-k= j—1—k k
(ar+T)Zv oG v —(0r + ) +Z ),V I~
k=a k=a+1
j—1 k-1 "
:_7 Z Zv] 1— k( )vk’—l—e;gpe
k' a+1 f=a
j 2j—-1-k T
SE Y VA B
k=a (=1
(5.9)

The first equality uses the assumption (9, + )¢ = 0. The second equality uses (5.7)
and the identity

1 b b

0+, 9") = 90, + ), UV = VA T (5.0)
(=1 (=1
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Changing the order of summation in the first term on the right hand side of (5.9) and
simply switching the indexing labels in the second term yields

g 2 j—1
ng 1— kw ’“——*Z Z vi-1- k( )vk—l—lf(pé
l=a k=(+1 "
] 25j—-1-4 r
- v] 1—¢— k kali 4
1J72 = x x x
=52 2 V“*'“(;A”A’ )T
l=a k=(+1
1 P T
— _ZA vi-1-kL vh-1-eL e

To obtain the second equality we redefine the k index by k — k + ¢. To obtain the third
equality we switch the order of summation. This completes the proof of the lemma. [

Lemma 5.4. Letj >0 andr > 3. Then

—2ir (9, + )(v3< )1y im(r

i o _ (5.11)
=37 (= Prl(—in) Ffem ) 4 (7G4 7G4 7RG
=1

where |F,| < (r)~! for1 <a<j.
Proof. We define ) := VJ(r)~'. By Lemma [5.2| ) satisfies with a = 0. Further-
more (9, + 1)¢p§ = 0, so the assumptions of Lemma are satlsﬁed.

Then defining ¢} := 31_0 VI~ "* 2k we have

1
L 1 s 1-kTL &
). + — :77A§ i= 7.,,A
(0 +r)901 \Y TSD 502

by Lemma Now ¢/ satisfies (5.7) with a = 1 and

1 Liw, _
(0 + D)ot = B+ )2 4r) " =0
so we can iterate the process again. We define
Jj—1 -
J._ j—1-kT &
P = Z \% TW—1 (5.12)
k=t—1
and see (0, + l) J = (%)] (ry=1 = 0 so the assumptions of Lemmaare satisfied

at each iteration and we ﬁnd for0<n<j-—1

(0 + 1)l = 1A§vj—1—kx N
T r Pn = 2 - Tspn - 2 Lan-i—l‘
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We note ¢f, € S(r=/71*") so @l € S(r=1) for n < j. Now (5.11)) follows by (5.4)) since
(0 + 1)} = 0. 0

We define a A b to be a smooth function such that a A b = min(a,b) when a > b or
b < a.

Lemma 5.5. Let ¢y € Smd(?“_“_l), Then
1 —i7(r)
27 [(87’ + ;)(,00]6
k—1 . | |
= 3 (Prlr Fae™ ™) 4 (16 4+ 7 7 IGE)emT)  (E G e
a=1

—7"Pr (((r)‘lsl(r Alr|™Y + T(ea(r Alr| Tt — 52(|7|—1))e—”<r>).
(5.13)

where |F,| < (r)~1 and 1,e2 € S(logr).

Proof. Since ¢g € Spaa(r™"71), we see (0, + %)cpo € Spaa(r=r72). Lemmaimplies

1 1
(87’ + ;)90” = _§A§0n+1, ©n € Srad(riﬁilJrn)

for 0 <n < k — 2. Then by Lemma [5.1] we have
—2iT[(0, + 1)@0]@—”“‘>
r
rk—1
=3 (= Prl(=im) Fae ™) 4 (29G4 7 4 G )e ) (5.14)

a=1

: \K 1 —i7(r)

= 2(=im)"(0r + ) (pr-1)e ~

Since ¢x_1 € Sraa(r72), we see (0, + %)gon,l € Sraa(r™3). By Lemmathere exists
an €1 € Spqq(logr) such that

1 1
_§A<T>_181(T) = (ar + 7)(pnfl~
T
We wish to avoid the logarithmic growth in 7, so we use the modified function
G = (r)"lea(r Al Th).

Now we have

1

1 1 1
—§A% = X<|7|-1(0r + ;)%—1 = (0r + ;)%—1 — X>|r|-1(0r + ;)%—L
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Using we find
2770, + %)wﬁ_le—w(r)
+7" (T(pzn—l +p"V)+ Tsz“) (Br)e 17 4 75 P2(, )Tt

1 )
+ 2THX>|T\*1 [(87‘ + ;)Lpnfl]e_“—(r)
= P (7" (=@)e ) 20y (1) (@ ()
(7RG TG+ G+ TGy ) e O,
(5.15)

Here we used the fact |7| ™ x| -1 (0r + £)pu—1 € £2S(r~?) because (8, + +)@p—1 €
Srad(r=3), and the cutoff function allows us to pull out a 7 factor when summing in the
1S (r=2) norm.

We still need to handle the term 27%+1x | -1 (r)~1(0,e1(r))e~"""). By Lemma
there exists an eg € Sqq(logr) such that

~ 58 = (1) (@1 (1) € Spualr ).
To remove the logarithmic growth in r we use the modified function
Grt1 = e2(r Al|7) —ea(|r| ™)
and find
5B = Xeprp ()7 e (1)
Then by we have
27'{+1X<|r|—1 )L (e (r))e ™M)
= P (4 )0 ) £ 200, 4 ()T
(107 V) 720 (Bern)e T (PR )e )
—P. (Tn+1(_¢n+1)e—zr<r)> Rl eremin(n) 4 (TRCZA +TR+1C571)€_”<T>-
(5.16)

Combining (5.14), (5.15), and (5.16) then yields (5.13)), as desired. O

We are now ready to calculate the error in the approximation of R,g by (Rog)e *"(",
which is established in Proposition The precise form of the error depends on the
regularity and decay assumed for g.

Proposition 5.6. Let g¥ € 7" with1 <A< k41 and v > 3)\. Assume I7] <1 and
Sr <0.
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(1) If 1 < X<k then

A—1
Rrg¥ = (Rog5)e” ™) 4+ Re(Xsr-195) + D 7™ (Fon + RoCX"o)e ™™ 4+ 72 (Rrhy—31)
m=1

where |Fy,| < (r)7L, K:f’n’\ € Zv=3MA=m and h,_sy satisfies

sup ("D, + iT)I T QI Sy, x| e+ S 1. (5.17)
i+j+k+q<v—3A

(2) If \=Kk+1 then

K

Regiiy = (Rogiin)e ™ 4 Re(xoiri-19041) + Y 7" (F + RoGLii™ e ™™

m=1
+ 7%e(r, T)e*i” + TH+1(RThV73,{73)

where |Ey| < ()=t (3™, € Zv=3mantl=m o(r 1) is of the form

e(r,7) = (N1 A7) 7 (2200 A 7Y = (] 7))
with £1,e9 € S(logr), and h,_3x satisfies (5.17) with A = Kk + 1.

The term &(r,7) in the statement of Proposition [5.6] for A = k + 1 arises due to the
eo(r) term in Proposition in the A = k + 1 case. The final decay rate is ultimately
determined by this e(r, 7) term.

We use (¥ to represent a function in Z** and allow (¥ to change from line to line.
The purpose of this notation is to keep track of what function spaces each term in our
calculations is in while reserving g5 to indicate the arbitrary but fixed function in Z VA
given in the statement of the proposition. In general ZN1-L1 ¢ ZN2:L2 for Ny < N; and
Lo < L;. The monotonicity of Z** allows us to collect terms with different regularity
and decay and write them as one term:

S+ gz = mniie) (5.18)

Proof. Define E¥ to be the error associated to R,g¥: EY := R,g{ — (RogX)e """}
We begin by establishing a useful expression for P.(E¥) using (5.2). Our expansion in
Proposition .3 shows Rog¥ € S(r=1) + Z¥=2*=2. Tt follows that

p; " Rogk € ZV72F, p;"VRogk € Z¥73F  and  p;"Rogk € Z*7EF (5.19)

Furthermore we have

v v _—iT v ul_e_iT<T) A v _—it(r
9K =K = X2 (19 + Tt (N = T Xt (7 ST,

(5.20)
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We use (5.2), (5.19), and (5.20) to find

. 1— e—i‘r(r)

Pr(ER) = o2 ()95 7 (i () 00— ) = 7 (s (7 e 0)

1 . .
— 2i7(9y + =) (Rog¥)e "™ + (7¢1 3 + 72¢U e ).
T

(II7) av)

(5.21)
Next we claim that _
Bu_sn = ¢ e (5.22)
satisfies (5.17)). Indeed, when r > 3, we find for any ¢(x)

SH(gem ™) = (S70)e™ T, QI (geT ) = (@ g)e T

T (e N S [(T0)e™ ™, (9 + i) (ge™ ) = (9g)e .
a=0
Thus when ¢ + j + k+1 < v — 3\ we have

It (9 +i7) T* ISP (GE e ™) g S IT' X SFHG™ P er S 1.

Our formula for E¥ will be recursive in A, so we begin by calculating £} directly.
Case 1: A =1
We calculate EY using and the expansion for Rog} given by Proposition
Rogy = d(r)(r)™" +4q (5.23)

where d € L™=, S,d € £'S(1), and ¢ € Z¥~2*=2. Terms II and IV in are readily
seen to be of the form 7h,_3 using . Term I in @ can also be included in
Thy_3. The cutoff function restricts I to the region where r|7| < 1, so reduces to
hy—3 € Z¥=39. Since rgy € 2",

5 1— 67iT<T> ie*i'r(r) 1— efi‘r(ﬂ o ie*i'r(r) Z'efir(r) Tefi'r(r)
r( Trm ) T T e T( rm ) ST A T T
and )
1 — i7"
S(‘ii) —0,
Tr
we have

1— e—iT(T)
v c Zu,O c Zu—3,0’
<7”>g1 T<7’>

as desired. Here and throughout we harmlessly assume r > 3. We note the above
calculations and (5.20)) imply
Re(g7(1 = e~ 7) = Ry (Xor-197) + T(Rrhy). (5.24)

This equation will help us handle terms that will arise when A > 2 by providing a base
case for an inductive argument.

For term I11 in (5.21)), we use (5.23) and write 0, = r=1S, to find (0, + L)Rog} €
Zv=30 50 this term also satisfies (5.17)).
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Combining our calculations for terms I, I1, I1I, and IV and applying R, to both sides

of (5.21)) yields

as desired.

Case 2: 2 < X\ < k+ 1 We proceed as in the A = 1 case. For term I in (5.21)), we see
iT(r)

(r >9K16W € Z¥*~1 uniformly in 7 as 7 — 0. So we can write

EY = R (X>|r|197) + TRhy, 3 (5.25)

1— —ai7(r)
I= TX<‘T|71(T)<T>9K# = TX<‘T|71(T)CK71' (5.26)

For term IT in (5.21)), we note x|, -1(r)7 ¢ € Z*° uniformly in 7 as 7 — 0. So
we can write ' _
17 = T)\X>‘T| 17'_Agﬁ\’e_”<7"> = 7Y™, (5.27)

Substituting (5.26) and (| into (| we have

P (EX) = ><>\T|—19K + TX<|T\—1<K_1 + (G AT G e )
. , (5.28)
— 2iT[(0r + ;)Rogﬂ e i)

We claim that terms of the right hand side of (5.28)) of the form
ey e T 1 <m<A—1 (5.29)

produce error terms which can be handled inductively. First consider the case m = A —1.
By (5.24) we see that after applying R, to both sides of (5.28)), terms on the right hand
side that are of the form with m = A — 1 become

)\ IR (CV€_W(7>) = T RT(X<\T|—1<1V) + TA(RThV)7 (530)

and we can appeal to case 1 of the proposition to handle the first term, while the second
term is expected to appear in EY (In fact this term has more regularity than the h term
in the statement of the proposition. We will see the last term on the right hand side of
[5.28)) limits the amount of regularity we can get for h,_3y. )

Now consider ) for 1 < m < A\ — 2. Substituting (5.26) and ( into

gives
Re(g5e™™") = Ry (X<ir|-19K) + TR (X<jr-1CEo1) + 7 (Rrhy).

Therefore after applying R, to both sides of , we see terms on the right hand side

that are of the form with 1 <m < A\ — 2 become

TR ™) = T Ry (X1 ) + T T R (X1 CE 1) + T (R ),
(5.31)
and we can proceed inductively for the first 2 terms, while the last term is expected to
appear in EY.

Next we consider the term 2iT[ }e*”“) in 8|) using Proposition
We note (9, + 2)(r)=* = 0 so the term 227’( + Dyeg(r)~? vamshes. It is left to consider
the terms

)e; VI (r)~He ™ for 1 < j < A—2
)e; (1) (V7 (r) = 1) ()= M1 e =) for 1 < j < X —2
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(C) —2i7[(0r + L)eg(r)~*]e™""™ (Here the cases A < k and A = & + 1 must be
considered separately since ey € £1S(1) for A < k and eg € S(1) for A = k+ 1 by

Proposition [4.3]) ‘
(D) —22'7'[(6 + ) (r)VA= 1<r> ]e‘”<r>
(E) —22'7'[(8 + ) (x)] ar{r),

For term E we have ¢ € Z¥~2*72, so writing 9, = r =15, we see (9, + 2)q € Z¥=3A~1,

Thus we can write E = 7¢} ?e—”(ﬂ_

For term B we have e; € 1S(1) so (0, + %)eJ(Vj< )1y (r) i1 € 15(rA-1). Since
1S(r=2) C ZN0 for any N, we can write B = 7¢} e 7",

To handle term A we multiply both sides of - 5.11)) by the constant ¢; to find

A= Z (PT(TaFae_iT<T>) + (19 + T + T‘IHC;’A)@_”M)

a=1
where |F,| < (r)~!. Here we absorbed the constant into the functions ¢¥ and ¢%_;

Next we consider term D. Using Lemma and the fact that S,.d € ¢1S(1), we
calculate

D:72’L‘T(ard)(v)\71<T>71)67”<r> d2l7‘(8 + )(v)\ 1<> 1)

=r¢{ e T ¢ Z AP ((—ir)* Fae™ ™)) 4 (7°GL + 7L+ 702 e T

=7C{_e7 ) 4 Z Pr(d(—iT)* Foe ™) — [Py d)(—iT)* Fpe "

(r s Ta“cz,l)e‘“”.

We find by direct calculation [Py, d]F,e= (" = (pg Aa=2 4 TpZA+“_1)e*iT<T>. so that

D= Z Pr (e Fue™ ™ ) 4 (7 G5a) + 7 G+ ) TG e
since ﬁlS(r’ ) C ZNO for any N.
Substituting our expressions for terms A, B, D, and E into (5.28) and simplifying yields
A-1
Pr(EX) = Xsir|-105 + ) (PT(T“Fae_”m)) +TX<|r| 1o (TCZif + 72g§:§)e—”<r>
a=1
A

A 1 .
£ D0 T e 4 270, + S (eolr) e

m=3

©)
(5.32)

for 1< A< kg+1.

For term C' we consider the cases 2 < A < k and A\ = k + 1 separately.
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Case 2(a): 2< A<k
Here we have eg € £15(1) so eg(r)~> € £1S(r=*) and we find

€ =2r(0, + D{eo(r)r) N T = rg_e T, (5.33)

We can absorb C' into the term TCK:f e~ in (5.32)). Then applying R, to both sides
of (5.32)) and using (5.30) and (5.31) yields

A—1
Ef = RT<X>\T|*19/V\) + Z(TaFae_iT(T>) + TRT<X<\7—|*1CZ:?> + TQRT(X<|T\*1C§:S)
a=1
A—1
+ Z TR (X<|r-1CRom) + TA(RThV—3)'
m=3

(5.34)

Part 1 of the proposition then follows by induction in A and the established base case for
A = 1. We note the term TR, (X<|r\*1CZ:§) leads to the loss of regularity for h.

Case 2(b): A\=x+1
Since e(r) ™! € Syqq(r™""1), we can use Lemma 5.5} Combining (5.13) and (5.32)
then applying R, yields

K

Elir = Br(Xoir-197n) + D (T Fae™ ) 4 7R (Xpr 1+ (7 7T0)

a=1

+ 2R, (CV ") 4 Z TR (i me” ™) e (r, m)e ) TR D,

m=3
(5.35)
Part 1 of the proposition, ([5.30), and (5.31)) then give
By = Re(Xopr 2 95r) + D (77 (B + RoGZiMe™ ) + 7%, )70
m=1 (5.36)
+ 7_'“_1 (Rrhu73n73)
as desired. This concludes the proof of the proposition. O

6. POINTWISE RESOLVENT BOUNDS

In this section we establish the pointwise resolvent bounds that will be used in the
proof of the main theorem (see Propositions and . The results of this section do
not improve on the results in [33], but we do track the required regularity more precisely.

Our argument uses the Sobolev embedding
6]l Lo s2) S Nllz2s2) + 1920 L2(s2) (6.1)

to obtain useful L2L%°(A,,) bounds on g and R,g. For reference we begin with two
preliminary lemmas resulting from a straightforward application of (6.1).
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Lemma 6.1. If ¢ satisfies
rPellzan + D )%l p2(a,,) S 1
|a]=2

< 1.

m) ~

then 2m(1+p)||¢HL$.L$°(A

Proof. A change of coordinates yields || <T)P¢H%2(Am) ~ 22m14P) |92, ,, (4,.)- Then from
the Sobolev embedding (6.1) we obtain

2O 8] 21 4y S NPVl c2any + 1PPR B L2 S 1. (6.2)
O

In the following proofs we use the notation @y to denote any operator of the form
T(0;h" 4+ hi0;) + 0;h0; + hy, RE RS € 1S(r7R),  hy € £1S(rmF7?) (6.3)
and use (), to denote an operator of the form
RNy + hyey b, Ry € Spaa(r™"72). (6.4)

Lemma 6.2. If ¢, S,¢, Q%¢, 02S,.¢ € LE*, then |¢| < (r) 2. Furthermore, if ¢ € Z™4,
then |0P@| < (r)=27P=4 forp <n — 3.

Proof. Fix m. By assumption, (r)z¢, (r)2Q%¢, (r)20,6,(r)3020,¢ € L*(An), so by

(6.1), we have 237m||¢|\Lngo(Am) Sland 22 |0:¢l 1202 (a,,) S 1. Using the Fundamen-
tal Theorem of Calculus and Cauchy-Schwarz, we find pointwise bounds on ¢:

m

Dl oo (an) S 27 F Nl L2Lee (an) + 27 110rBll L2 (a,) S 272
Thus |¢| < (r)~2 since m was arbitrary.

Now take ¢ € Z™9. We can write (r)?9?SP as a linear combination of S¥ for k < p so
(r) PO S D ey |(r)4S¥¢|. Since [Q,r] = 0 and [S,, r] = r, it follows by the definition
of Z™ that Sk (r)9tPoP¢ € LE* when j + k < 3 if p < n — 3. Therefore by the first
part of the proposition we have |(r)?Por¢| < (r)=2. O

The following calculation will be useful for the remaining lemmas and propositions in
this section. Writing
(2 +7*) =P — (2r "0, + 17200 + Qo + Qr),
where Qy, Q- are as in and , we obtain
(02 + TZ)TUijk =7(9% + Tz)’t}ijk + 20,v51

° (6.5)
=1 Prvgi — 17 Ayvigr — 1(Qe + Qr)vijk-
Commuting P, with T°Q7S* yields
Prviji = gij<i + Qe(vijic + V<icjk + V<i<j<i) + Qr(V<ijk + v<ij<i)- (6.6)

Then we rewrite the first term of (6.5 using to find
(02 +7*)rvige = =~ Ayvign +1(Qe + Qr)vij<h + T9<i<j<k- (6.7)
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In Proposition [6.3| we state the same pointwise bounds and outgoing radiation condi-
tion established in [33] Proposition 16]. However, we obtain different numerology for the
number of vector fields that can be applied to v = R,g so that the results hold. Thus
we offer a concrete justification for the change in the vector field numerology but provide
only a brief outline of the argument. We will use notation as in Proposition so that
M indicates the regularity assumed for g. We take v;;;, = T°Q7 S*v and g;;, = T'Q7 Skg.
Similarly, we write v;<j<x = T<!Q<!S<Fy and use analogous notation for g.

Proposition 6.3. Assume S7 < 0. Let g € LE* satisfy (3.9) and possibly depend on 7.
Setv=R.,g.

(i) If |7| 2 1, then
T Sku(r)| < (I7)(r) 7Y, i+ 45 + 16k < M — 20. (6.8)
(ii) If |7| S 1, then
7707 §*u(r)| < {?;;ri{ll (iD= z ; (1) i+4j+16k <M —20.  (6.9)
(i) If 7 € R\ {0}, then we have the outgoing radiation condition:
lim 7(9, +im)T'QIS*v(r) =0, i+4j+ 16k < M — 20. (6.10)

|z] =00

proof summary. (i) and (ii) The estimate
> 25 (02 + ) (roijr) | L2pee (a,) S 1 (6.11)
m

implies
vijel S ()7~ and  [Grvie| S ()7 (6.12)
using the fundamental solution for (92 + 72), which is given by 7= te7lsl.

The pointwise bounds for |7| > 1 and for the case (r) > |r|~! when |7| < 1 are
obtained using . To show holds, we bound each term on the right hand side
of by applying Lemma to the assumption ||g;jx|cex S 1 for i+ 45 + 16k < M
and the resulting fact ||vijx|lce S 1 for i+4j+16 < M —4 (which holds by Proposition
3.5).

To see where the vector field loss occurs, consider the term 7~ 'A,v;;, on the right

hand side of (6.7). We wish to show this term satisfies (6.11]). Using (6.2) in Lemmal6.1]

it suffices to show

ST TE Awvijellzzan + 110 TEQ3 (Auvin)llz(a,) S 1. (6.13)

When |7] = 1, we have

_1 _1 . .
17 ™ 2vijkll 2 (a,) ST " 2005kl 2 (a0 S lvijkllce, ST i+45 + 16k < M — 4.
(6.14)
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Replacing A, by ZI a|=2 §2* and using (6.14) yields
_3 _3
Do) T2 Avvigrlizacan + 1167222 (Agvign)ll2(a,)
m

_3 _3
=Y ) " 2vigrakllzacan) + 1) " 2vigrapllea,)
<1, 1+ 45 + 16k < M — 20.

This shows the M — 20 vector field loss (as compared to the erroneously stated M — 12
loss in [33]).

When |7| < 1 and |7|7! > (r), then (6.12) is insufficient since (|7](r))~! is unbounded.
The advantage in this case is that the ({(r)~! +|7|)~" weight in the second order term of
vijkllce. is bounded below by (r) when (r) < 7|71 O

We will use Proposition to establish pointwise bounds on (78,)P(ve™ ). Note
70, (ve”"T) = [(=S +7r(d, +47))v]e’" . This motivates the following lemma, which will be
used to prove the subsequent proposition stating the pointwise bounds on (79, )?(ve'’)
for |7] 2 1. We remark that while the above calculation shows we are primarily concerned
with (9, + i7)Pvgok, our methods will generate T and 2 vector fields as we induct in k,
so we handle (0, + i7)Pv; .

Lemma 6.4. Let g € Z™9. If 1 € R and |7| 2 1, then v = R,g satisfies the pointwise
bounds

[(Or +iT)Pvij0| S |7 [Pt () 7P p<gq, p<n-3, and i+4j+16k <n—20—8p.
(6.15)

Proof. Note i+ j+k <i+4j+ 16k < nso g € Z™7 implies g satisfies (3.9) with M = n,
and the results of Proposition [6.3| apply with M = n.
When p = 0, (6.15) follows from (6.8).

Now let p = 1. All but the last term on the right hand side of are pointwise
bounded by (r)~2 using and the fact that k > 2. We replace Ay vijx by vij12)k
so the bounds hold when i 4+ 45 + 16k < n — 28. For the final term, by Lemma we
have [0Fg| < (r)=27%=% when k <n — 3, so |rg| < (r)~2 since 1 = p < ¢q. Thus we have
(07 + 72) (rvige)| S (r) 2.

We rewrite 82 + 72 = (8, — i7)(0, + iT) and use an integrating factor to write
Oy [((8, + iT)rvijk)efmn] = ((8,2 + TQ)TUZ‘jk)eiiTT

By and (6.10]), we have lim,_, oo (0, +i7)(rv;5) = 0, so we can integrate from infinity
to find

0, +ir)(ruig)| S [ L) ds = ().

It follows that |(8, + iT)vijx| < (r) 72, as desired.
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We proceed by induction. Fix p and assume (0, + i7)%v;j5| < |7|*H(r)~* ! fora < p
when i + 45 4+ 16 < n — 20 — 8a. Applying (9, + i7)?~! to (6.7) we find

(6 —7;7‘)(6 +iT)p(TUijk)
= Z( PP = (0, i)™ Ay ) + (0, + TV Qe+ Qr)vsisisn

+ C(0r +i7)P2(Qe + Qr)v<i<j<k + (1(0r +4i7)P™1 + C(0; +i7)P ) g<i<j<k.
(6.16)

Each term on the right hand side of is bounded in magnitude by |r[P~1(r)=P1L.
The first term is bounded, by the inductive hypothesis, when ¢ + 45 + 16k < n — 20 — 8p.
For the @y and @, terms, we commute (9, 4 i7) with the coefficients of the operators
and view the derivatives as vector fields. The bounds then follow using our assumption
K > 2 once we note

(8 +iT)P~ " p ™ Zcmp_” (D, HiT)PTiT™ (6.17)

for @ € {¢,r}. For the last g;j; terms we use Lemma (which requires our assumption
p <n—3) to find

(0 4 i7)P " g<i<i<il + [(0r +iT)P2g<icj<k]

p—1 p—2
=1 em(r)m O ggicick] | D ) MmO T g<ic i<k
m=0 m=0

Slrrin) e,

The last inequality holds since we assume p < gq.
Now we have
|0 = i7)(8r + i) (rvggee)| < 7P~ (r) 7P
Integrating as before then yields . O

Proposition establishes the pointwise bounds we will use in the proof of the main
theorem. This corresponds to Proposition 17 in [33]. Note we use Tataru’s method of
proof and correct an error in the proposition statement.

Proposition 6.5. Let g € Z™9. If 7 € R and |7| 2 1, then v = R,g satisfies the
pointwise bounds

|(70;)P (U@”<T>> | < Pty p<q and 16p <n —20. (6.18)

Proof. If p =0, then (6.18) follows from .
To handle p = 1, we write (70,) (ve!™7) = ( Sv—l—r(a +i7)v)eX"7. Then |Sv| <
|7|72(r)~" using (6.8), and |r(8, +it)v| < (r)~! using . Both (6.8) and (6.15) hold

under our assumptions p < 16p < n— 20, which 1mphes P S n —J since p is nonnegative).
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For general p, we write

P J
(10-)P <v6i<r>7) - > it (0 +ir) (=8P | €17
§=0 £=0
Each term on the right hand side is bounded by |7|*~1(r)~ < |7|P~1(r)~! using (6.15)
and our assumption 16p < n — 20. (]

Next we find pointwise resolvent bounds for |7| < 1. In this case we are interested in
the term R, h, _3,_3 in our expression for R, g in Proposition The terms included in
h in the proof of Proposition depend on 7, so we consider a 7 dependent function g.

Lemma 6.6. Let g € LE*, possibly depending on T, satisfy

(Y9 (D, 4 i) 1TV S gl ce- <1, q+i+ 4] + 16k < n. (6.19)
IfreR,|7| <1, and p < n—3 then
2 (ge" ™) S, (6.20)
|0, +iT)Pg| Sr P72, (6.21)
and
g S 772 (6.22)

Furthermore, if |tr| <1 then
|0Fg| < P2 (6.23)

Proof. To prove ([6.20) we calculate S,.(ge'™) = (r(9, + i7)g)e™ so that

k
SE(ge’™) = cm(r™ (0 +iT)"g)e’ " (6.24)

m=1
We also have Q/ge’™ = (27 g)e!™". Finally we calculate

%

S Z em| T 9]

m=0

7
|Tigei7'r| _ ‘ Z Cm(Tifmg)TmeiTr
m=0

since we assumed |7| < 1. Therefore (6.19) implies gei_”" € Z™9 and (6.20) follows by
Lemma Then (6.21]) follows from (6.20)) since 92 (ge'™) = ((0, + iT)Pg)e*™".

To prove (6.22)), note the case p = 0 follows from (6.21). Now assume (6.22]) holds for
a < p. We calculate

P p—1
O +iT)P =D emd" TP =R + Y Oy (iT)P " (6.25)
m=0 m=0
so that
p—1
029 S (0 +iT)Pgl+ Y 107"g]
m=0

since we assume |7| < 1. Then (6.22)) follows from (6.21) and the inductive hypothesis.
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Finally, to prove (6.23), we see the case p = 0 follows from (6.21)). Now assume ([6.23))
holds for a < p. By (6.25)) we have

p—1
[rP0rg| S|P (0, +iT)Pgl + Y Oy ()P S (1)
m=0
where the last inequality follows from ([6.21)), the assumption |77| < 1, and the inductive
hypothesis. ]

Lemma 6.7. Let g € Z™°, possibly depending on T, satisfy
(Y9 (Dy 4 i7)IT VS gl cex <1, q+i+ 4 + 16k < n. (6.26)
If T eR and |7] <1 then v = R, g satisfies
1(0r +iT)Puie] SITI7Hr) P, p<n—3 and i+4j+16k<n—20—8p. (6.27)

Proof. If p =10, (6.27) follows from .

To handle p = 1, we again use (6.7). All but the last term are bounded by |7|~ (r)=2
using . We note the assumption g € Z™% does not allow us to use Lemma g
may depend on 7, so Sg # Syg. Take 1) = (0, +i7)(rv;jx). Then the radiation condition
allows us to integrate from infinity as before to find

oo

/ (r " Auvie +7(Qr + Qr)v<icj<k)e 7" dr +/ rg<icj<ke " dr

To To

[¥(ro)e™" | =

ST o)™ +

9]
—iTr
/ rg<i<j<k€ dr|.

T0

For the last term we integrate by parts and use Lemma[6.6] to calculate

o] ) e—2i'rr
/ ’I“ggigjgke”rar( % ) d?“’
ro —21T

= | Zrogeicizh(ro)e ™0 + — / e HTr (ge”“T + r&«(ge“”)) dr
27 27 Sy,

Sl o)

Thus we have
(0 + iT)viji] = |(8r + i7) (roige) — vig| S |71(r) 7"
so that |(9, + im)vijk| < |7|71(r) 72, as desired.

We proceed by induction. Fix p and assume [(9, +47)%;5] < |7]7H{r)=*~! for a < p.
We again use (6.16). All but the g;;; terms are bounded by |7|=(r)"P~! using the
inductive hypothesis and (6.17). For the g;;x terms we integrate by parts as in the p =1
case to find

/ (7’(87« +ir)P 4 C(0, + iT)’FZ)gSiSjgke*i” dr| < |77 ) P

70

Then (6.27) follows.
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In Proposition we establish the pointwise resolvent bounds which will be used in
the proof of the main theorem for small 7. The result is the same as that in Proposition
18 in [33] with a more precise statement on the regularity requirements.

Proposition 6.8. Let g € Z™0, possibly depending on T, satisfy
[(r)(0, +iT) T S*q||cex S 1, q+i+4j+ 16k < n. (6.28)
If T € R and || S 1 then v = R.g satisfies the following pointwise bounds:
(1) If (r) < |7| 7Y, then
|(70-)Pv] S 1, 16p <n —20. (6.29)
(2) If (r) = |7|7L, then
(7o) (ve™ ) 1S (Irlr) ™Y 16p < n - 20. (6.30)

Proof. 1. Small r: (r) < |77t

We write 70; = —S + r9, and find
P

(r0:)Pv =Y em(rd,)P " (=8) ™.

m=0
Since (rd,)P = Y_"_, ¢;r7 0}, it is sufficient to show [1P0Pvgox| S 1 for 16k < n—20—16p.
As before, we will use (6.7)), which introduces Q and T vector fields, so we will instead
bound [rPOPv; k| then set 4, j = 0.

When p = 0, we have |v;5| S 1 by for i + 45 + 16k < n — 20. When p = 1, we
have [0,v;jx| S [V S (r) 7! when i + 45 4+ 16k < n — 20 by (6.9).

Fix p and assume |[r*0%v;,x| S 1 for a < p when i +4j + 16k < n— 20— 16a. Applying
rP=29P72 to r20%v;j, and commuting yields

—29p—2(.252 —29p—2 —1gp-1
rPOPv i = rPT 2002 (1207 v45k) — c1rPT2OP 2wy — corP T IO M0y (6.31)

The last two terms in (6.31) are bounded by the inductive hypothesis. To handle the
first term in (6.31]) we use (6.7)) and obtain

12020k = —Ayvijr +12(Qr + Qr)v<ic<j<k — 2T ik + T2 g<i<j<k — 2rOmvijk.
Now we calculate
P20 (= Awvig + Qe + Qr)vigi<n — T ik + 1 g<i<j<i — 2rdrvi))|
S ’(rp_235_4 +errP TP 4 earPO ) [(Qe + Qr)v<i<j<k + g<i<j<k — TQ%‘k]‘
+ PO 0| + (PP 2082 4 PO v

The Q¢ and @, terms are handled in a manner analogous to the argument using ((6.17)).
Each term on the right hand side is then bounded by the inductive hypothesis, the
assumption |7r| < 1, and Lemma [6.6]

2. Large r: (r) 2 |7|7!
As in Proposition it suffices to prove the proposition for (79, )* (ve”’”).
If p = 0, the desired bound follows by .
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Fix p and assume |(7'8¢)“<vei””>| < (J7[{r))~! when a < p. We write

J
(70-)P (ve'™™) = > it (0, +im) (=) | e

p
7=0 ¢=0

By Lemma each term on the right hand side is bounded by |7|~(r)~!, as desired. [

7. PROOF OF MAIN THEOREM

We are now ready to prove Theorem By assumption the initial data satisfies
ug € ZVth% and uy € Z¥5*1. Since P! : Z™1 — Zn—La+r e can write

R (—itug + Plug —uy) = R (g2 + Jrs1)

for some g4t € Z¥T15 and some g%, € Z¥*T!. Therefore (3.11)) becomes

1 )
uta) = <= [ Ro(rgt g% )e ™ dr (7.1)

We will use cutoff functions to break wu into high and low frequency components as in

and (B35).

7.1. High Frequency Case. (|7 = 1) We will decompose the expression R, (7g"™* +
gy41) in (7.1) via an iterative argument, so we begin by writing the high frequency part
of u as

s (t,2) = J% / xo1 ()RS (7 fo + go)ei™ dr (7.2)

for fo =gutt € ZvThF and gy = g4y, € ZVF T

We approximate R, (7fo + go) by 77 1fo and calculate the error. Direct calculation
yields

P [R:(7fo+g0) — 77" fo] = (90 —iP fo) + 7 H(A + P*)(—fo) =t f1 + 7 'g1.

Note P? : ZP4 — zp=2atr pl. 7zp.a _ gp—Latr and A: 2P — ZP~2:9%2 To see the
latter, write A in spherical coordinates and viewing the derivatives as vector fields:

2
A=02+20,+r2A, =r2(S2 - S,) +2r72S, +r 202
r
Thus f; € Z¥%*t! and g; € Z¥~1**+2, Now we have
Ro(tfo+g0) =7 "fo+ R-(fr +7 ).

Next we reiterate the process and approximate R, (f1 + 7 1g1) by 772 f1:

R (fi+7 ') =7 2 fi+ R (v (gn —iP f1) + 7 *(A+ P*)(— /1))
=7 2 fi+ R (77 fo+ 77 %g2)
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where fo € Z¥~1%+2 and g, € Z¥~2"+3, Further reiterating this process a total of .J
times we obtain the representation

J-1
Re(rfo+90) =Y 77 fi+7 'R (/5 + g.) (7.3)
‘j:O , =:Up

where fj = gj—1 — ’L.Plfj,1 € Zvti=3s+i and g; = —(A + P2)fj71 € Zv—istlti We
plug (7.3 into ([7.2) and bound each term separately.
By Lemma [6.2| we see | f;| < (r)727%77, and we calculate for any N > 1:

J—-1

S Z<T>‘n—2—j<t>—N‘/3§(X>1(|T)T—j—l)em dr
Jj=0
SUR

/ xo1 (7)) a(r)ei™ dr
TER

By (6.18), we have |(70,)(tp(7)e™ )| < |r|*=7(r)~! for 16¢ < v — J — 20 and
! < k+ J. We use this to calculate

N

[ [Z(ranf(xﬂ<|r|>abe"f>] T dr

£=0

~(t—r)y N

/ Xo1 (7 (r)e dr
TER

S HE—r)7Y
for J>2, N<k+J,and 16N <v —J — 20.

Combining the above results, we find
us1(t,2)] S (0N () ()T e - )T

Theorem then follows in the high frequency case if we take J = 2 and N = k + 2
since the resulting requirement on v is v > 16+ 54, which is satisfied by our assumption
v > 31k + 168.

7.2. Low Frequency Case. (|7 < 1) Note Proposition shows |Rog%| < (r)~! for
1 < XA < k+ 1. Therefore the terms of the form Ryg} in our expressions for R.g} in
Proposition can be included in the terms of the form F,,(x). Thus we see

R (tg, "+ g9/41)
= By (xo 1 (g + g2)) + (X 77 Fn(@)e ™70 ) 4 7e(r,1)e ) (7.4)
m=0
+ THJFI(RThu—SH—S)

where
e(r,7) = (ryey(r AT 7Y + T(EQ(T A7 = €2(|T|_1)) (7.5)

with e1,e2 € Spea(logr) and 7 A |7|7! ~ min(r, |7|7!) is smooth.
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Using a decomposition as in ([7.3)), the first term on the right hand side of (|7.4)) becomes
J

; 41— _ M
RT(X>|TH( )(TQZHJFQZH) ZT I (s prgnts ) + T MR (X190 )

(7.6)

The term Z}@:J_l T MR (X5 _1g:;ﬁM) can be written as 7°*1(R.h,) for n =
min(v — J,J + k) with h, as in This holds for any J > 1, and we will pick
a suitable J once we have determined the necessary regularity for h, in order for the
theorem to hold. Indeed, direct calculation shows

|r£(8,« + iT)ZT"QjSkaNX>1(rT)g| < |TNT5iQ§jS7§kMg}.
It follows that

(@ + i) T Y S My (P gt llcer S 1
fore < M+4+rk+landi+j+k+0<v—M.

Motivated by the above calculations, we define
J—1 K
= T s (Mgl T, () =) T F(a)e T,
j=0 m=0

QC(T) = Tﬁs(r, 7_)6—1‘7-<T)7 and ’&d(7'> =t (Rq—hl,73ﬁ73 + Rq—hn)

for fixed J > 1 and n = min(v — J, J 4+ k) and write the low frequency part of u as
1 ~ ~ ~ ~ itT
ucr(t,r) = — / X<1(|7]) (@ (T) + @ (7) + tc(T) + Ga(7)) €™ dr. (7.7)
V2T Jr

To handle [ x<1(|7])@qe"" dr we calculate for any N > 1

J—1
| [ el dar £ 372N [0 (xaallrhea(rlryr et arl
R j=0 R

J-1 N ¢
SE S Y] [ G e e
j=0 £=0 i=0
S <T>—m—2+N<t>—N
(7.8)
Ifr > %, we take N = 1. If r < 1 , we take N = Kk + 2. This yields
’/X<1 |7|)tiqe™™ dT’ <)Mt — )L (7.9)
For the 4, term in we find
| / ver(|r)anett™ dr \ S Z ] [0 (xallrhyr™ Bufa)) 07 ar 10
.10

S <7’> Ht - 7">’N

for any N.
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Next we consider the . term in (7.7). Recall @, = 7%¢(r, 7)e™""") with e(r,7) as in
(7.5). Here we define for j = 1,2

70)i= [ Bn(9055(0) do

so that ;(r) = >_,,50€7'(r). We note || < 1 uniformly in m and for N > 1 we have

|6£V£;»”(r)| < 2_mN1{Tz2m}(r). (7.11)
Furthermore, we see
0 r&2m
eMiry=<{" 7.12
) {cm, r>> 2" (7.12)

where ¢,, are constants. Now we define
@ (r, 1) =) e (e AT T R e AT T — et (7]

so that 4. = 3, <o¢™e ™. We fix 7 and break the summation up into the cases
2m & 1, 2™ > r, and 2" & r separately.

When 2™ < 7 we have ¢™ = 7%(r)~*e{*(|7| ") since for r < 7|71, €' (r) = ¢ =
e™(Jr]=!). Thus we find

S| [ xallrhere e a5 3y ian et g - gy
R

m<Klogr m<Klogr (713)
S ()T -

To obtain the first inequality we change variables by 7 — 277 and use the fact that
e (2m|r|71) = 0 for 27™|7| > 2™ along with the observations |¢7*(r)| < 1 and (7.11).
The second inequality uses different arguments depending on the relative sizes of r and
t. If t < 2r, we break up the sum into 2=™ < |t — (r)| (where we take N = x + 2) and
[t—(r)| < 2™ < r (where we take N = 0). If ¢t > 2r, we use the fact that [t—(r)| < (t+r)~?
and set N =K + 2.

When 2™ > r, e (r A |7]7') = 0 so we are left only with the e5'(]7|™") term in ©™
and we have ¢™ = 71l (|7|71) . Thus we find

S| [ xaallrhemet= e ar| 5 3 am e e gy
R

m>logr m>logr (7.14)
Sty =yl

The first inequality is obtained the same way we found the first inequality in . The
second inequality again uses different arguments depending on the relative sizes of ¢t and
r. If t < 2r we have (r)=t < (t+r)~! and (r)=! < (¢t —r)~! so the inequality follows
taking N = 0. It t > 2r we have |t — (r)|™! < (¢t +7)~! and we break the sum into
2™ < |t — (r)| (where we take N = k + 3) and 2™ > |t — (r)| (where we take N = 0).

When 2™ = r, we have that ¢ is composed of terms as in the 2™ < r and 2™ > r
cases. Thus we argue as above with the added benefit that the summation is finite in m
to find

S | [ xalihere o | S =0 @)

malog r
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Now (7.13)), (7.13]), and (7.15) yield

[ xamadoe ar| < e (7.16)

Finally we handle the 44 term. We do our calculations for h,, then apply the results to
hy_3._3. We will use Proposition Note T’faﬁ can be written as a linear combination
of (10;)* with 1 < a < ¢, so (6.29) and (6.30) hold for (79,)* replaced by 7°9%.

We split up the (r) < |7|7! and (r) > |7|~! cases using cutoff functions. When
(ry < |7|71, we first consider the case where ¢t < 2r. Here we have

' [ Xl e ar

SR )

by (6.29). When 2r < t, we calculate

1

‘/ X<1(<r>‘T|)TH+1(RThn)eitT dr| < /i |,7_|r£+1 dr| +
® 0

< t7n72

o0
| xatelrhrt R ar
1

T

for 16(k 4+ 4) < n — 20. The inequality for the f - dr term follows from integration by
parts xk + 4 times.

Now we consider when |7|~! < (r). Take ¢(z,7) := x<1(|7])x>1({")|7]) 7T (R Dy )el™™
and use (6.30) to calculate

N S |7F N ()L Zx“V () ryN -t (7.17)

for 16N < n — 20, since (r)|7| ~ 1 on the support of X(])(<r>\7|) for j > 1. If 2r < ¢, then
[t—(r)|7P < (t+r)~t. We use ) to find for N >k + 2 and 16N <n — 20

/(;56”71 )Tdr‘

— - T,>7N‘ /37 (65(;5)6*“”7} itT dT’

<tV —p) N(/ OV +Lg) dT+<7’>/|37]_V(;5| dr)
r-l<|r|<1 R
<t Mt —r) N( / |7'|"‘_N_1 dT+/ (r)N_“ dT+/ |7'|”’_N dT)
frle(r) 1 ry1
(

t<t_7.>m+1 <t+ >N k—1"

A

(7.18)
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If t < 2r then 1 < 2 (M=t <t7t and (r)~! < |t — (r)|7! < co. We write

(t+r)>
_ _ t=(r)|~* _
’/Qsez(r)rez(tf(r))r dT‘ S/ —1 d7+’/ P)eit=D7 gr
R 0 [t—
SEE= (T T+ ()T 1It—< I‘” ' (7.19)
N—rk—1
.1

Nt — )t (E 4 ) Noeml
for 2r >t and 16(x +4) < n — 20.
Combining , and then yields
1 1 (ryN=r—1

k41 RThn itT d ‘ <
’/RX<1(|T|)T ( )6 TS <t+T>K+2 + t<t*7’>'{+1 <t+7">N7H71
for 16(x +4) < n —20. Thus n = min(v — J,x + J) > 16k + 84 for fixed J > 1 so that
the results hold for v > 31k + 168.
The statement of the main theorem then follows for || < 1 by (7.7), (7.9), (7.10),

[F10). and (720).

(7.20)
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