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ABSTRACT

The paper is devoted to two-phase flow simulations and investigates the ability of a diffusive interface Cahn-Hilliard volume-of-fluid model
to capture the dynamics of the air-sea interface at geophysically relevant Reynolds numbers. It employs a hybrid filtered/averaging improved
detached eddy simulation method to model turbulence and utilizes a continuum model to account for surface tension if the diffuse interface
is under-resolved by the grid. A numerical wind-wave tank is introduced, and results obtained for two known wind-wave conditions are ana-
lyzed in comparison to experimental data at matched Reynolds numbers. The focus of the comparison is on both time-averaged and wave-
coherent quantities, and includes pressure, velocity as well as modeled and resolved Reynolds stresses. In general, numerical predictions agree
well with the experimental measurements and reproduce many wave-dependent flow features. Reynolds stresses near the water surface are
found to be especially important in modulating the critical layer height. It is concluded that the diffusive interface approach proves to be a
promising method for future studies of air-sea interface dynamics in geophysically relevant flows.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0156963

I. INTRODUCTION

The momentum and mechanical energy fluxes across the air-sea
interface are an essential component of the global energy budget. It
has been estimated that over 80% of the kinetic energy within the
ocean originates from the mechanical action of the wind upon the
wavy ocean surface.” These fluxes are controlled by the small-scale
processes within the coupled atmospheric and oceanic wave boundary
layers.” Global circulation models are not able to resolve these small-
scale processes and rely on parameterizations of the wind stress. The
parameterizations quantify both pressure drag and viscous stress con-
tributions, whose influence depends on the specific wind-wave condi-
tions. Moreover, the pathways leading to the partitioning of wind
energy into wave growth, wave breaking, and current generation
remain poorly understood.” At the same time, the influence of individ-
ual wave field parameters on the airflow dynamics is also unexplained.
This is due, in part, to the technical challenges involved in observing

and simulating the physics in the fairly thin, dynamic two-phase flow
regime of the wavy boundary layer, rendering detailed experiments or
numerical simulations challenging.

From a numerical viewpoint, previous investigations were mostly
restricted to single-phase approaches, where the air phase was predomi-
nantly studied. Such aerodynamic simulations specify a given mean free
surface evolution, e.g, a plane progressive surface wave train. The
(mean) free surface behavior is either obtained from precursor hydrody-
namic simulations,” (semi-)analytical descriptions based on empirically
confirmed statistics,” or simpler analytical expressions, e.g., Stokes waves
as discussed in Yang and Shen.” Results of these “one-way” couplings
between a prescribed water phase and a simulated air phase show that
the relation between the sea state and the wind stresses remains uncer-
tain in high wind conditions, where nonlinear turbulent processes are
dominant.” Moreover, frequently employed interface descriptions, such
as roughness-supported law-of-the-wall expressions, must be adjusted
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to wave parameters—for example, to the wave steepness or the wave
age—to alter the roughness of the free surface and thereby the surface
stress.” However, despite comprehensive parameterizations of the atmo-
spheric boundary layer and the related drag coefficient, the physical pro-
cesses acting in the atmospheric and oceanic wavy boundary layers are
not well known.”

Single-phase aerodynamic simulations benefit from superior effi-
ciency and an inherently sharp interface. However, the benefits come
at the expense of an assumed sea state and hypothesized turbulent
interface physics. This limits the air-sea flux simulation capabilities
and motivates a two-phase flow framework. Mesh-based computa-
tional approaches for immiscible two-phase flows mainly refer to
interface-capturing methods that reconstruct the free surface position
from an indicator function. Within the class of interface-capturing
methods, the volume-of-fluid (VoF) approach of Hirt and Nichols® is
predominantly used. The method is conservative and capable of pre-
dicting (incipient) wave breaking and related influences on the genera-
tion of turbulence, vorticity, and ocean current, for example, as
discussed by Perlin, Choi, and Tian.” Breaking waves were previously
simulated but with less attention to wind-wave interaction. Examples
are found in Tafrati'®'" or Lubin and Glockner,"” who presented the
first large eddy simulation (LES) results obtained by a VoF approach
for a plunging breaking wave problem. The latter study was confined
to the generation of dissipative vortical structures under breaking
waves. With attention given to technical ocean engineering flows, Hu
et al."” reported good agreement between simulations and measure-
ments for investigations of different breaking wave impacts on struc-
tures using a VoF method in combination with a Reynolds averaged
turbulence model. Employing a similar VoF method, Hao et al."’
reported direct numerical simulation (DNS) results for wind over
breaking waves scenarios. Most previous two-phase flow simulations
did neglect capillary effects, which might be of interest for wind-wave
interaction simulations, as indicated by the pronounced sensitivity to
the roughness model outlined in Husain et al.” An exception is the work
of Deike, Popinet, and Melville'” and Wu, Popinet, and Deike.'® In the
latter, similar wave parameters as in this study were investigated with a
VoF method. Due to the Reynolds number limitations imposed by
DN, the investigated Reynolds numbers Re; ~ 200 are, however, sig-
nificantly smaller than in this paper, which reaches up to Re; ~ 20 000,
cf. Table 1. Here, the Reynolds number Re; is defined by

o P air Us /113
Hair

with p,;;, My, 1, and A, representing the density and dynamic viscos-
ity of the air as well as the friction velocity and peak wavelength.

Re; (1)
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An alternative to the VoF approach is the diffuse phase field
model suggested by Cahn and Hilliard (CH)."” In contrast to VoF
methods, the Cahn-Hilliard (CH) approach models the phase separa-
tion of immiscible fluids and naturally incorporates surface tension/
capillary effects, which is why a related empirical model, such as the
popular continuum method suggested by Brackbill, Kothe, and
Zemach,'® is not necessarily required for interface resolving simula-
tions. There exists a variety of CH models for two-phase flows.
Examples refer to fluids with matched densities described in
Hohenberg and Halperin,” identical viscosities outlined by Jacqmin,”’
or thermodynamically consistent approaches (cf. Refs. 21-23).

The present research aims at simulations of the air-sea interface
along a route outlined in Eden and Iske,”" ie., using a CH-VoF
approach published in Kiihl, Hinze, and Rung.”” The model bridges
VoF and CH concepts and can be used for different levels of interface
resolution, i.e., in combination with implicit (CH-based) surface ten-
sion models in the resolved case, or explicit surface tension models in
an under-resolved case. The two-phase approach is implemented into
an implicit, multi-phase finite-volume (FV) method using unstruc-
tured grids and a free surface adapted detached eddy simulation
framework (DES; Ref. 26) to model turbulence.

The paper is structured as follows: Sec. I introduces the computa-
tional model, including the building blocks specific to the two-phase flow
treatment. Subsequently, the triple decomposition, originally suggested in
Phillips,”” utilized to process the computed spatiotemporal results is
described in Sec. I11. Section I'V is devoted to a simple verification study of
the post-processing routine. Applications for two different experimentally
reported wind-wave scenarios are presented in Sec. V. The results include
instantaneous fields, wave coherent, and averaged quantities as well as tur-
bulent stresses in comparison with the experimental data. Final conclu-
sions and future directions are outlined in Sec. V1. Within the publication,
Einstein summation convention is used for lower-case Latin subscripts.
Vectors and tensors are defined with reference to Cartesian coordinates.
A list of symbols is briefly provided at the end of this paper.

Il. COMPUTATIONAL MODEL

The computational model consists of four essential building
blocks. The baseline FV procedure is briefly discussed in Sec. IT A. The
employed two-phase flow model and the hybrid filtered/averaged tur-
bulence closure are outlined in Secs. II B and I1 C. Finally, a numerical
wind-wave tank is introduced in Sec. 11 D.

A. Numerical procedure

The numerical procedure utilizes an FV approximation dedicated
to single instruction multiple data (SIMD) implementations on a

TABLE 1. Summary of assessed wind-wave conditions for scenarios | and Il (Ill), where & refers to the characteristic peak amplitude, 2, denotes the related peak wavelength,
ky is the peak wave number, and f; refers to the peak frequency of the measured (simulated) waves. These parameters were extracted from a somewhat broader spectrum
reported by Buckley and Veron,"" cf. Fig. 2. The air phase is characterized by the “10m” wind speed w40, the friction velocity u, along the air-sea interface, and the related
roughness length z,. The wave age is characterized by C, /u. and the wave slope by a,k,. The Reynolds number is defined by Re; = pi s Ap/ 1tz

Scenario Descriptor Upo (m/s) ap (cm) ),p (m) f, (Hz) u, (m/s) Zo (m) G s apky Re;

I Low wind speed 2.19 0.15 (0.19) 0.14 3.3 0.07 3x107° 640  0.07(0.09) 6 x 10

II High wind speed 16.63 2.29 (2.40) 0.54 1.7 0.67 5x107% 137  027(028) 2 x10%

(I11) s 9.41 1.20 0.39 2.0 0.31 cee 2.50 0.19 7 x 10°
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distributed-memory parallel CPU machine. Algorithms employed by
the in-house procedure FreSCo™ are described and validated for vari-
ous applications in Rung et al,”® Yakubov et al,” and Kiihl et al.”’
They ground on the integral form of a generic Eulerian transport
equation, with residuum R? for a scalar field ¢(x;,t) exposed to the
influence of a possibly non-linear source . in addition to a modeled
(non-linear) gradient diffusion term and its diffusivity [ in a control
volume V bounded by the surface S(V), viz.,

JR"’ZO7 — J {@—y‘P}dV—Q—% {ui(p—reff%]nde:O.
v 1% ot S(V) 19)

@)

1

Here, x; refers to the Cartesian spatial coordinates, u; denotes to the
Cartesian components of the velocity vector, n; features the face-normal
vector, and ¢ is the time. The sequential procedure uses the strong con-
servation form and employs a cell-centered, co-located storage arrange-
ment for all transport properties. Spatial discretization assumes
unstructured grids based on arbitrary polyhedral cells, which connect to
a face-based data structure. Various turbulence-closure models are avail-
able with respect to (w.r.t.) statistical [Reynolds averaged Navier-Stokes
(RANS)] or scale-resolving (LES, DES) approaches. The numerical inte-
gration refers to the mid-point rule. Diffusive fluxes are determined
from second-order central differencing, and convective fluxes employ
higher-order upwind biased interpolation formulas. An exception refers
to the convection of the concentration field (cf. Sec. I B), which employs
the compressive high resolution interface-capturing (HRIC) scheme
published by Muzaferija and Peric’' as well as the inter gamma
differencing scheme (IGDS) discussed by Jasak and Weller™” in conjunc-
tion with VoF simulations. In contrast, a computationally more robust
first-order upwind scheme is used in conjunction with the CH-VoF
method advocated in this paper. The time integration follows from an
implicit, second-order accurate three-time level (ITTL) approach. The
latter employs a parabolic Ansatz function in time, is frequently used in
engineering approaches, and provides a fair compromise in terms of
robustness and accuracy, cf. Ferziger, Peric, and Street,”’ pp. 165-166.
Preconditioned Krylov-subspace solvers are used to solve the algebraic
equation systems, and the global flow field is iterated to convergence
using a pressure-correction scheme (SIMPLE). The procedure is paral-
lelized using a domain decomposition method and the message passing
interface (MPI) communication protocol.

B. Two-phase flow model

The computational model assumes two immiscible, inert fluids
(a, b) featuring constant bulk densities (p,, py) (kg/m3) and bulk vis-
cosities (u,, ft,) (N s/m?). Fluid a is referred to as foreground fluid,
ie, the air phase, and fluid b as background fluid, i.., the water/sea
phase. Both fluids are assumed to share the kinematic field along the
route of the VoF-approach suggested by Hirt and Nichols.” An
Eulerian concentration field describes the spatial distribution of the
fluids, where ¢ = ¢, = V,;/V denotes the volume concentration of
the foreground fluid, and the volume fraction occupied by the back-
ground fluid refers to ¢, = Vo /V = (V — V) /V = (1 — ¢).

1. Concentration transport

Since the material properties of immiscible, inert fluids are invari-
able when using the VoF-method, the concentration is governed by a

pubs.aip.org/aip/pof

simple Lagrangian transport equation, ie., dc,/dt (= —dc,/dt)
= dc/dt = 0, which is translated into an Eulerian formulation before
its discretization. On the contrary, diffuse interface methods replace
the sharp interface with a thin layer where the fluids exchange mass
fluxes. Cahn-Hilliard approaches can be separated into mass and vol-
ume conservative strategies and essentially augment the Lagrangian
concentration transport by a velocity-divergence term and a non-
linear, diffusive right-hand side (RHS) of order four, that vanishes out-
side the interface region, cf. Ding, Spelt, and Shu™ and Kiihl, Hinze,
and Rung,25 viz.,

de 9 {MBI//} Ouy Oc a”k‘:,i[M%}

E n 8_xk 8_xk ka o 8xk 6xk
(3)

Here, /(c, 9*c/ 8x,%) (N/m?) is a chemical potential, and M(c) refers to
a mobility parameter of dimension m*/(N s). Following Kiihl, Hinze,
and Rung,” the present study employs a mass conservative strategy
together with an appropriate choice of M and a frequently used
“double-well potential,” which yields

¢ axk - 5

_ s 3240 —o0s(2) ¢
Y =2C {(n 3 4+¢)—0.5 (Cl) axk} : (4)
o Oc G\ 8¢

Two parameters are involved in the definition of the chemical potential
Y. These read C; =0/y and C, =07y, and both employ the
surface tension ¢ (N/m) and the interface thickness y (m). The ratio
C;/Cy ~ 7?* scales with the square of the interface thickness. Moreover,
the product C; M ~ v, (m?/s) in (3) describes a nonlinear apparent vis-
cosity ve = 2C; - M(6¢* — 6¢ + 1). Evaluating the last term of
Oy /Oxy in (5) requires sufficient grid resolution, ie., the term can be
neglected when the interface is under-resolved, which is the case in the
present air-sea simulations. Mind that v, vanishes at ¢ = (0.5++/3/6)
and is negative over approximately 58% of the inner transition regime
between these roots, where it supports the phase separation process.

Though the non-zero RHS of (3) appears to increase the com-
plexity, it is beneficial for various reasons.”” On the one hand, it facili-
tates more sound interface physics, e.g., naturally includes surface
tension effects when the grid resolution adequately resolves the phase
transition. On the other hand, the use of robust/stability-preserving,
upwind-biased convective approximations is supported. The present
applications are devoted to under-resolved studies. This allows one to
cover larger spatiotemporal domains at higher Reynolds numbers but
requires surface tension effects to be modeled by an auxiliary model,
e.g., as described in Eq. (17).

2. Equation of state

An equation of state (EoS) is used to extract the local flow prop-
erties from the concentration field, the bulk properties and a non-
dimensional function m(c), viz.,

p=mp®+p, and p=m"ut+p, (6)

where p® = p, — py, 1* = u, — p, mark the respective bulk prop-
erty differences. Although this is not necessary, the paper assigns

Phys. Fluids 35, 072108 (2023); doi: 10.1063/5.0156963
© Author(s) 2023

35, 072108-3

¥€:01:61 G20z Aenuer gz


pubs.aip.org/aip/phf

Physics of Fluids ARTICLE

m* = mP. Provisions on the EoS considered in this study aim to
exclude nonphysical, unbounded density states by restricting m € [0, 1]
and to recover the single-phase limit states, i.e., m(c = 1[0]) = 1[0],
as discussed in Kiihl, Hinze, and Rung.”” The simplest conceivable
EoS m!) corresponds to a bounded linear interpolation between the
limit states and is usually employed by VoF methods. More
advanced alternatives m® and m® follow a hyperbolic tangent rule
or its linearized version and employ a user-specified non-dimen-
sional transition parameter y™, viz.,

0 ifc<o0,
mY ={1 ifc>1, (7)
¢ otherwise
as well as
1 2c—1
m@ =— {tanh <C—> 1}
2 ym
or
0 if c < 0.5(1 — y™),
m® — ; - if c > 0.5(1 4 y™), @®)
—
erl-y otherwise.
2ym

The hyperbolic EoS complies only asymptotically with the limit states.
Hence, an upper bound for the transition parameter reads y™ < 0.5 to
limit the error w.r.t. the limit states below 0.1%. Mind that m®) refers
to a linearization of m®) and is preferred in the present study due to
the non-asymptotic characteristics.

In combination with a CH formulation, a hyperbolic EoS offers a
decisive advantage for constructing a two-phase flow model that does
not resolve the extremely thin interface and closely resembles the tra-
ditional VoF framework. Introducing the EoS (6) into the mass con-
servative continuity equation yields an expression for the divergence
of the velocity field, viz.,

9p 8ukp: . %:&_i_ﬁ:fpg
ot Ox Oxk P Py dt
with
_ A
fo=—L20m ©)
p Oc
Here, p, = —py, represents the mass transfer rates into phases a and

b. Mass conservative CH formulations yield non-solenoidal velocity
fields unless f” vanishes.”” This, in turn, suggests employing the
hyperbolic EoS m® or its linearized variant m®), which can compress
the non-solenoidal regime to a fairly small layer controlled by y™.

To determine the thickness of the physical interface, the authors rec-
ommend to measure the density thickness within p € [1.05p,,0.95p, ]
in a phase-averaged manner using wave following coordinates, cf.
Sec. II1 B.

3. Governing equations

The governing equations primarily refer to the momentum and
continuity equation for the mixture as well as a transport equation for

pubs.aip.org/aip/pof

the volume concentration of the foreground phase. They provide the
pressure p, velocity u;, and volume concentration , viz.,

oue  f* 0 oy
P— % — M= = 1
R 8xk 1 +f/’C 8xk [ 8xk 07 ( 0)

. Oc Oc 1 0 /A
R =t Y oy " T4 foc ome [Maxlj =0 ay
w_ 0w Owi| O g g
RS = p[ TR ax,j * o (065 — 26 Su] — pgi
_gsten (20 ff 9 1 OWl)
f 30x; |" 1+ frc Oxx Maxk =0 (12)

Note that all governing equations are written in a residual form
without further meaning. The unit coordinates and the strain rate ten-
sor are denoted by the Kronecker Delta d; and Sy = 0.5(du;/Ox
+0uy/Ox;). The framework supports turbulent flows, where u; corre-
sponds to averaged or filtered velocities, and p = p + pt is additionally
augmented by a Turbulent Kinetic Energy (TKE, k) term, ie,
Pt = 2pk /3. Along with the Boussinesq hypothesis, the dynamic viscosity
1 = i+ ut of turbulent flows consists of a molecular and a turbulent
contribution (1'), and the system is closed by a two-equation turbulence
model to determine ' and k in this study. The details of the turbulence
modeling practice are outlined in Sec. II C. The term f,-ST‘CH refers to the
surface tension force of the CH approach, cf. (16) and details in Kiihl,
Hinze, and Rung,” which is replaced by a model in the present study.

Contributions arising from the two-phase CH model refer to the
respective last terms of Egs. (10)-(12) and the surface tension force in
(12). The partial differential equations (PDEs) system agrees with the
classical VoF framework for a vanishing mobility M — 0. Moreover, an
appreciated divergence-free velocity field (10) is obtained for M # 0 in
combination with f# = 0. Using the nonlinear material model m®) in
(8), f* approximately vanishes due to dm/dc — 0 virtually everywhere
for sufficiently small values of y™. While this yields the neglect of net
diffusion fluxes in (10), it leaves a diffusive term within the concentra-
tion Eq. (11). The latter arises from the first part of the gradient of
chemical potential Y in Eq. (5). Such under-resolved CH-VoF methods
consistently employ f* — 0 to simplify the PDE system, viz.,

78uk7

P—— == 1
R o (13)
e e dme 0 o], »
ot Ox Ox Caxk o

Opu;  Ougpu; i
ot Oxy Oxy

[ 6 — 2u8y] — pgi — fSTBR = o

(15)

u
R =

Surface tension effects are now considered by the continuum model
proposed by Brackbill, Kothe, and Zemach,'® cf, Sec. 11 B4. This is
motivated when decomposing the surface tension force into an isotro-
pic (pressure-like) term and a term proportional to C,, viz.,

en_ 06 _ o Ob GO (0N 0 (0o
f a ll/ax,- =G ox; + 2 Ox; \Oxx Oxy G Oxy Ox;

_ 0 sten_ 9 (o OcOc
T Ox P Oxy G Oxy Ox; ) (16)
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The pST:*H-term scrambles with the pressure, and the second term is
likely to vanish in under-resolved conditions due to C, ~ y.. The non-
linear apparent viscosity reads v. = M3?b/dc* = 2C, M(6¢* — 6¢
+1), cf. Sec. IIB1. It follows from a double-well potential b = (c
—1)*¢ to be minimized in a phase separation process and locally acts
either diffusive (v. > 0) or compressive (v. < 0). The two-phase flow
model is closed by assigning the product C; M to a spatially constant
value that is guided by the numerical diffusion of the approximation
for the convective concentration transport as suggested by Kiihl,
Hinze, and Rung.zs

4. Surface tension for under-resolved flows

To consider surface tension effects in simulations that do not suf-
ficiently resolve the thin interface, a model proposed by Brackbill,
Kothe, and Zemach'® is used. The specific surface tension force reads

R = o, g—; (17)
where K, denotes the curvature of the free surface, and the surface ten-
sion is assigned to the conventional value for air-water interfaces, i.e.,
¢ = 0.07 (N/m) (at T = 20 °C). The accurate calculation of the inter-
face curvature is challenging for an interface-capturing approach.
Therefore, the present study employs a suggestion of Ubbink, "~ viz.,

W+ <8"’> (18)

ax,

Equation (18) is based on a smoothed concentration field ¢, obtained
from a Laplacian filtering operation that is repeated twice

Z L'fo
f
S

f

¢=2(2() with Z(c) = (19)

Here, f indicates the faces of a control volume, and the face concentra-
tion values ¢f are obtained from a simple linear interpolation of the
adjacent cell centers.

C. Turbulence modeling

A hybrid filtered/averaging DES turbulence modeling approach
is employed in the present study.” Among the various DES sugges-
tions, we utilize the improved delayed detached eddy simulation
(IDDES) model, which agrees with a frequently employed variant of
Gritskevich ef al.”” and builds upon the popular shear stress transport
(SST) k-& Boussinesq viscosity approach of Menter, Kuntz, and
Langtry.”® To this end, the governing equations (13)-(15) are supple-
mented by two auxﬂlary equations to compute the required turbulent
quantities, i.e, ' and p*(k), viz.,

Bpic ﬁukpic 0 Ok
o " oxe o [(“ 7t') 5, }

— P+ C#Pk ./LDES =0, (20)

RK =

pubs.aip.org/aip/pof

w _ Opo  Oupld 0 N
RE= ot * Ox 6xk |:('u t ool ) Ox
faEPk+ﬂpw =0. 21)

Here, PX = 11'SySix represents the production of TKE, & marks a spe-
cific energy dissipation rate, and Lpgs refers to a dissipation-related
turbulent length scale. The Boussinesq viscosity concept is utilized to
close the unresolved turbulent stresses puu),

— 2k k 1
T = p S — 2, with i = p :
pu;uy P 3 ik ik, W1 2 p&) max[l,F2|S,-k|/(&)a1)}

(22)

The modeling coefficients o, f as well as oy and o, are composed of
an inner (1) and an outer (2) value, i.e.,

¢ =Fio; + (1 —F)o,. (23)

The terminology distinguishes between classical inner and outer wall
boundary layer regimes, where ¢, represents a constant inner
(outer) coefficient value, and F; as well as F, correspond to blending
functions of the background SST k-& model.

The non-zonal transition from the filtered (LES) to the Reynolds
averaged (RANS) approach is primarily managed by introducing the
turbulent length scale Lpgs in Eq. (20). The latter blends a grid-
independent RANS definition Lpans ~ k /@—that varies in space
and times—with a grid-dependent filter Ligs ~ A, viz.,

Lpgs = Fa(1+ Fe)Lrans + (1 — Fq)Ligs, with Ligs = cpesAmod-
(24)

The definition of the modified filter width A4 employs the maximal
edge length A of a control volume as well as the wall-normal distance
d, viz.,

Amod = min[c,max[d, A],A], with A = max[A,,,A,,,Ay]
(25)

with ¢, being an empirical constant. An overview of the employed
coefficients and blending functions is provided in Appendix A. In
addition to Eq. (25), the blending functions Fi,F,, Fq, and F, also
make intensive use of the wall-normal distance d. The definition of
wall-normal distance is replaced by the instantaneous distance from
the free surface, which is dynamically evaluated in a HPC-capable
manner, cf. Sec. IT D. Moreover, a sensor is used to indicate the operat-
ing mode of the turbulence closure at a given location, ie., RANS
(QLES = 0) or LES (QLES = 1), viz.,
Lpgs — Ligs

Qg =1 — —2 == (26)
L Lrans — Ligs

D. Free surface distance

The turbulence closure requires the distance to the nearest air-
sea interface. The respective distance field is computed from the FV
approximation of a Poisson equation with zero Dirichlet (Neumann)
conditions along the free surface S; (far-field OA) for a property
d (m?), viz.,
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24 . d
8—2:—1 in A withd=0o0nS and a—:00n6/\7
ox;, Ox

(27)

as suggested by Tucker.”” Since the free surface S, and therefore the
location of boundary conditions, is grid embedded in the current
approach, we manipulate the discrete equation system, cf. Eq. (2), near
the free surface to secure zero values along the free surface, i.e.,

A =4y and S =B, (28)

Here, A" and .#*" refer to the main diagonal and the right-hand
side of the algebraic equation system at a free surface cell. The identifi-
cation of free surface cells to be manipulated is assigned to the concen-
tration value ¢ =0.5. The procedure tracks sign changes of (¢ — 0.5)
across the faces of the control volumes and applies the manipulation
(28) to face adjacent cells. The parameter o is assigned to a large
number, e.g., o Y = 108, whereas p 5 depends on the concentration val-
ues of the face adjacent control volumes (1,2), viz.,

lg—05 .
ﬁa‘j:z%m with je[1,2]. (29)

In line with Tucker’” and Belyaev and Fayolle, "’

free surface distance field d (m) follows from

the finally employed

lod od . |od
d= 8—xk6fﬂ+2d78—xk. (30)

E. Wind-wave tank

Applications included in Sec. V refer to wind-wave flume experi-
ments of Buckley and Veron,"'** which were obtained in a flume that
approximately spans 42 (length x;) x 1 (width x,) x 1.25m> (height
X3). An upstream blower initiated the experimental waves to the free
surface. The waves subsequently develop under strong wind forcing
toward the study area of the experimental data, located approximately
23 m downstream of the airflow input. Experimental data are charac-
terized by phase-averaged mean velocities in the air phase and wave
parameters, representing the characteristics of the experimental wave
train at its peak frequency, cf. Table I. Measured results mainly refer to

ARTICLE pubs.aip.org/aip/pof

two-component particle image velocimetry (PIV) data and their post-
processing.

The numerical wind-wave tank spans only a smaller section of
the experimental flume to support the feasibility of the simulations.
The considered domain is sized by the primary wavelength reported in
the experiments, cf. Table I. The horizontal (x;) extent covers 11 wave-
lengths 2 and extends up to 6 m for the larger investigated wavelength.
The vertical (x3) extension of 2.3 4 agrees with the experimental flume
(1.25 m) for the larger investigated wavelength, of which 1.3 2 (0.7 m)
is water wetted in still-water conditions. The lateral (spanwise, x,)
extent refers to 0.4 Z, i.e., 22% of the experimental width for the larger
wavelength.

Figure 1 illustrates the grid setup in the x;-x3-plane. The box-
type computational domain comprises four zones, an inlet and forcing
zone (4) at the upstream end (cf. Sec. 11 E 2), followed by a wave devel-
opment zone (2 4), a centrally located study area (4 A)—where results
are extracted and compared with experiments—and a beach zone
(4 2) to suppress wave reflections from the downstream located outlet.
The grid consists of hexahedral control volumes refined around the
free surface. The vertical refinement reaches a maximum resolution of
1.4 x 1072 /. The grid is substantially stretched horizontally toward
the outlet in the beach zone to ensure adequate wave damping. The
most crucial aspect for the comparability of experimental and numeri-
cal results is the formulation of appropriate inlet or approach flow
conditions for momentum, turbulence, and surface elevation condi-
tions (concentration) upstream of the study area described in Secs.
ITElandITE2.

1. Approaching air-phase flow

The inlet conditions and the near-inlet forcing of the air velocities
are space and time-dependent, and support considering transient,
propagating orbital motion contributions to the specification of the
air-phase velocity. Due to the lack of detailed scale-resolving experi-
mental data upstream of the study area, a simple logarithmic profile
based on the experimentally observed mean turbulent velocity % is
adopted, cf. Sec. 111 B. In essence, detailed turbulent structures are sup-
pressed by the considered inlet conditions, and only the dynamic
mean data are imposed. The horizontal velocity profile of the air phase
u?ir, therefore, involves the superposition of two contributions: a
smaller orbital motion contribution u(l"b‘m, that is continuous across
the air-sea interface and detailed in Sec. IIE 2, in addition to a

FIG. 1. lllustration of the x;—xs-plane of
the computational domain. The calm water

free surface is located at x3 =0 and

waves travel horizontally in the positive x;-

direction underneath a similarly directed

air stream. The domain is subdivided into
a forcing zone (1), a wave development
zone (2), a study area (3), and a numeri-

cal beach (4). For an exemplary resolution

Coordinate x5 in m

of ARP, ) = [28,28,14] x 107/,
the grld consists of 31.7 x 10° control

oy PR

]
0\ 2 Xy 4, 6 \p
Coordinate z;

volumes.
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horizontal logarithmic mean air-phase velocity profile #dr.
Accordingly, this results in

air _ —air orb,air
uyt =uy Uy

with

s u d -+ 4 . . .

pair — *In ¢ BT — 0 A — uorb.alr_ (31)

1 i Z in 2 ) 3 3
0

Here, k, u., d, and z, refer to the Von-Karman constant, the friction
velocity, the distance normal to the free surface and a roughness
length. All mean-flow parameters were chosen according to the data
described by Buckley and Veron."” Moreover, a bulk-correction coeffi-
cient ¢, is introduced to conserve a time-invariant entering air-
volume flux. The air-phase velocity is dynamically imposed above the
wave in a forcing zone extending one wavelength downstream from
the inlet by using the implicit forcing approach described in Sec. IT E 2.
Mind that the forcing is applied to all velocity components (even if
their value is zero).

2. Approaching water-phase flow and implicit forcing

Two water-phase-based challenges need to be addressed by the
numerical wave tank, ie., controlling the wave propagation toward
the study area and suppressing upstream traveling disturbances from
the outlet into the study area. Waves generation and propagation are
often simulated with numerically efficient inviscid methods. More
complex phenomena, such as strong wind forcing or breaking waves,
require considering viscous, turbulent, and potentially two-phase flow
effects. However, scale-resolving large-domain turbulent flow simula-
tions are afflicted with prohibitive spatiotemporal resolution require-
ments for an accurate propagation of the incident flow toward the
study area. Accordingly, small spatial domains are desirable to reduce
computational effort when periodic conditions are arguably debatable
for complex flow problems. Periodic boundary conditions force wave
trains to adjust to a constant wavelength, which may not correspond
to the true nature of a growing wind wave and could therefore cause
unfavorable disturbances, especially when the flow becomes more
complex (e.g., breaking waves).

Coupled viscous/inviscid methods are an attractive way out of
the dilemma mentioned above. In particular, a one-way coupling
between an inviscid baseline solution and the viscous solution can
facilitate an efficient way for air-sea interface simulations at a moder-
ate computational cost. In line with Wockner, Drazyk, and Rung"I
and Luo-Theilen and Rung,""® an appealing one-way coupling refers
to an implicit solution forcing. The approach essentially manipulates
the algebraic equation system to comply with a prescribed solution
obtained from either nonlinear or linear wave theories for the velocity
and concentration at the inlet boundaries. The manipulation of the
flow is gradually relaxed toward the interior in a forcing zone that
extends approximately one wavelength, cf. Fig. 1. The present study
also applies the forcing strategy to the air phase to impose the condi-
tions described in Sec. IL E 1. Dirichlet conditions naturally supplement
the approach along the inlet plane, cf. Sec. ITE 3. The implicit forcing
is based on an appropriate manipulation of the coefficient matrix
resulting from the FV discretization of the governing Eqs. (14) and
(15) and proves to be very robust. The manipulation follows the sug-
gestion outlined in Eq. (28) and reads

ARTICLE pubs.aip.org/aip/pof

AP (I+ ﬁsocs)A“’*P and 7P — 9P 4 (A‘P=Pﬂsocs) o,
(32)

where ¢ and ¢ refer to the manipulated variable and its prescribed
inviscid solution at the discrete location P. The non-dimensional rela-
tive magnitude f; controls the forcing intensity. As outlined by
Wockner, Drazyk, and Rung,44 small values of fi; are sufficient due to
forcing a larger region, i.e., f; = 1072 in the present study. The scalar
shape function o controls the spatial extent of the forcing, and the
present study employs a quadratic drop from unity to zero over one
wavelength with increasing distance from the inlet boundary, cf. Fig. 1.

Using the above-described forcing, any (known) wave-wind con-
dition, i.e., any prescribed ¢ in Eq. (32), can be superposed to mimic
the experimental conditions. The present study employs simple
(monochromatic) 2D (plane) Airy waves, which rapidly expose non-
linear features while propagating through the wave development zone
and make applying non-linear wave prescriptions seem unnecessary.
As an example, the following applies to the orbital velocities u®™ of the
air, and the sea phase employed herein, viz.,

orbsea —kd orb,sea
uy = apyp cos (wpt — kpx)e ™, uy =0, (33)
udPse — —apo, sin (wpt — kyx)e 4,
and
orb,air k —kd orbjair 0
u = —ayw, cos (wpt — kpx)e™ w3 =0, (34)
A — —apw, sin (wpt — kyx)e ™,

where d again refers to the free surface distance provided by Eq. (30),
ky, refers to the wave number, and the subscript p denotes the peak fre-
quency. The imposed wave parameters are assigned to experimentally
reported values for the wave amplitude a,, wavelength A, and its fre-
quency @, = 2xif,. Lateral velocities are again suppressed. Figure 2
compares measured and computed wave spectra upstream of the study
area.

3. Other boundaries

A second challenge refers to the behavior of the wave field down-
stream of the study area. Successive wave reflections from the far-field
boundaries might restrict the exploitable part of transient simulations,
particularly for short outlet distances. The suppression of such reflec-
tions requires significant numerical damping downstream of the
study area. The latter is frequently achieved by the introduction of a
damping zone (“numerical beach”), which is usually realized utilizing
grid-stretching and/or diffusive approximations of the convective
kinematics in Eq. (14). This aims at damping the waves before they
reach the outlet boundary and can be combined with a simple hydro-
static pressure outlet in calm water conditions.

Other boundary conditions can be taken from Table II. As men-
tioned in Sec. IT E 2, the forcing approach is supplemented by Dirichlet
conditions at the inlet (x{"") for the velocity u; and the concentration
field c. The pressure p follows from Neumann boundary conditions.
At the outlet (x]"™), a simple hydrostatic pressure profile is used, with
Neumann conditions for the velocity and the concentration field. At
the lateral and vertical boundaries, zero Neumann conditions are
applied for all quantities.
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FIG. 2. Normalized power spectral densities (PSDs) of waves approaching the study area for a low (scenario I; left) and a high wind speed case (scenario II; center), supple-
mented by the corresponding time series of the simulation data (right). Comparison of present simulations (green, blue) with measured data (red) of Buckley and Veron.*" All
data normalized with inlet wave parameters, cf. Table |. Reproduced with permission from Buckley and Veron, J. Phys. Oceanogr. 46, 13771397 (2016). Copyright 2016

American Meteorological Society.

I1l. DATA ACQUISITION AND DATA ANALYSIS

The data analysis and data acquisition strategy employs phase-
averaged, wave-following coordinates, which supports the comparison
with the experimental data. The procedure is briefly described below.
A more comprehensive discussion can be found in Hara and
Sullivan®” or Buckley and Veron."'

A. Analytic signal

The data analysis is based on the phase information of each cell
within the spatiotemporal domain. The phase information is retrieved
from the analytic signal , of the smoothed wave elevation field 77. A
Hilbert transformation (i) is used to calculate this analytic signal
by zeroing out the negative frequency components, turning the real-
valued signal into a complex-valued signal

n, = F (F(0)20) = i) +iA (7). (35)

In Eq. (35), # corresponds to the Fourier Transformation and 0 to
the Heaviside step function. The phase information is simply derived
from the imaginary part of n,, viz.,

¢ = Jm(n,), (36)

and is used to perform the decomposition of the flow quantities as out-
lined in Sec. 111 B. An individual smoothed wave elevation field 7} is
determined for each (post-processed) time instant. For this purpose,
the horizontal calm-water (x;-x,) plane is discretized employing a reg-
ular 2D meta-grid in the study area region. The extensions of this
meta-grid, its centroid positions, and edge lengths do not need to agree

TABLE II. Summary of the applied boundary conditions.

xxinin xinax ;nin,max gnin‘max
u; Dirichlet Zero grad. Zero grad.  Zero grad.
p Zero grad.  Hydro. pressure ~ Zero grad.  Zero grad.
c Dirichlet Zero grad. Zero grad.  Zero grad.
k, @ Dirichlet Zero grad. Zero grad.  Zero grad.

with the corresponding plane of the CFD grid, though this is virtually
true in the present study. First, each CFD control volume in the study
area is associated with a particular cell of the meta-grid. Subsequently,
the vertical (x3-) coordinate for all control volume centroids of the
study area that satisfy d < 2A,, is registered at their associated meta-
grid cell, where the factor of two is used to avoid empty meta-grid cells.
The calculated free surface elevation of a meta-grid cell refers to an
average of the registered vertical coordinates in the case of multiple
entries. Finally, the resulting elevation field is smoothed, using a
Laplacian filtering operation—similar to Eq. (19).

B. Triple decomposition

The flow field is not analyzed by reference to the Cartesian coor-
dinates (x3, x,, x3) but as a function of the wave following coordinates
{ and ¢. The vertical coordinate { is assigned to the distance field d,
also employed by the turbulence closure model, cf. Sec. IIC.
Furthermore, the phase information of each cell follows from the
Hilbert transformation of the wave elevation field (36), described in
Sec. TIT A. Following the well-known Reynolds decomposition, the
instantaneous velocity field u;(¢, {) can be decomposed into a mean
velocity (u;) (¢, {) and a turbulent fluctuation (¢, {), viz.,

ui($,0) = (ui)($,0) + ui(, ). (37)

When considering the interaction between air and sea, it is helpful to
use a triple decomposition introduced by Phillips.”” The triple decom-
position fractions the mean (u;) into an ensemble mean #;({) over all
phases (between — and 7) and a wave-coherent component i;(¢, ().
The instantaneous velocity u;(¢, {) thereby follows from

ui(9, ) = wi(0) + i, C) + u(, 0). (38)

The triple decomposition can also be applied to other primitive varia-
bles, e.g., the pressure p.

IV. VERIFICATION AND VALIDATION

The diffusive interface model and its implementation have been
validated for capillary and gravity-driven two-phase flows in a previ-
ous publication by the authors.”” To verify the free surface distance
calculation outlined in Sec. II C and the data processing described in
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FIG. 3. Results obtained for the verifica-
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Sec. III, we analyze a simple moving wave test case in a two-
dimensional domain (Fig. 3).

The velocity and concentration fields are prescribed in the entire
domain by the linear wave theory using the boundary conditions
described in Secs. [I F 1 and 11 E 2. The size of the domain reads A x A,
using a unit wavelength 2 = 1 m and a wave amplitude of a = 0.1 /.
Wave number k and phase velocity C are defined as k = 27/ and
C = Jf, with f representing the frequency of the linear wave. The
calm-water surface is assigned to the central height (x3 = 0). The
domain is uniformly discretized in the upper and lower regimes using
Ay, = A, = 0.01 4. To ensure a sufficient post-processing resolution,
a refined grid with A, = 0.005 4, A,, = 0.0025 A is employed near
the free surface.

The results of the verification test are shown in Fig. 3. The proc-
essed mean velocity (u;)/C displays a good agreement with the pre-
scribed data. The average distance field (d)/A also offers a reasonable
distribution. Minor differences result from the simplified representation
of x3k in the post-processed data, which becomes apparent by a slightly
different distribution of the velocity close to the surface in both the air
and the water. Instead of a more complex coordinate transformation, ***
the field data are shifted in the vertical direction only. This simplified
transformation is similar to the approach used by Funke et al” and
Husain et al.” and reduces the complexity of the post-processing routine.

V. APPLICATION

In this study, two well known wind-wave scenarios (I and IT)
with realistic Reynolds numbers up to Re; ~ 20000 are computed.
Both scenarios are based on a previous experimental investigation
reported in Buckley and Veron,"""* where the air-sea interface is subject
to strongly forced conditions. The experimentally reported results refer
to airflow velocities obtained from particle-image-velocimetry (PIV)
measurements. They have recently been supplemented by pressure data

-0.0
-—0.2
1 1 -—-0.4
0 2
Phase ¢

compiled from the measured velocities of the first (I) and a slightly dif-
ferent third (III) scenario.”” Mind that the third scenario (III) was not
directly simulated but is used for comparisons of the pressure fields in
Sec. V C, because it shows similar flow phenomena to scenario II while
the wave slopes and wave ages are of comparable magnitude.

The experimentally investigated wind-wave spectra were
narrow-banded, with clear peaks at a dominant wave frequency f,.
The tabulated data are used to derive the inlet conditions for the air
and the sea phase as outlined in Sec. IT E 2 and characterizes the wave
fields solely with the help of the identified peak frequency f,. The study
focuses on young waves, frequently labeled wind-waves, where the
phase velocity C, is of a similar order of magnitude as the friction
velocity u, along the air-sea interface. Accordingly, this study’s wave
age parameter C,/u. is relatively small, cf. the classification suggested
by Belcher and Hunt ™’ (C,/u, < 10). Other characteristic parameters
used in the study are also outlined in Table I.

The material properties of the air (water) phase were set at a den-
sity p of 1kg/m> (10°kg/m?®) and at a dynamic viscosity u of 17
x107®Pas (1072 Pas). The CH-VoF parameter C; M of the apparent
viscosity v, is given by a temporal and spatially constant value men-
tioned in Table II1. The latter follows precursor studies on the numeri-
cal diffusion of the convective concentration transport, as outlined by
Kihl, Hinze, and Rung.25 Due to the larger interface curvature radius
of the first scenario (I), surface tension forces are only considered for
the second scenario (II), where narrow wave crests occur. To this end,
the surface tension force ¢ and gravitational acceleration g are set to
0.07 N/m and 9.81 m/s?, respectively.

The investigated domain, grid setup, and boundary conditions
are described in Sec. IT D. For both scenarios, the grid features a resolu-
tion of A?f]'jx ) = [2.8,2.8,1.4] x 10737, at the interface resulting
in 31.7 x 10° control volumes. A brief grid dependency study has
demonstrated the adequacy of the resolution. Mind that the grid
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TABLE lll. Employed simulation parameters, i.e., apparent viscosity CsM of the CH-VoF model (cf. Sec. || B 1), surface tension o, time step A, data averaging time Tayg, num-
ber of data-processing wave periods Nayg, and normalized grid spacings in the refinement zone.

Scenario CiM (m?/s) o (N/m) A, (s) Tavg (5) Navg At )/ 2 A, /ap
I 5x107° 1x107* 3.5 11.5 2.8x 1073 1.4 x 107!
I 1x1073 0.07 1 x107* 3.0 5.6 2.8x 1073 3.3x 1072

is strongly stretched in the beach zone, so the final cell spacing satis-
fies Ay, > /Zp. Depending on the scenario, the resolution in the
refinement zone leads to a wide coverage of the LES spectrum, from
¥y ~ 2 (close to DNS, scenario I, air phase) up to y™ > 200 (sce-
nario II, water phase). The high resolution in the first scenario is also
due to the low slope, since the wave height should be resolved by a
minimum number of cells to still accurately represent the surface.
Constant time steps with A; = 10~*s are employed in both cases,
which resolve the peak wave period by approximately 3000 (I) and
more than 5000 (II) time steps. The complete simulations covered
about 23 (I) and 15 (II) periods, including the initial transient phase
and a subsequent data averaging time T,yg. The former is complete
once the initial wave train has passed through the domain. During
the subsequent 3.5 x 10* (I) and 3.0 x 10* (II) time steps within
Tavgs 1 of 50 time steps is used for the averaging process.
Accordingly, the data processing involves Ny = 11.5 (I) and
Nuyg = 5.6 (II) wave periods.

Exemplary normalized power spectral densities (PSDs) and the
corresponding time series of the waves—extracted upstream of the
study area—are shown in Fig. 2. PSD data are based on each time step
within T4y, and are evaluated using a basic Hann function. Compared
with the measurement data in Buckley and Veron,"' the simulation
results show a slightly narrower spectrum close the peak frequency
while the general shape is in good agreement. However, the initially
linear waves of the simulation quickly evolve into non-linear waves,
with broader wave troughs and narrower crests. Note that this rough
comparison of the spectra is only to ensure that the experimentally
observed waves are comparable to the waves entering study area of
our model. A longer evaluation period for the spectra was therefore
not realized due to the computational effort and the already converged
flow quantities.

Contour plots of instantaneous, wave coherent, and mean veloci-
ties, in addition to mean pressures and wave coherent shear stresses,
serve to compare numerical and experimental data in the remainder
of this section. Contours are displayed in the (x;, x3)-plane and com-
putational data are compiled from lateral averages along the homoge-
neous X,-direction. In connection with the pressure field, drag and
viscous stresses are estimated and compared with measurement data.
Wave coherent quantities are calculated within the study area as a
function of the wave following coordinates { and ¢, cf. Sec. IIIB.
Moreover, we compare similarly obtained contour plots for the
(resolved and modeled) computed Reynolds stresses with measured
turbulent stresses and investigate the averaged horizontal velocity pro-
file @, ({) as well as averaged stresses along the vertical coordinate (.
All data are normalized using the characteristic parameters, e.g., men-
tioned in Table I. Amplitudes of the simulated waves within the study
area deviate only slightly from the prescribed peak values because they
grow slowly as they propagate through the domain.

A. Instantaneous horizontal velocity and vorticity

A first qualitative comparison of experimental and computational
results is provided in Fig. 4. Figure displays snap-shot values of the
predicted (left) and measured (right) normalized instantaneous hori-
zontal velocities u; /uyy for both wave scenarios. The top sub-figures
depict the first scenario, which refers to a low wind speed wave with a
smaller slope apk, < 0.09, and the bottom sub-figures display the sec-
ond high wind speed scenario.

Displayed results reveal similar flow structures and velocity val-
ues, i.e., u; increases above the crests and decreases above the troughs.
In line with experiments, low-velocity fluid is ejected away from the
free surface along the downwind face of the waves for the scenario L.
The orbital motion is seen in the water phase prediction, which—due
to missing approach flow turbulence—displays only very subtle turbu-
lence activity. As indicated in the bottom sub-figures, both simulation
and experiment for the second scenario reveal significant instanta-
neous airflow separation behind the crest. The waves of the second,
much steeper (a,k, > 0.27), scenario expose substantial non-linear
features.

Moreover, the vorticity w, = duy /0x; — dus/Ox; in the shel-
tered (leeward) layer of the second scenario is relatively uncorrelated,
featuring islands of low vorticity, which was also reported in the
experiments as an indicator for substantial airflow separation (Fig. 5).

B. Wave-coherent velocities and shear stress

To assess the influence of different wind-wave conditions on the
mechanical energy fluxes along the air-sea interface, it is convenient
to analyze the wave-coherent flow quantities that result from the triple
decomposition introduced in Sec. I11 B with Eq. (38).

Figure 6 depicts contour plots of the horizontal wave coherent
velocity i for both scenarios, which were analogously extracted from
the experimental and computational data. Experimental data are dis-
played in the right graphs of the top and center rows, while all other
sub-figures refer to computational results. Orbital motion patterns can
be observed below the free surface in both scenarios. Experiments
(PIV) and simulations (CH-VoF) agree that in both cases, the effect of
waves is to accelerate the horizontal airflow along the upstream face of
the wave and decelerate the airflow along the downstream face. For
the low wind speed scenario (I, top), the experimental and numerical
results for i, are in acceptable agreement. In contrast to the experi-
mental data, the areas of extreme velocities are larger and more pro-
nounced in the simulation results. In this regard, the agreement
between numerical and experimental data improves significantly for
the high wind speed scenario (II, center). For the high wind speed case
(IT) displayed in the center of Fig. 6, the orbital motions of the air
phase are hardly perceptible. On the contrary, the orbital motions
clearly transit from the sea phase into the lower part of the air phase
for the low wind speed case (I) displayed in the top sub-figures.
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Having entered the air phase regime in case I, the i, -contours indicate
a pronounced shift in the negative phase direction before turning into
the positive direction above the critical layer x; > xgﬁ‘. The latter is
defined by (u(x§™)) = C, and is indicated by the dashed gray line in
each sub-figure. As confirmed by the experiments, the height of the
simulated critical layer drastically increases with increasing wave age
(Fig. 6). The height of the critical layer is larger above the downstream
face than above the upstream face of the wave, which again outlines
the accelerating/decelerating effect of the waves along the upstream/

) 0 5

downstream face, respectively. This asymmetry reduces when increas-
ing the wave age. For the high wind speed wave, the critical layer is
fairly thin, ie., x3k;™ ~ 0.02, and thus hardly perceptible. By refer-
ence to Figs. 6-8, it is seen that the critical layer is generally thinner in
the experiment than in the simulation. This is due to a slightly differ-
ent air-phase boundary layer above the wavy interface in the simula-
tions, which is further discussed in Sec. V C. Furthermore, a positive
phase shift of approximately 7/3 against the wave pattern is observed
for the critical layer in both simulations and experiments.
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FIG. 5. Comparison of instantaneous normalized vorticity fields w; /(u10ky ) in the study area reported from the present simulations for a low (scenario [; left) and a high wind

speed wave (scenario II; right).
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B.V.

Above the critical layer, the behavior of the velocities #; and i3
changes due to the increasing influence of the applied wind forcing.
Figure 6 indicates that i1; follows an alternating pattern along the top
of the study area, which is phase-aligned with the wave pattern for
both investigated scenarios. When approaching the critical layer from
above in Fig. 6, a phase lag is observed in both the experimental and
numerical data, as indicated by the shape of the white contour lines.
The maximum upstream lag of the horizontal velocity reaches approx-
imately 7/3 in the upper portion of the critical layer for the old wave
case (I). Subsequently, it reduces toward zero along the interface. In
line with the experimental observation, a different picture emerges for
the high wind speed case (II), where the upstream phase lag

continuously increases toward 7/2 when approaching the free surface
from above, cf. the center row of Fig. 6. For both scenarios, simulations
and experiments reveal the dominance of upstream directed motion
i1 in the trough region.

Similar observations can be made for the vertical velocity compo-
nent 3, depicted in Fig. 7. The influence of the more pronounced crit-
ical layer is again obvious in the first scenario, where the orbital
motion transits through the free surface into the air phase. When
entering the critical layer from below, the contour lines of the vertical
velocity bend sharply in the upstream direction between the free sur-
face and the upper boundary of the critical layer. Above the critical
layer, the situation changes, and the contour lines remain at an
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upstream-directed phase lag of approximately /2 in the experiments
for the low wind speed wave (I, top), which is not fully recovered by
the simulations. The most distinct feature of the low (high, II) wind
speed scenario is the phase jump of ©/2 (m) observed for i3 when
crossing the free surface. Since the height of the critical layer is not
negligible for the low wind speed case (I, top), we observe an asymme-
try of the air-phase velocity above and below the critical layer height,
which was also reported in the experiments and expected from Miles
critical layer theory. In accordance with experiments, the computed
airflow at the interface is directed down (up) for the upstream (down-
stream) face for the low wind speed wave (I), and an opposite trend is
observed for the high wind speed wave (II).

An interesting comparison involves the lower two rows of Figs. 6
and 7, which display the wave coherent horizontal and vertical veloci-
ties predicted by two classical VoF methods (bottom row) and the pre-
sent CH-VoF approach (center row) for the high wind speed wave
(II). The comparison reveals predictive improvements of the CH-VoF
methods primarily related to the leeward behavior of the critical layer.
Different from the CH-VoF data, both VoF results depict a sudden
increase in the leeward critical layer due to the injection of high-
density fluid parts from the interface layer into the airflow. A deeper
analysis of the predictive disparities between the VoF and the
CH-VOoF reveals a sharp but much more rippled/rugged interface of
the former in the vicinity of the crest. This observation is independent
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used in Appendix B. Reproduced with permission from Buckley and Veron, Eur. J. Mech.-B/Fluids 73, 132-143 (2019). Copyright 2019 Elsevier B.V.

of the convective approximation used for the VoF simulations (HRIC,
IGDS). These small-scale ripples vary in space and time, and the flow
field (occasionally) reveals strong local accelerations that are inclined
against the wavy interface and promote separation. In a continuous
limit, we expect similar results from a VoF and a CH-VoF framework.
Hence, the results of Fig. 6 indicate the technical benefits of the
CH-VOoF approach, e.g,, a minor grid dependency and a less rugged
prediction of the free surface in under-resolved flows. Mind that, in
contrast to the CH-VoF, the compressive face-property reconstruction
schemes of many VoF methods are prone to interferences by the local
Courant number and the inclination of the interface against the cell-
face normal. The maximum Courant number, however, never
increased above Co = 0.22 in the present study. Moreover, the
CH-VoF approach has resharpening capabilities, as indicated in Kiihl,
Hinze, and Rung,25 which can be a crucial asset of the modeling
approach. Note that the EoS of the VoF simulations is in the linear
form, cf. Eq. (7).

To assess the wave-induced momentum fluxes, we display the
mean wave-coherent shear stresses (i11713) in Fig. 8. Experimental
and numerical results again reveal a fair predictive agreement.
Simulated shear stress magnitudes are larger than the corresponding
experimental values above the critical layer. The comparison
between the two scenarios reveals a more symmetric shear stress
distribution upstream and downstream of the crest near the free sur-
face for the low wind speed case (I) displayed in the top sub-figures.
This turns into more obvious disparities between locations featuring

similar ¢ in the critical layer and above. Following the reduction of
the critical layer height, a pronounced asymmetry of the wave-
coherent shear stress around the crest is observed on the air side for
the high wind speed scenario (II, bottom), which is also confirmed
by experimental observations. This also results in significantly differ-
ent forces on the upstream and downstream faces, which drive the
wave train.

C. Mean horizontal velocity and pressure

Figure 9 compares the predicted (left) and measured (right)
mean horizontal velocity. While the far-field measurements are repro-
duced well, mixing-inducing (turbulent) dynamics is apparently miss-
ing in the predictions close to the free surface. The issue is observed in
both scenarios and results in a generally thicker air-phase boundary
layer above the wavy interface. However, the simulations capture the
relative difference between the two scenarios, and the phase-related
pattern is predicted with reasonable accuracy.

The observation is confirmed by the above discussion on the crit-
ical layer and a comparison of the mean velocity profiles, presented on
the left side of Fig. 10. Here, small disparities between predictions and
measurements are also pronounced close to the interface for the mean
velocity and the Reynolds stresses. The reason for the deficit is attrib-
uted to inconsistent and too-low levels of approach flow turbulence,
which is verified by comparing the turbulent stresses in Sec. VE
and would suggest employing scale-resolving inlet conditions.
Nevertheless, the vertical profiles from experiment and simulation
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agree very well, so that different trends of the respective wind-wave
conditions can be clearly detected.

An evaluation of the averaged pressure supplements the wave-
coherent shear stress for the wave drag analysis. The pressure contours
and surface pressures displayed in Fig. 11 confirm the fair predictive
agreement observed before. For the low wind speed case shown in the
top sub-figures, the upstream face of the wave is exposed to positive
pressures, and the downstream face experiences negative pressure. The
pressure distributions of simulation and experiment are of remarkable
similarity, while the simulated magnitudes are slightly more elevated.

When attention is directed to the high wind speed cases (II, III)
depicted by the bottom sub-figures, only a smaller regime in the vicin-
ity of the crest is exposed to negative pressures, and the negative pres-
sure regime is tilted slightly downstream in the experiments and
simulations. Again, measured and predicted surface pressures are in
remarkable agreement. Due to the different wave scenarios (II, IIT), we
omit discussing further details of the pressure contours herein.

D. Form drag and surface stress

The form drag per unit area T, is approximated by a well known
relation, derived from a horizontal momentum budget,”” viz.,

Tp :pﬁixf (39)

with 7] representing smoothed surface elevation, cf. Sec. III A. In line
with Funke et al,"” the overbar denotes the phase averaging process

according to Eq. (37). The computed non-dimensional form drag
Tn/(pu?) reads 0.18 (0.69) for the first (second) scenario and approxi-
mately agrees with the literature published data for similar wave ages
and slopes discussed in Wu, Popinet, and Deike'® and Funke ef al,"
cf. Table IV.

In line with Buckley, Veron, and Yousefi,”' the average total sur-
face stress 7 is expected to be approximately equal to the surface fric-
tion pairui used for wind forcing, i.e.,

(40)

2 o x _ =% =
Paith, ® Tg =T, + T,

where 7, and Tp denote the viscous stress at the surface and the form
drag as described in Eq. (39). However, due to the diffusive interface
approach and the related lack of an explicit interface, an accurate cal-
culation of viscous surface stresses is challenging in the simulations.
Therefore, the latter is reconstructed from the difference of the form
drag and the total stress, which follows from a horizontal momentum
balance of the air phase, viz.,

_oodh &
Ts<:E:j:Zlfls}"

Here, I, and f 1 refer to the horizontal momentum and the horizontal
forces acting at the air phase, which includes both pressure and viscous
forces. The momentum balance is evaluated for each time step to esti-
mate the mean total surface drag within the study area of the domain.
In contrast to this, Funke et al.*” did measure 7 and reconstruct 7p
from the experimental data.

(41)
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Resulting total and viscous stresses are also reported in Table I'V.
Generally, the predictions of the total stresses and their distribution to
the two individual contributions are in fair agreement with experimen-
tal observations. In particular, the trend toward increasing form drag
at higher wave slopes is clearly discernible in both the simulation and
the experiment. The less pronounced bias of the computed total drag
toward the viscous stress in the first scenario (I) could be explained by
the slightly higher wave slope in the simulations, cf. Table I. An advan-
tage of the simulation is the direct access to pressure which does not
need to be reconstructed elaborately during post-processing.

E. Reynolds stresses

Unlike all previous investigations, e.g., Hara and Sullivan,””
Sullivan ef al.,” Husain et al.,” or Wu, Popinet, and Deike, ' the present
study employs a hybrid RANS-LES (DES) turbulence modeling
approach. The advantage of the method is the lower resolution
requirement to compute high Reynolds number flows, all the more so
when future applications of field data measurements turn out to be
more complex than an experimental wind-wave flume. As indicated
by Fig. 12, the turbulence model is in the LES mode in almost all areas
of the computational domain, and the RANS mode is only activated
near the interface and below where the interface is diffusive.
Therefore, on average, the RANS layer only spans about three cells in
the vertical direction for both scenarios.

This section compares measured and predicted Reynolds stresses
Rir. The simulated Reynolds stresses consist of two components, the
modeled stresses R;}}"d and the resolved stresses R}*, viz.,

Ry = RE™ + R
2 -
= —2(V'Su) + 3 (k)i + (uhuf )™ (42)

Contour plots of the normalized shear stresses —Ry3/u? are depicted
in Fig. 13. Both cases presented herein exhibit negative (upward-
directed) stresses along the upwind face of the waves. Along the down-
wind face of the waves, neutral (I) or positive (downward-directed, II)
stresses occur, as captured by both experiments and computations.

For the first scenario, peak values of the numerical results exceed
peak values reported from the experiments, but the computed stress
levels show a fairly similar distribution to experimental values in the
bulk of the flow. In contrast, the stress levels near the interface along
the leeward and windward sides are slightly below the experimental
stresses, confirming the observation from Fig. 10. With attention
directed to the high wind speed scenario at the bottom of Fig. 13, this
disparity between simulations and experiments at the interface
becomes more pronounced on the windward side of the waves.
However, the general features of the two shear-stress fields are (again)
very similar. For the high wind speed waves, on average, an intensifica-
tion of the turbulent stresses on the leeward side of the waves is
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(2021). Copyright 2021 American Meteorological Society.

observed by the experiments and (to a slightly smaller extent) the
simulations.

The missing description of the approach flow turbulence
becomes more apparent when comparing the horizontal and vertical
TABLE IV. Comparison of simulated and experimentally reported normalized mean
surface stresses, cf. Funke et al.,*’ by means of total surface stress 7, form drag
Tp and viscous stress 7.

aPkP fS/(pairu»z«) %D/(pairui) T;/(pairui)

Scenario Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp.

I 0.09 0.07 09 101 018 015 072 0.86
1 <o 019 1.05 e 0.65 e 0.40
1I 028 027 100 --- 0.69 e 0.31

normal stresses Ry; /u2 and Rs3/u? in Figs. 14 and 15. The predicted
Ry /u? fields agree qualitatively for the low wind speed wave (I) with
experiments. However, above the wave’s crest on the windward side,
the stress levels are underestimated. This becomes more significant for
the high wind speed case (II), where the simulation results show signif-
icantly smaller areas of high stress.

The vertical normal stresses Rs3/u? shown in Fig. 15 reveal a bet-
ter agreement between the experimental and numerical data, though
the stress level is generally much smaller than for the horizontal nor-
mal stresses. Again, differences are pronounced near the free surface,
especially for the second scenario on the windward side of the waves.
Mind that only minimal levels of turbulent dynamics are observed in
the water phase during the simulations, which might also be a reason
for the differences between the measurements and the predictions. A
more detailed description of the incoming flow turbulence seems
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necessary to better reproduce realistic near-surface dynamics of the simulating atmosphere and ocean coupling through the surface wave
experiments. field at realistic Reynolds numbers with surface tension.
Attention is devoted to two different wind-wave conditions,
VI. CONCLUSION AND OUTLOOK referring to fairly young wave ages (C, /u, < 10) with different wave
This paper scrutinizes the ability of a diffusive interface slopes and wind speeds, where extensive experimental results were
(CH-VOF) two-phase flow model to capture air-sea interface phe- reported in a series of papers by Buckley and Veron*' " and Funke
nomena. The model comprises a pressure-based, second-order accu- et al."”’ Generally, the predictions are in good agreement with measure-
rate FV procedure that involves a hybrid filtering/averaging (DES) ments, though the height of the critical layer is over-predicted in both
approach to model flow turbulence, and is capable of simultaneously cases and the shape reveals small inaccuracies above the trough for the
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low wind speed wave. The high wind speed (steep) case features a very
thin critical layer and a large sheltering effect, where turbulent stresses
are significantly augmented compared to the surrounding flow. The
prediction of these phenomena is not as pronounced as the experi-
mental data indicate. Nonetheless, the computations recover the
(intermittent) occurrence of airflow separation downstream of the
high wind speed wave crest, in line with a more disordered vorticity
field, and also display a related increase in turbulence intensity down-
stream of the crests produced by detached shear layers. For the less
steep, low wind speed case, the height of the predicted critical layer
substantially increases, as also reported by the experiments. Similar to
the experiments, the wave coherent air velocities below the critical
layer start to display an asymmetry with respect to the airflow above
the critical layer. As the wave gets older, we can also see a strong cou-
pling of the near-surface airflow with the water motions inside the crit-
ical layer.

The study points out the dynamical role of the airflow motions
around the critical layer for relatively young waves, in line with the
work of Carpenter, Buckley, and Veron.”” This is in spite of the
non-negligible turbulence observed in the airflow within the pre-
sent simulations, including typical turbulent boundary layer phe-
nomena (ejections and sweeps, detaching spanwise vorticity
structures). Comparing the two scenarios, numerical results predict
a reduction of turbulent stress magnitudes with increasing wave age
(decreasing wave slope), which is compensated in parts by wave
coherent stresses that transit through the free surface into the
thicker critical layer. The pressure contours reveal a significant
phase shift and indicate the large influence of the wave slope on the
pressure distribution at the surface, respectively, the form drag.
Simulated viscous stress and form drag agree very well with the
experimental data.

The present numerical approach presents the potential for a
future detailed study of the competing contributions of turbulent
processes vs mean wave-coherent motions to wave growth.”” We
have identified the specification of inflow turbulence as an important
parameter that can influence the distributions of Reynolds stresses
and critical layer heights for younger wave ages, although the basic
phase averaged distributions of all quantities are well represented by
the simulations.

The development of this model, with its capability to fully capture
coupled atmosphere-ocean dynamics on turbulence-resolving scales,
opens up many possibilities for the study of upper ocean and lower
atmosphere turbulent processes that have been notoriously difficult to
access. Such processes include energy and momentum fluxes in wave
breaking regimes, surface wave phase-resolved Langmuir turbulence,
and wind-wave generation mechanisms. Such studies will form the
subject of future investigations.
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RANS  Reynolds averaged Navier-Stokes
RHS  right-hand side
SIMD  single instruction multiple data
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f face index sea  sea/water phase
i,j, k  indices, placeholder ST  surface tension
1 laminar t  turbulent, time
mod modeled or modified 1,2,3 horizontal, lateral and vertical direction
p peak frequency
P cell center index Operators and specials
res resolved
s surface Z(-)  Fourier transformation

TABLE V. Brief summary of all modeling constants (IDDES).
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Table V shows all the parameters used.

APPENDIX B: PLOTS WITH ALTERNATIVE COLORING

For illustration, Figs. 6-8 are recreated with adapted coloring
in Figs. 16-18. The reason for the originally chosen representation
is due to the measurement data, which is partly only available as
images and therefore restricted by the bounds of the colorbar.
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