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Abstract: Cyberattacks disrupt systems, leaving critical infrastructure vulnerable to adversaries, especially during natural disasters.
Furthermore, when both a cyberattack and a natural disaster occur concurrently, there are limited tools to ensure further damage beyond
the physical is not experienced in crucial societal systems, such as emergency services, which need to operate during any type of hazard. Two
prominent knowledge bases for adversary attacks in the cybersecurity community are the MITRE ATT&CK (Adversarial Tactics, Techniques,
and Common Knowledge) Enterprise Matrix and the National Institute of Standards and Technology (NIST) Cybersecurity Framework.
Existing processes to derive possible attack methodologies in general from such sources are largely manual and time-consuming. It is
essential to automate the information retrieval process to improve efficiency and free up resources for identifying potential cyberattacks.
It is also important to identify preventive measures with both human-made and natural hazards in mind. We propose an approach that
incorporates Natural Language Processing (NLP) to automatically generate sets of attack paths from the technique descriptions in the
Matrix, with both cyber-based and emergency management–based contexts, then map these techniques to the Framework to identify potential
relationships between techniques and outlined protective actions. The approach generates outputs showing potential pathways an adversary
can take to infiltrate a system, and its respective defense action based on similarity measures. The similarities between techniques and the
Framework are evaluated with p-values to determine relevancy of pairings. The results of this study provide an approach to more quickly
and effectively assess potential cyberattacks toward protecting critical infrastructure that can be utilized in broader vulnerability analyses,
considering contextual data to represent both cyber and natural disaster events. DOI: 10.1061/JITSE4.ISENG-2407. © 2024 American
Society of Civil Engineers.

Introduction

Community resilience has been a national priority, with a key com-
ponent being the safeguarding of critical infrastructure. The risk of
natural disasters on critical infrastructure has been studied exten-
sively; however, when the tragic events of the September 11 attacks
occurred in 2001, the United States was shown the crucial need to
anticipate both human-made and natural attacks on infrastructure
(Grigg 2003). This created a shift in legislation for improving secu-
rity measures and the creation of new federal departments and ini-
tiatives to combat both cyber and physical threats to infrastructure.
The repercussions of disruptions to critical infrastructure can have
severe consequences for society including loss of life, economic
disruption, and social instability. Simultaneous consideration of
security and disaster preparedness has been identified as crucial
in addressing these challenges (Grigg 2003).

Critical infrastructure and cybersecurity research has identified
ways to bridge gaps between emergency management and the cy-
bersecurity space. These include communicating about cyber crises
(Bolton 2013), building information science-based data systems to
equip communities to better manage natural disasters (Li et al.
2014), and expressing concern for a lack of cyber situational aware-
ness during natural disasters (Walker et al. 2010) more effectively.
Effective emergency management systems reduce the impacts of
disasters and ensure that critical infrastructure can continue to func-
tion during and after an emergency event. Many organizations rely
on telecommunications and computational systems to support their
emergency response efforts as data collection and real-time infor-
mation exchange occurs within disaster management (Seba et al.
2019). Preparing for cybercrimes and intrusions of these systems
aids organizations’ defense against potential disruptions and should
be integrated into emergency response plans (Janczewski and
Colarik 2007). It is critical to keep these disaster management sys-
tems safe not only for communication and information exchange
between and within organizations, but also to keep the private,
identifiable details of citizens uncompromised (Sutedi et al. 2021).
If an adversary successfully attacks such systems, the intruder can
get information such as name, date of birth, address, insurance pro-
vider, etc., and the damage can range from fraud to psychosocial
harm (Argaw et al. 2020).

As cyberattacks are seen steadily increasing in critical infra-
structure sectors (Ponemon 2016), interdependencies within critical
infrastructure systems continue to emerge as a focal point in the
endeavor to protect them. Notably, an attack on one sector can
trigger disruptions or failures across multiple sectors, as high-
lighted by the Cybersecurity and Infrastructure Security Agency’s
(CISA) identification of interconnected critical infrastructure
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sectors (CISA 2023). Consider how emergency management ef-
forts tied to critical infrastructure (i.e., the emergency services sec-
tor) are dependent on the Communications Sector, Healthcare and
Public Health Sector, and the Nuclear Reactors, Materials, and
Waste Sector; these noted sectors further connect emergency serv-
ices to other sectors that could be affected if it is harmed such as
the Energy Sector, Information Technology Sector, Transportation
Sector, and more (CISA 2023). Emergency services are a prime
example of a system of systems within critical infrastructure that,
if made vulnerable to both a natural disaster and a cyber threat,
could lead to detrimental impacts. If a cyberattack occurs on an
Emergency Operations Center (EOC) system, the consequences
could be interference with transmissions containing important intel
between operators, leading to emergency management personnel
not receiving information for dispatch to activate first responders,
distribute necessary resources, locate patients, and more (Gilbert
et al. 2003). Additionally, water and electricity can be governed by
Supervisory Control and Data Acquisition (SCADA) systems.
Manipulation of SCADA systems through a cyberattack introduces
risks of public health crises or transportation disruptions (Gilbert
et al. 2003), which can further impede emergency operations.
Attacks on these integral, interconnected components can create
obstacles for emergency management when dealing with natural
disasters, complicating the challenges faced by leadership, opera-
tors, and affected communities.

Emergency management is reliant on cyber-protected infrastruc-
ture, but there is still not sufficient comprehension of how to deal
with the complexities of this system in relation to cybersecurity
concerns (Walker 2012). Therefore, it is important to continuously
examine how critical infrastructure (such as emergency services)
can be safeguarded from cyber threats, particularly when they occur
concurrently with natural disasters. Since disruptions in one infra-
structure sector can greatly affect another, ongoing exploration into
shielding critical infrastructure from these threats is essential.
Developing and implementing new approaches is crucial to actively
address these concerns and enhance preventive measures.

Related Research

Protecting Critical Infrastructure

Taking action to mitigate threats of all kinds is imperative to pro-
tecting critical infrastructure. Some of the first federal research
efforts were by the President’s Commission on Critical Infrastruc-
ture Protection (PCCIP), exploring vulnerabilities of eight specific
infrastructures (e.g., emergency services, telecommunications,
transportation, and others), to curate strategies to improve security
and develop plans (Pikus 2003). Since those efforts, more progress
has been made to create more approaches for defending against
threats, both physical and cyber, to such necessary systems in so-
ciety. Probabilistic risk models for critical infrastructure are com-
monly used for enhanced reliability assessment (Tien and Der
Kiureghian 2017), deterioration and condition status (Saeed et al.
2017), and vulnerabilities that affect widely utilized networks
(Hosseini Nourzad and Pradhan 2016). They are also used to assess
infrastructure interdependencies, including physical and cyber
components, to increase resiliency and reduce damage from events
(Johansen and Tien 2018) or analyze interconnectedness to other
infrastructure for decision-making under various scenarios (Ezell
et al. 2000). Other research has also analyzed the interdependencies
of critical infrastructure using optimization models to detect dam-
age to human-machine interface systems when a natural disaster or
a cyberattack occurs (Baycik and Sharkey 2019).

Additional approaches to protecting critical infrastructure in-
clude optimization-based simulation and scenario-based methods
to show operations during a disaster (Arboleda et al. 2009) and to
determine research and development (R&D) priorities (Hamilton
et al. 2013). Game theory and network science have also been
used to address problems faced when defending against attacks
(Sun et al. 2023). In recent years Natural Language Processing
(NLP) and text mining have been performed to determine risks
to infrastructure. For instance, Jallan and Ashuri (2020) extracted
information from construction reports to classify documents into
appropriate risk types impacting the construction field. Chowdhury
and Zhu (2023) utilized topic modeling to identify topics in trans-
portation infrastructure that affect its planning. While methods such
as risk modeling and optimization have been studied greatly to pro-
tect critical infrastructure in the engineering domain, there are lim-
ited studies that utilize the computational tools of NLP and text
mining methods to analyze potential risks to these systems. Some
studies address effects of a natural or man-made disruption on criti-
cal infrastructure; however, more studies are needed to address
when both occur together.

NLP for Cybersecurity

One common use of NLP is human language emulation. NLP
can execute tasks such as extracting information from unstructured
data (e.g., text) and is used in applications of cybersecurity (Ukwen
and Karabatak 2021). NLP began to be utilized in cybersecurity
research because most current approaches to detect or predict
cyberattacks, current and past, have been shown to be manual
(i.e., time-consuming) and costly (Kuhl et al. 2007). Additionally,
models can assume that all attack steps can be performed instantly,
not including multiple paths or relationships between attack tech-
niques (Xiong et al. 2022). To meet the challenge of more quickly
and efficiently identifying cyber threats, studies have been com-
pleted using NLP techniques to create both word and phrase em-
beddings for the cybersecurity domain to use in modeling (Purba
et al. 2020; Ranade et al. 2021), to employ automated techniques
for analysis of cybersecurity text to uncover understanding of
threats (Trong et al. 2020), to analyze sentiments from cybersecur-
ity reports (Phandi et al. 2018), and to develop semi-supervised
models for security entity extraction (Jones et al. 2015). These ap-
proaches in turn can aid in better detection of cyberattacks, through
augmented comprehension and prediction of potential scenarios.
NLP can be used in cybersecurity overall for subjects such as mal-
ware detection, threat intelligence, privacy preservation, vulnerabil-
ity exposure, and more (Ukwen and Karabatak 2021).

Research has further explored the use of NLP with two promi-
nent knowledge bases in the cybersecurity domain, MITRE
ATT&CK (Adversarial Tactics, Techniques, and Common Knowl-
edge) and the National Institute of Standards and Technology
(NIST) Cybersecurity Framework. MITRE ATT&CK is a founda-
tional knowledge base that focuses on computer information net-
works and can be used for the development of models related to
phases of an adversary attack (Strom et al. 2018). Studies have been
executed with MITRE ATT&CK to create graph databases with
multiple cyber-based documents (Pelofske et al. 2023), to extract
temporal relationships between actions and artifacts from threat
reports to detect cyber behaviors (Husari et al. 2019), and to
map software vulnerabilities to techniques with neural networks
(Kuppa et al. 2021). Additionally, NLP has been used to advance
attack graphs by mapping them to MITRE ATT&CK Enterprise
Matrix techniques using term frequency-inverse document fre-
quency (TF-IDF) and cosine similarity to authenticate adversarial
actions (Haque et al. 2023). Implementing MITRE ATT&CK
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allows researchers and industry personnel to better understand
threats and patterns to connect tactics, techniques, and procedures
(TTPs). This enhanced comprehension can lead to increased mit-
igation of malicious cyber behaviors and risks through additional
insight and situational awareness needed for defense against
attackers.

Widely adopted, the NIST Cybersecurity Framework is de-
signed to help mitigate risks associated with cyber threats (NIST
2023). The NIST Cybersecurity Framework has had few studies
that apply NLP-based approaches. However, research done with
this framework entails using it to generate models to evaluate com-
pliance levels (Teodoro et al. 2015) or security of organizations
(Udroiu et al. 2022), develop new frameworks of resilience for
proper management of infrastructure (Belalcázar et al. 2017),
and to compare it against other standards and frameworks
(Syafrizal et al. 2020) or propose new security maturity models
(Almuhammadi and Alsaleh 2017). The NIST Cybersecurity
Framework is noted though to not be a one-size-fits-all approach
for organizations (i.e., not comprehensive to address all cybersecur-
ity processes) (Almuhammadi and Alsaleh 2017). Therefore, add-
ing additional threat data would strengthen the application of this
framework. Combining information from both knowledge bases for
critical infrastructure analysis, Kwon et al. (2020) developed a
cyber threat dictionary manually linking threat actors’ attack tactics
from the MITRE ATT&CK ICS Matrix to controls from the
Facility Cybersecurity Framework (based on the NIST Cybersecur-
ity Framework); however, this method not only relied on manual
processes and focused on tactical aspects (i.e., understanding the
reasons behind an attack) but also aimed to synchronize defense
with each stage of the attack, favoring a more adaptable defense
approach. Depending on the nature of the threat, this approach
holds its own merits. Yet, a reactive defense (directed against the
attack) can be critical in averting immediate damage or halting the
attack, particularly in time-sensitive emergency or disaster scenar-
ios. Prioritizing direct action against the ongoing attack, a reactive
approach, especially when combined with an automated process
emphasizing techniques (i.e., how an attack unfolds), can signifi-
cantly bolster immediate response capabilities.

Methodology

With technology continuing to advance and the complex digital
world evolving, the demand for automated systems is increasing.
The gaps in current literature to protect critical infrastructure and
use NLP to try to speed the process of analyzing threat related in-
formation have led to a limited number of studies for preemptive
measures in the following areas: (1) prediction of cyberattacks

during simultaneous natural disasters in critical infrastructure sec-
tors, such as the emergency services sector; and (2) incorporation of
NLP-based methods for fully automated attack path prediction.
Therefore, in this study, to the best of our knowledge, we address
these shortcomings and present a novel approach to generate hypo-
thetical cyberattack scenarios (i.e., potential attack paths) employ-
ing an automated, NLP-based approach with both cyber-based
and emergency management–based context. We also provide sug-
gested preventive measures for the techniques found in the attack
paths. We use both the MITRE ATT&CK Enterprise Matrix and the
NIST Cybersecurity Framework, as well as the Federal Emergency
Management Agency (FEMA) textual information and relevant
cybersecurity documents, to achieve this. The attack paths gener-
ated show relationships found between techniques in the MITRE
ATT&CK Enterprise Matrix. The length of the attack paths spans
from shortest to longest path and represent a range of attacker skill
levels from script kiddies to top-tier nation states. The techniques
are mapped to the NIST Cybersecurity Framework to identify
further potential relationships between techniques and protective
measures.

Text mining methods are a common multidisciplinary tool used
to analyze word-based data and are at the intersection of computa-
tional linguistics, artificial intelligence/machine learning, statistics,
and information science. NLP has been known to decrease issues
that occur with text mining (Talib et al. 2016), and it is common to
see both when dealing with textual data. Methods such as NLP
have begun to be used in the cybersecurity field for tasks such
as analyzing cyber-related documents (Georgescu 2019). The
high-level steps taken to execute our study were: collecting the
data, transforming the data from unstructured to structured, numeri-
cally representing the text, and establishing relationships and dis-
covering patterns between both the techniques and the techniques
with protective measures based on semantic similarity. Fig. 1 below
shows the workflow of our NLP-based approach in more detail.
Ultimately, our approach aims to generate hypothetical attack
scenarios intended for integration into a larger system. Its deliberate
design revolves around aiding in eventual comprehensive risk
mapping, assessing potential consequences like severity and per-
manence, and evaluating the intricacies involved in executing
attacks linked to specific hazards. This approach stands as a pivotal
early step to enumerate attack paths in this larger system and to
foster the creation of diverse narrative scenarios. These narratives
can offer professionals valuable insights into potential system
breaches by attackers. Moreover, they expand the range of scarce
scenarios available, providing significant learning opportunities for
threat prevention strategies. In the remainder of this section, we
further explain step-by-step each task executed in our approach.

Fig. 1. Our NLP-based framework that automatically generates sets of attack paths from the MITRE ATT&CK Enterprise Matrix’s definitions
of techniques, with both cyber-based and emergency management–based context; maps techniques to protective measures found in the NIST
Cybersecurity Framework to anticipate preemptive solutions; and generates a visualization of the possible attacks.
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Data Sets

To execute the objective of our study, four forms of data sets were
used. We used data in the form of the pretrained Word2Vec cyber-
phrase model (Purba et al. 2020) and textual data from FEMA,
MITRE ATT&CK Enterprise Matrix, and the NIST Cybersecurity
Framework. We will further describe each data set in more detail in
the following sections.

Cyber-Phrase Model
To obtain cybersecurity context, we used the data found in the
pretrained model by Purba et al. (2020), which is trained on cyber-
security related material. This is a Word2Vec-based model that
produces phrase vectorization of text, and demonstrated that it out-
performed word vectorization of the popular, competing models by
the IBM-funded UMBC model and Google’s model (Purba et al.
2020). These were initially considered prior to discovering the per-
formance of the phrase model. The data itself used to train the
model include “CTI reports (Fireeye, Talos, Symantec, APTnotes,
SANS, and others), Common Weakness Enumeration (CWE), Na-
tional Vulnerability Database (NVD), Common Vulnerabilities and
Exposures (CVE), MSDN documents, security books, and security
papers” (Purba et al. 2020). Using this model, this embedded data
was also included in our study for cyber-related information since
we employ this model later in the analysis.

FEMA
To get data related to emergency management information on
cybersecurity, we utilized news and multimedia written pieces
(FEMA 2019, 2020, 2022), a guidance document (FEMA 2009),
and an article/information sheet (FEMA 2023) by FEMA. The in-
formation discusses material on the impact of cyber threats with
emergency management crises, FEMA’s adopted goals and objec-
tives, key messages (e.g., risks associated with where a cyberattack
could occur, types of cyberattacks, etc.), and preparedness mea-
sures. These documents are all used to train the emergency man-
agement–based model we construct that will be discussed in a later
section.

MITRE ATT&CK Enterprise Matrix
As mentioned prior, one of the leading knowledge bases with
cyber-related texts is MITRE ATT&CK. Its core components are
tactics, techniques, sub-techniques, documented adversary usage
of techniques, and other metadata (Strom et al. 2018). The relation-
ships between the various tactics and techniques can be seen in the
matrices. The MITRE ATT&CK Enterprise Matrix in particular
represents the most traditional platforms and technologies, includ-
ing those used in infrastructure systems such as hospitals. The de-
scriptions provided by each technique connect to the tactics and
strategies used by an adversary for an attack. Tactics are the “why”
of a technique, whereas the technique itself is the “how” an adver-
sary achieves its attack (The MITRE 2023). As this study is most
interested in how an attacker can execute a cyber intrusion and
looking at critical infrastructure that represents and uses more tradi-
tional platforms, the Enterprise Matrix techniques were the proper
matrix and information to study. At the time of this analysis, there
were 196 techniques in the Enterprise Matrix version used each
with paragraph descriptions entailing actions that lead to successful
execution. This data is what was used as the techniques in potential
attack paths produced.

NIST Cybersecurity Framework
Upon an executive order by former President Barack Obama to
improve cybersecurity approaches due to national security, the
NIST Cybersecurity Framework was created (Office of the Press
Secretary 2013) and has since been commonly implemented into

cyber risk management. The NIST Cybersecurity Framework is
designed to help mitigate threats associated with cybersecurity
(tackling physical, cyber, and people dimensions) made up of three
parts: the Framework Core, the Framework Implementation Tiers,
and the Framework Profiles (NIST 2023). The Framework Core is
what this study focuses on, as it contains actions that can be taken
and outcomes that can occur with proper prevention. It provides a
cyclical process to managing cyber risks with activities related to
the functions known as identify, protect, detect, respond, and re-
cover (NIST 2023). Since the goal of this work is to protect critical
infrastructure and ensure resources and services are accessible, the
protect function of the Framework was utilized, as it has the same
objective. This function has six categories: Identity Management
and Access Control, Awareness and Training, Data Security, Infor-
mation Protection Processes and Procedures, Maintenance, and
Protective Technology (NIST 2023). These six categories are what
the MITRE ATT&CK Enterprise Matrix techniques are mapped to
in order to see what potential risk management plans can be used on
techniques executed when both a cyber and natural hazard occur.

Web Scrape Data Sets

To obtain the data from FEMA, MITRE ATT&CK, and the NIST
Cybersecurity Framework, web scraping was performed to get
most of the data used. All three data sources have websites where
definitions, documents, etc. are housed. Web scraping is when in-
formation is automatically extracted from a website using an algo-
rithm; it takes content from the website and transforms it to be
saved in an alternative format, such as a spreadsheet. In our case,
we collected and stored the material from the websites into spread-
sheets, with each row representing a definition, block of text from a
document, description of an action, and so on. The common Python
package, BeautifulSoup (Python Package Index 2023), was used to
get the desired text from the three websites. Upon web scraping,
there were three respective spreadsheets for FEMA, MITRE
ATT&CK, and the NIST Cybersecurity Framework with their cy-
bersecurity information.

Preprocess All Text

Textual data is unstructured; therefore, the use of NLP is performed
via preprocessing. Standard techniques such as tokenization, stop
words removal, stemming, and lemmatization were performed on
the text from FEMA, MITRE ATT&CK, and the NIST Cyberse-
curity Framework, as done in previous studies (Salley et al. 2021).
This was done to preprocess the data and transform it so it is pre-
pared to be integrated into a machine learning model. Words with
less than three letters were also removed, as well as filtering out
words that were not nouns, verbs, adjectives, or that were non-
English. When the descriptive text from all three data sources
was cleaned, each data set was then a new corpus of only words
that fit this criterion.

Train NLP Models

For this study, we have three models: (1) the inclusion of the al-
ready pretrained Word2Vec cyber-phrase model for the cyber-based
context to pair techniques (Purba et al. 2020) (which is adjusted
within means to match the parameters of the other models for sim-
ilarity score calculation and pairing of techniques), (2) a Doc2Vec
model we train on the FEMA data set for emergency management–
based context for similarity score calculation and pairing of
techniques, and (3) a Doc2Vec model we train on the NIST Cyber-
security Framework’s descriptions of protective actions for similar-
ity score calculation and classification of techniques later on.
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For the remainder of the paper, these models will be referred to as
the Cyber-phrase model, the FEMA Doc2Vec model, and the NIST
Doc2Vec model. The Cyber-phrase model established by Purba
et al. (2020) uses Word2Vec, which was already embedded into
the downloaded model. Doc2Vec was the selected model for the
two models we built, as it is an extension of Word2Vec, being able
to learn from both word vectors and entire paragraphs to produce
numerical representation (Datta et al. 2020). As we are working
with textual definitions and multiple sentences, Doc2Vec being
able to analyze both words and large portions of text was selected
and employed for vectorization. The dimensions for all three mod-
els were 100, in alignment with the set dimensions of the cyber-
phrase model. For the rest of the parameters in each Doc2Vec
model, similar to previous studies, the baseline hyperparameters
were utilized (Dogru et al. 2021; Gensim 2022). The entire docu-
ments are used to train the Doc2Vec models, as Doc2Vec models
are unsupervised without any annotated information, so there is no
need to withhold any data for a test set (Lau and Baldwin 2016).
After being trained, each model ran an analysis on the MITRE
ATT&CK Enterprise Matrix technique definitions, to begin to cre-
ate embeddings and analyze the similarity of the techniques based
on cyber-based and emergency management–based contexts. This
is discussed in the coming sections.

Word Vectorization

Upon training the models, we then take the clean corpus of the
MITRE ATT&CK Enterprise Matrix technique definitions created
during preprocessing and run them through the models to obtain vec-
torizations of the words in the document. The vectorization process
gives numerical value to each word in the corpus, allowing it to be
analyzed for semantic similarity based on its values via vector rep-
resentation. The produced vectors are normalized, so the magnitude
of the vectors does not influence the similarity scores created. Note:
to train the Doc2Vec models, the FEMA and NIST Cybersecurity
Framework also had to be preprocessed and vectorized.

Compute Similarities

Pairwise cosine similarity is a popular, well-established method
used in similarity analysis, as it is not affected by the length of each
document, but rather by the importance of the words in each docu-
ment and its high accuracy (Ristanti et al. 2019). Eq. (1) shows how
to calculate pairwise cosine similarity, where, if x and y are row
vectors, k is their cosine similarity; the Euclidean (L2) normaliza-
tion projects the vectors on the unit sphere and the dot product finds
the degree of similarity through the cosine of the angle between
them (scikit learn 2023)

kðx; yÞ ¼ xyT

kxkkyk
ð1Þ

The pairwise cosine similarity scores were calculated for the
text run through each model described previously. The cosine sim-
ilarity was then converted into similarity matrices. Similarity scores
were then generated for all possible pairs of the MITRE ATT&CK
Enterprise Matrix techniques with the cyber-phrase model and the
FEMA Doc2Vec model, for further analysis of the possible tech-
nique relationships. The techniques were paired in starting and re-
sulting techniques to visualize their connections and potential
pathways (Xiong et al. 2022). The set threshold for the final pairings
was 0.5. Despite this threshold seeming relatively conservative, it
produces satisfactory results (Zhai et al. 2011) and we wanted to
fully maximize the number of pathways possible. To visualize
the respective pairings, various subset graphs of paths from the

dense networks of all pairings were created, displaying the shortest
and longest paths generated from the NLP-based process and the
manual process (discussed in detail later), respectively. We define
the subset graph of paths asGðN;AÞwhereN is the set of nodes and
A is the set of arcs or edges. The nodes in our study are the MITRE
ATT&CK Enterprise Matrix technique themselves (i.e., technique
names) and the edges represent their similarity score within the set
threshold established. When the NLP-based process was initially
graphed, very dense networks were created that had realistic por-
trayals of some nodes circling back to themselves in attempts to
try techniques again and that the paths to each technique in this net-
work is not too far from one another. The dense graphs, while too
dense for practical output visualization, showed how connected
these techniques are, and examining the degrees of the nodes further
would show the most prominent techniques used for cyberattacks
alone or coinciding with a natural disaster. To illustrate relation-
ships, however, we created figures displaying potential pathways
from one node to another, by looking at a real-life scenario. Due
to availability, the publicly available cyberattack report wewere able
to utilize for visualization was on the Ukraine Cyberattack. The at-
tack occurred in 2015 and caused over 3 hours of power outages,
affecting nearly 225,000 people (CISA 2021). According to the
SANS Industrial Control Systems Library’s ICS Defense Use Case
report on the incident, there were nine technical components, that
were consolidated into six, used by the adversaries (Lee et al.
2016). Pertaining to the MITRE ATT&CK Enterprise Matrix tech-
niques, a critical attack path of this cyberattack began with a spear
phishing attachment to enter the system and ended with a system
shutdown/reboot to hack the system (Xiong et al. 2022). We ran
an analysis on the graph with the starting node as Internal Spearph-
ishing and the resulting node as System Shutdown/Reboot. Our ap-
proach (i.e., NLP-based process) was able to generate several
alternative attack paths to this starting and resulting technique.
Fig. 2(a) illustrates the shortest path (two steps) and Fig. 2(b) illus-
trates the longest path (71 steps) of these techniques for the NLP-
based process. Fig. 3(a) illustrates the shortest path (five steps) and
Fig. 3(b) illustrates the longest path (20 steps) of these techniques
for the manual process (Xiong et al. 2022). These paths may denote
varying levels of attacker expertise, contingent upon the depth of
knowledge and resources employed to execute the attack. The
NLP-based process demonstrates a broader spectrum of attacker
skill levels. This is evident as it accommodates longer longest paths
and shorter shortest paths, indicating a more extensive representa-
tion of skill variations within the system.

The embeddings or vectorizations of the techniques from these
two models were concatenated, representing both cyber and emer-
gency management documentation on threat information, to be
mapped to and classified by the NIST Cybersecurity Framework’s
protective measures.

Map Enterprise Matrix to NIST Framework

The concatenated vectorizations from both the Cyber-phrase
and FEMA Doc2Vec models on the MITRE ATT&CK Enterprise
Matrix technique definitions were mapped to the outlined “Protect”
category via unsupervised classification to the six classes found in
this function. The concatenated vectorizations produced 162,111
pairs, creating a graph with 191 nodes and 18,185 edges. Table 1
shows the results, displaying the projected action that can be taken
to mitigate each associated technique. In this analysis, according to
the similarity scores, five of the six categories were most related to
the MITRE ATT&CK Enterprise Matrix techniques (none were
mapped to Protective Technology). The absence of the implemen-
tation of Protective Technology in this scenario can be justified in
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relation to emergency management and cybersecurity. The lack of
techniques aligning with this category could stem from the desire to
minimize exposure to further vessels of intrusion, which is a prior-
ity for FEMA and other relevant agencies. By avoiding excessive
technological devices, the risk of increased vulnerability is further
mitigated.

Evaluation of Similarity

To test the validity of the similarity scores produced between the
vectors for concatenation and for the classification of techniques
to the NIST Cybersecurity Framework “Protect” actions, p-values
were calculated to determine the statistical significance or linear
relationship between the pairings. Common similarity measures
are cosine similarity or Pearson’s correlation to measure distance
or the relationship between data sets; either can be used, but
one must determine which is best for their study. In this study,
for its ability to be unaffected by scalar transformations in the
data whereas Pearson’s similarity measure can (Van Dongen and
Enright 2012), cosine similarity was used to measure likeness. With
Pearson’s being affected by scalar transformations in the data, this
can impact its correlation coefficient interpretation, therefore, co-
sine similarity was the better measure for this reason and its other
strengths mentioned in a previous section. The two measures
though are mathematically related, being noted Pearson is identical
to the cosine being applied in the cosine similarity calculation (Van
Dongen and Enright 2012). Given the mathematical relationship

between the two, it is noteworthy that while the coefficient may
not be the most reliable metric for assessing correlation or similar-
ity, the p-value of Pearson’s correlation can be employed to ro-
bustly evaluate the significance of cosine similarity. From the
Pearson’s calculation (The SciPy Community 2023), Table 2 below
shows the associated p-value scores between each vector to validate
the merging of embeddings and classification process, testing if the
vectors have a meaningful relationship.

Based on the p-values, it is evident that the relationship between
the cyber-based vectorizations of the technique definitions and the
emergency management–based vectorizations of the technique def-
initions have significant similarity based on the scores produced, in
turn validating the execution of combining these two models that
are strongly associated to provide further context to the overall goal
of protecting both natural and cyber disasters simultaneously. The
p-values also validate the classification performed between the
concatenated cyber-phrase and FEMA Doc2Vec similarity matrix
to the protective actions in the NIST Cybersecurity Framework.
Demonstrating the strong relationship between the data sets shows
the unsupervised classification (i.e., with no ground truth to per-
form typical metrics such as F1 or accuracy) is statistically conclu-
sive for being able to assess similarity of the MITRE ATT&CK
Enterprise Matrix techniques to generate pairings and select catego-
ries for preventive activities. Overall, the low p-values infer that the
models are robust and the similarity scores are reliable measures.

Furthermore, to determine if the attack paths created with this
NLP approach could generate an equal or greater number of attack

(a)

(b)

Fig. 2. (a) Shortest path visualization from starting node (annotated with “Start”) to ending node (annotated with “End”) for the 2015 Ukraine
Cyberattack based on the NLP-based process; and (b) longest path visualization from starting node (annotated with “Start”) to ending node (annotated
with “End”) for the 2015 Ukraine Cyberattack based on the NLP-based process.
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paths predicted by manual processes and faster in completion
(i.e., not taking several hours or days to annotate to determine se-
quences), we compared the quantity and time of our execution of
potential cyberattacks with a previous study that manually gener-
ated attack steps with the MITRE ATT&CK Enterprise Matrix as
well. Xiong et al. (2022) proposed enterpriseLang based on meta
attack language. Through parsing the main enterpriseLang file
there were 1,009 pairs of techniques. Manual annotation not only
can take significant time to do and requires domain expertise, but
there are also challenges with disagreements between annotators
(Trong et al. 2020), which can call into question consistency. With
our final cyber-based and emergency management–based model,
our approach was able to capture 162,111 pairs of potential attack
paths in comparison to the manual process and was able to com-
plete this task in a few minutes. Table 3 displays these results.

The manual process could take hours to days to complete with a
team of researchers; completing the task in a few minutes and with
statistical significance substantially outpaces the manual process-
ing speed.

Discussion

With the digital world progressively growing (e.g., internet usage
increasing), cyberattacks will continue to be an imminent risk that
society faces, particularly when disasters strike simultaneously that
are both natural and human-made. State and local government of-
ficials need to implement cybersecurity plans, drills, or workshops

for emergency preparedness, so they can properly respond to crisis
events and help those in need without the disruption of a cyberat-
tack in their networks, generating more issues to an already height-
ened event. For instance, in 2021, the state of Indiana’s federally
funded Multi-State Information Sharing and Analysis Center
(which helps protect against cyber threats) participated in exercises
to assist them with how to deal with the potential impacts of both a
natural disaster and a cyberattack at the same time, and in 2018 the
city of Houston and the US Army Cyber Institute hosted a three-
day drill on how to handle cyberattacks during a hurricane (Bergal
2021). Efficient training, communication, and regularly updated
policies are pertinent to plan for cyberattacks, as well as state-
of-the-art systems being in place that can mitigate cyber threats
promptly after a major incident occurs that weakens critical infra-
structure needed to sustain communities. An approach such as ours
can be important across multiple sectors, given the interdependen-
cies of the various types of critical infrastructure.

Our study has practical contributions that can positively impact
society. One, our study provides an approach to more quickly
and efficiently assess potential cyberattacks. It also aids in protect-
ing critical infrastructure, such as emergency response telecommu-
nications, pertaining to natural disasters when implemented into
cyberattack prevention efforts. Also, this work can further aid in
mitigating impacts of natural disasters by allowing efficient execu-
tion of response efforts without interference in pertinent networks.
For instance, in the context of emergency medical services, any
disruption in transportation systems could drastically impact re-
sponse times. For example, one possible scenario could be a hacker

(a)

(b)

Fig. 3. (a) Shortest path visualization from starting node (annotated with “Start”) to ending node (annotated with “End”) for the 2015 Ukraine
Cyberattack based on the manual process; and (b) longest path visualization from starting node (annotated with “Start”) to ending node (annotated
with “End”) for the 2015 Ukraine Cyberattack based on the manual process.
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Table 1. The categories found in the “Protect” function in the NIST Cybersecurity Framework and the techniques from the MITRE ATT&CK Enterprise
Matrix matched to mitigate based on similarity scores

Category Techniques

Identity management and
access control

Event triggered execution, execution guardrails, exfiltration over, alternative protocol, subvert trust controls,
supply chain, compromise, system binary proxy execution, valid accounts

Awareness and training Abuse elevation control mechanism, access token manipulation, account access removal, acquire infrastructure,
active scanning, adversary-in-the-middle, audio capture, automated collection, automated exfiltration, bits jobs,
boot or logon autostart execution, boot or logon initialization scripts, browser bookmark discovery, browser
extensions, browser session hijacking, brute force, build, image on host, clipboard data, command and scripting
interpreter, communication through removable media, compromise accounts, compromise client software binary,
compromise infrastructure, credentials from password stores, data destruction, data encoding, data encrypted for
impact, data manipulation, data from configuration repository, data from information repositories, data from local
system, data from network shared drive, data from removable media, debugger evasion, defacement, establish
accounts, event triggered execution, exfiltration over C2 channel, exfiltration over other, network medium,
exfiltration over physical medium, exfiltration over web service, exploit public-facing application, exploitation for
client execution, exploitation for credential access, exploitation for defense evasion, forge web credentials, gather
victim host information, gather victim identity information, gather victim network information, hide artifacts,
hijack execution flow, impair defenses, implant internal image, indicator removal on host, input capture, inter-
process communication, internal spearphishing, lateral tool transfer, masquerading, modify cloud compute
infrastructure, modify registry, modify system image, multi-factor authentication interception, multi-factor
authentication request generation, multi-stage channels, native API, network boundary bridging, OS credential
dumping, obfuscated files or information, office application startup, password policy discovery, peripheral device
discovery, permission groups discovery, phishing, phishing for information, process discovery, process injection,
remote service session hijacking, remote services, remote system discovery, replication through removable media,
resource hijacking, search closed sources, search open technical databases, search open websites/domains, search
Victim-owned websites, server software component, stage capabilities, steal application access token, steal web
session cookie, steal or forge Kerberos tickets, subvert trust controls, system binary proxy execution, system
services, system shutdown/reboot, system time discovery, taint shared content, template injection, traffic signaling,
transfer data to cloud account, trusted developer utilities proxy execution, trusted relationship, unsecured
credentials, use alternate authentication material, user execution, valid accounts, video capture, virtualization/
sandbox evasion, weaken encryption, web service, windows management instrumentation, disk wipe, domain
policy modification, domain trust discovery, drive-by compromise, dynamic resolution, email collection, modify
authentication process, rogue domain controller, rootkit, scheduled task/job, scheduled transfer, screen capture,
encrypted channel, endpoint denial of service, escape to host

Data security System information discovery, system location discovery, system network configuration discovery, system
network connections discovery, system owner/user discovery, system script proxy execution, system service
discovery, system services, compromise infrastructure, container administration command, container and resource
discovery, create account, create or modify system process, use alternate authentication material

Information protection processes
and procedures

Cloud infrastructure discovery, cloud service dashboard, cloud service discovery, cloud storage object discovery,
command and scripting interpreter, process injection, protocol tunneling, proxy, query registry, reflective code
loading, remote access software, remote service session hijacking, unused/unsupported cloud regions, XSL script
processing, phishing for information, phishing, plist file modification, pre-OS boot, web service, boot or logon
autostart execution, boot or logon initialization scripts, unsecured credentials, network boundary bridging, network
denial of service, network service discovery, network share discovery, network sniffing, non-application layer
protocol, non-standard port, OS credential dumping, weaken encryption, data manipulation, data obfuscation, data
staged, data transfer size limits, data from cloud storage object, use alternate authentication material, indicator
removal on host, indirect command execution, ingress tool transfer, inhibit system recovery, input capture,
obfuscated files or information, obtain capabilities, office application startup, server software component, service
Stop, shared modules, software deployment tools, software discovery, stage capabilities, virtualization/sandbox
evasion, account discovery, account manipulation, acquire infrastructure, defacement, deobfuscate/decode files or
information, deploy container, develop capabilities, direct volume access, disk wipe, gather victim network
information, gather victim org information, group policy discovery, hardware additions, user execution, valid
accounts

Maintenance Adversary-in-the-middle, application layer protocol, application window discovery, archive collected data,
exploitation for privilege escalation, exploitation of remote services, external remote services, fallback channels,
file and directory discovery, file and directory permissions modification, firmware corruption, forced
authentication, forge web credentials, unsecured credentials, valid accounts

Table 2. Significance of the similarity pairings generated by each model

Vector X Vector Y p-value

Cyber-Phrase similarity matrix FEMA Doc2Vec similarity matrix <0.05
Cyber-Phrase & FEMA Doc2Vec concatenated similarity matrix NIST Doc2Vec similarity matrix <0.05
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interfering with traffic signals or sensors, causing congestion or po-
tentially fatal accidents (Chowdhury and Zhu 2023). This disrup-
tion would inevitably lead to delays in response times by first
responders, compromising patient stability, escalating the risk of
loss of life, or depriving individuals of timely medical attention,
intensifying the severity of the situation. Approaches such as the
one introduced in this paper can be used to alleviate such scenarios
and possibly prevent such obstacles in these critical infrastructure
sectors. To the domain of research related to protecting critical in-
frastructure and emergency management, the study lays the foun-
dation for the need for more advanced NLP processes to generate
attack scenarios (Ukwen and Karabatak 2021). And it also is an
approach on how to ensure emergency response is not impeded
by cyberattacks (Loukas et al. 2013). To the best of our knowledge,
this study is also one of the first to create an NLP-based model
to generate cyberattacks that considers both the cyber-based and
emergency management–based context, representing both human-
made and natural disasters in the model.

Furthermore, with this study producing hypothetical scenarios,
there is a possibility that the combinations of pairs based on simi-
larities and the multiple paths they generate could create zero-day
or unknown attack paths (Sejr et al. 2020). This can be further stud-
ied going forward to see if this approach generates attack scenarios
not seen before. There is no single solution to protect against all
zero-day attacks, known or otherwise (Ahmad et al. 2023). There-
fore, this study could also contribute to the possibility of methods
that can be used to find more zero-day attacks, then develop
preventive measures for if they occur. Additionally, our study pri-
marily delved into understanding the methods by which an adver-
sary can execute an attack (i.e., techniques), rather than reasons
behind the use of an ATT&CK technique (i.e., tactics). However,
upon deeper analysis, we uncovered that all 14 tactics within the
MITRE ATT&CK Enterprise Matrix are encompassed by the tech-
niques identified through our pairing approach. This opens avenues
for subsequent studies aimed at uncovering additional relationships
between these tactics and techniques, potentially facilitating clas-
sification or other NLP-based analyses. In general, this study can
play a part in overall risk and vulnerability assessments. Such
assessments need threat information and technologies that can con-
tain attacks to be included in its process in order to revise and im-
prove mitigation plans (Pikus 2003). Approaches such as ours lead
to being able to answer the questions of what can go wrong or what
can be done when analyzing such risks (Ezell et al. 2000).

While this study demonstrated a quicker and more effective way
to generate potential cyberattacks, there are some limitations to this
study. One limitation is the scarcity of publicly available reports on
actual cyberattacks, primarily due to privacy concerns, which re-
stricts access for analysis but impedes learning opportunities for
hackers. This in turn makes researching actual cases or implemen-
tation of effective countermeasures difficult. Constant evolution
and advancement of hackers pose another limitation to this study.
As this system develops to produce more cyberattack scenarios, if
hackers got ahold of this information, they could then plan out how

they might be stopped and mitigate around the preventive measures
further. As NLP and text mining for cybersecurity continue to
develop, there should be a larger discussion around what data, mod-
els, or code need to be more confidential versus shared. Cyberat-
tacks are also rarely identical in nature. Therefore, in order to use
this framework new text and definitions should be added as a future
work. Additionally, while the data sets used were able to capture a
good number of relationships between techniques, there are still
more, and this is not a comprehensive list of all possible attack
paths. It is, though, a step toward the NLP-based automation of
these time intensive efforts. Also, more qualitative measures can
be taken to evaluate future works as well. While internal and ex-
ternal validation in terms of team discussion and cross-referencing
with literature has been seen in NLP (Chowdhury and Zhu 2023),
the next step would be surveying cybersecurity working professio-
nals. Similar to other related studies, expert opinion can be incor-
porated on the paths generated to further determine usefulness in
the industry setting (Jallan and Ashuri 2020). Lastly, as with any
language-based model there is concern for “hallucination” from the
model, or outputs containing errors or inconsistencies with reality.
As more active approaches are being generated to detect potential
hallucinations broadly in various NLP-based tasks (Ji et al. 2023),
the next pivotal phase involves delving into potential instances of
hallucination themselves. Future work should analyze and better
understand these anomalies, exploring their existence and analyz-
ing how these hypothetical scenarios might diverge from real-world
feasibility and impact the effectiveness of our demonstrated ap-
proach. Automated approaches to streamline processes reduce po-
tential discrepancies in the annotation process among annotators,
improve efficiency through enabling the forecasting of potential
cyberattacks more quickly, and identify more paths than the anno-
tated process would produce. However, striking a balance between
automated processes and industry conversations that maximize ef-
ficiency, accuracy, and cost-effectiveness, while also considering
factors such as data volume, complexity, and criticality, would best
benefit cybersecurity analyses going forward.

Conclusion

Protecting critical infrastructure from cyberattacks is an important
societal issue that affects various sectors from economics to public
health. Vulnerability of cyber emergency response is not
a new issue (Jennex 2007). However, it is very difficult to protect
systems from cyberattacks as they occur, which is why it is impor-
tant to be able to anticipate and predict what an adversary might do
to be able to better mitigate on the front end and reduce such secu-
rity events (Han et al. 2019). To minimize the threat of cyberat-
tacks, models have been generated to simulate potential cyber
threats. Yet, the issue with most current approaches is that they are
time-consuming and there can be inconsistencies with the annota-
tion (e.g., consistent reproducibility). In this paper, we proposed an
approach that incorporated NLP and text mining to automatically
and systematically generate sets of attack paths from the technique
descriptions in the MITRE ATT&CK Enterprise Matrix. The study
ingested attack-related definitions, produced linkages between
techniques, created an output that shows the relationship between
techniques and the potential pathways an adversary can take to en-
act their desired consequence(s), and provided possible protective
measures that can be taken. This process is a step toward further
protecting critical infrastructure, particularly within the emergency
services sector and during natural disasters, when communities are
at their most vulnerable. Mitigating the risk of additional attacks,

Table 3. Comparison of automated versus manual process for quantity of
technique pairings output

Graph
element

NLP process
(combined cyber-based and

emergency management–based models)
Manual process

(Xiong et al. 2022)

Nodes 191 397
Edges 18,185 904
Pairs 162,111 1,009
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such as data breaches, during a natural disaster is crucial for
enhancing community resilience in such circumstances.

While the focus is on using such generated scenarios to protect
critical infrastructure during disasters, this work can complement
all parts in both the cyclical process of the four phases of emer-
gency management (i.e., mitigation, preparedness, response, and
recovery), and potentially all key functions of the NIST Cyberse-
curity Framework to enhance cybersecurity awareness and manage
risk. Our study emphasizes the urgency of using protective mea-
sures against cyberattacks during natural disasters as it is a rising
concern. The implementation of proper cybersecurity planning and
mitigation strategies for emergency preparedness and response to
crisis events can help those in need and reduce unnecessary inter-
ference in people’s routines or lives caused by cyberattacks. Pro-
tecting critical infrastructure from cyber threats directly aids
community resilience efforts to better protect society. With stronger
community resilience, society will be able to recover faster from
crisis events, such as natural hazards and disasters.
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