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ABSTRACT

Starlink constellations are currently the largest LEOWAN and have
seen considerable interest from the research community. In this
paper, we use high-frequency and high-�delity measurements to
uncover evidence of hierarchical tra�c controllers in Starlink —
a global controller which allocates satellites to terminals and an
on-satellite controller that schedules transmission of user �ows.
We then devise a novel approach for identifying how satellites are
allocated to user terminals. Using data gathered with this approach,
we measure the characteristics of the global controller and identify
the factors that in�uence the allocation of satellites to terminals. Fi-
nally, we use this data to build a model that approximates Starlink’s
global scheduler. Our model is able to predict the characteristics of
the satellite allocated to a terminal at a speci�c location and time
with reasonably high accuracy and at a rate signi�cantly higher
than baseline.

CCS CONCEPTS

• Networks → Network dynamics.
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1 INTRODUCTION

Low-earth orbit (LEO) satellite networks are expected to play an
important role in achieving global broadband-like Internet connec-
tivity since they enable low-latency, last-mile connectivity with-
out heavy infrastructure costs (e.g., cell towers and �ber deploy-
ments), Unfortunately, prior work has shown lackluster network
performance from Starlink-connected end-hosts, both via measure-
ments [22] as well as simulations [7, 18]. Despite these �ndings,
researchers have been unable to propose and validate methods for
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improving the performance of the Starlink network. This is, in
large part, due to the opacity of the network and its scheduling
algorithms. Knowledge of algorithms responsible for determining
which satellites route tra�c from speci�c user terminal locations
is key to engineering performance improvements for the network.
In this paper, we address this gap in knowledge. In particular, we
empirically uncover the scheduling algorithms used by the Starlink
network by analyzing data from high-frequency measurements
from four Starlink terminals (deployed both in the US and the EU)
to servers co-located at their corresponding Point-of-Presence.

From our longitudinal and high-frequency measurements, we
�nd that Starlink routes tra�c from user terminals to their ground
stations in a two-step process. First, a global network controller allo-
cates a satellite to each user terminal based on a variety of factors
including load, geospatial conditions, satellite charge, etc. Our ex-
periments show that these allocations are made every 15-seconds,
globally. Second, a local on-satellite controller schedules �ows from
the user terminals assigned to it. Taken together, these �ndings
suggest that the hierarchical tra�c engineering mechanisms, com-
monly deployed in terrestrial WANs [14], are also deployed by
Starlink. We were able to con�rm the validity of these major �nd-
ings using recent FCC �lings by SpaceX [5].

This work is the �rst to uncover hierarchical controllers and
the characteristics of tra�c engineering in Starlink, due to the
following three key reasons. First, our high-frequency (millisec-
ond granularity) measurements allow us to observe signatures of
tra�c engineering (e.g., abrupt latency changes) that cannot be
observed with the coarse-grained measurements of prior work [22].
Second, by co-locating our destination server at the Starlink PoP,
we minimize the in�uence of terrestrial latency on our measure-
ments. Finally, our novel methodology for identifying the satellite
currently serving a given terminal allows us to obtain ground-truth
regarding the tra�c engineering decisions made by Starlink.

Contributions. This paper makes four main contributions.
• We use high-frequency measurements to show evidence of
hierarchical tra�c engineering on Starlink (§3).

• We develop a novel technique for identifying the satellite that
serves a user terminal (§4).

• We uncover the characteristics and preferences of Starlink’s
global scheduler — i.e., the algorithm responsible for allocating
satellites to speci�c user terminals (§5).

• We develop an approximation of the Starlink global scheduler
that can predict the satellites allocated to user terminals with
reasonably high accuracy (§6).
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2 BACKGROUND

Starlink is a low-earth orbit satellite constellation consisting of
nearly 4000 satellites in the low Earth orbit (LEO). The Starlink
ecosystem has four key components: (1) In-orbit satellites, (2) User
terminals or dishes (3) Ground stations and (4) Points of Presence
(PoPs). Figure 1 shows how these components interact with each
other to provide Internet connectivity to Starlink’s end users.

User terminals. Terminals are deployed on user premises to con-
nect to in-orbit satellites. Starlink user terminals are sophisticated
phased-array antennas equipped with a motor that can physically
reposition the angle of the dish to track fast moving satellites in the
sky. User terminals can connect to any satellite at an angle of eleva-
tion (AOE) higher than 25◦s (see Figure 1). While tens of satellites
satisfy the angle of elevation constraints, a terminal can connect to
only one satellite at a time. Terminals forward user tra�c to the
satellite assigned to them. Internals of the algorithm that maps user
terminals to satellites are currently known only to the operators
of the Starlink network. In this work, we empirically demonstrate
characteristics of this algorithm and build its approximation.

Satellites. A Starlink satellite connects to multiple user terminals
at a time. They allocate radio frames to user terminals mapped to
them to exchange data. In our work, we �nd evidence that this
allocation is determined by a local on-satellite controller. In fact, we
also �nd the description of this controller, referred to as the medium
access control scheduler [15], in recent FCC �lings from SpaceX.
This controller considers factors such as user priority, current load,
and per-terminal �ow characteristics when forwarding the tra�c
from user terminals to ground stations.

Ground stations and PoPs. Ground stations consist of a set of
phased-array antennas that receive tra�c from satellites and send it
through wired links to Starlink’s PoPs. Like user terminals, ground
stations can communicate with satellites at an angle of elevation
higher than 25◦ above the horizon, relative to the ground station.
A PoP is a terrestrial server with wired connectivity to a ground
station. PoPs are connected to the Internet backbone. From the PoP,
the tra�c is routed to the destination on the Internet.

3 EVIDENCE OF TRAFFIC ENGINEERING

Experiment setup: Vantage points. We perform our measure-
ment using four Starlink terminals — one each in Western Europe,
Northeast US, Midwest US, and Northwest US. To improve the preci-
sion of our measurements, we con�gured the Starlink router to op-
erate in bridge mode and connected them to a dedicated Raspberry
Pi via Ethernet. These Pi’s were the source of our measurements.
This approach prevents the complexities which arise from using
wireless routers in the measurement infrastructure. The destina-
tion of our measurements were servers co-located at the Starlink
PoPs assigned to the regions of our user terminals. This choice of
destination allows our measurements to be relatively unimpacted
by the vagaries of terrestrial networking.

Experiment setup: Measurements. We conduct high- frequency
measurements of the round-trip times and packet loss rates between
our sources and destination servers. Packets were sent using iRTT
[3] at the rate of 1 packet/20 ms and iPerf3 at a bandwidth of 50% of
the upstream connection. These parameters were chosen because
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Figure 1: Starlink ecosystem.
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Figure 2: Measured RTT from EU terminal.

they allowed stable and reliable measurements of the Starlink net-
work. At higher frequencies and bandwidths, the packet loss rates
andmeasured round-trip times were highly variable evenwithin the
same measurement period. From these measurements, we recorded
high-resolution round-trip times and packet loss rates. To facilitate
accurate measurements of the round-trip times, the clocks of our
vantage points and servers were routinely synchronized using NTP.

Observation: Starlink relies on a global controller for satellite-

to-terminal scheduling. Figure 2 shows the changes in measured
latency during a brief measurement window of two minutes for
our EU terminal. It is immediately obvious that major changes in
latency characteristics occur every 15 seconds — speci�cally, at the
12th, 27th, 42nd, and 57th second past every minute. Notably, these
changes are observed from all our measured locations for all periods
of time. In addition to visual tests, we are also able to con�rm that
the latency characteristics observed during these consecutive 15-
second windows are statistically di�erent (Mann-Whitney U test; Ħ
< .05) from each other for all locations and over the entire period
of our measurements. These drastic changes in latency are sugges-
tive of global changes in the satellites allocated to user terminals
for several reasons, including: (1) our measurements e�ectively
nullify the impact of terrestrial networks; (2) these e�ects were
observed, simultaneously, from all our vantage points; and (3) these
e�ects were noticed even when our terminals were running well
under capacity. Upon further investigation, we discovered an FCC
�ling from SpaceX which describes a global scheduler for period-
ically allocating terminals to satellites [5]. We conclude that our
measurements have uncovered evidence of this scheduler and the
periodicity of reallocations. It is important to note that this �nding
renders impossible the hypothesis that performance characteristics
are associated with the movement of the satellite assigned to serve
a terminal (e.g., Figure 7 in [17]). This is because changes in satel-
lite allocation occur every 15 seconds which is insu�cient time to



Making Sense of Constellations CoNEXT Companion ’23, December 5–8, 2023, Paris, France

meaningfully cause impacts on performance due to change in satel-
lite positions/distances. Next, we will uncover the characteristics
of this scheduler and develop an o�ine approximation for it.

Observation: Starlinkuses an on-satellite controller for sched-

uling terminal �ows. The second peculiar characteristic of the
latency measurements from our user terminals is that within the
15-second time interval, latency measurements the user terminal
frequently form parallel bands that are a few milliseconds apart.
These bands re�ect evidence that radio frames are allocated to user
terminals by an on-satellite controller in a round-robin fashion. Fur-
ther investigation is required to exactly identify the characteristics
of this controller, which we believe to be the on-satellite Medium
Access Control scheduler described in a SpaceX FCC �ling [15].

4 OBTAINING SATELLITE ALLOCATIONS

Our results show that the Starlink network uses a global scheduler
to assign satellites to user terminals every 15 seconds (Section 2).
Unfortunately, the Starlink mobile app no longer identi�es the satel-
lite that a user terminal is connected to. Not having this knowledge
limits our ability to reverse-engineer the mechanics of Starlink’s
scheduling algorithms. In this section, we develop a novel technique
that leverages Starlink’s obstruction maps to identify the satellite
allocated to a speci�c user terminal. At a high-level, our approach
involves correlating the publicly known positions of the Starlink
satellites with observations of connected satellites recorded by in
the obstruction maps of each terminal.

Data: Obstruction maps. Obstruction maps are 123ĦĮ × 123ĦĮ ,
2-dimensional images which mark the trajectory of satellites that
recently served the user terminal. These images are used to create a
3-dimensional map made available to users via the Starlink mobile
app. The 3-d map is meant to help users identify the quality of the
location of their terminal, highlighting any physical obstructions
between their terminal and any satellites meant to serve the ter-
minal. Figure 3a shows an example of this map from the Starlink
app. We used starlink-grpc-tools [4] to extract the 2-d obstruc-
tion maps every 15 seconds from each terminal. The 3-d maps are
not possible to obtain programmatically. Figures 3b and 3c shows
examples of these maps from two consecutive 15-second time slots.

Data: Satellite positions. Positions of Starlink satellites are avail-
able publicly from a variety of sources in a two-line element(TLE)
format. We use CelesTrak [2] to get the TLEs for Starlink satellites.
Since these �les only indicate satellite positions every six hours,
we use the SGP4 satellite propagation algorithm [26] to calculate
satellite positions, relative to terminal, for a speci�c point in time.

4.1 Methods

We now describe our methods for identifying the satellite currently
serving a user by utilizing obstruction maps and TLE �les.

Method: Uncovering gRPC obstruction map parameters. As
seen in Figures 3b and 3c, the 2-d obstruction maps are plain — only
containing white pixels which indicate the trajectory of recently
connected satellites without any further context (e.g., the angle of
elevation and azimuth). To establish context for the 2-d image, we
make use of the property that the obstruction maps are over-written
with newer satellite trajectories until the terminal is rebooted. By

leaving the terminal online consecutively for a 2-day period, we
allowed the terminal to connect to satellites from practically all
the regions of the sky that are within its �eld of view. Once the
2-d image is completely �lled-up, as shown in Figure 3e, we draw
bounding boxes around these trajectories to identify the center
and boundaries of the 2-d image. Using this method helped us �nd
that: (1) the 2-d obstruction map is a polar plot centered at 62x62;
using polar plots to visualize satellite trajectory in terms of AOE
and azimuth is common practice [11]. (2) the radius of the polar
plot represents the angle of elevation and ranges from 25 to 90 (as
terminals can only connect to satellites above 25◦’s AOE). (3) the
Ă of the polar plot represents the azimuth, where Ă = 0 represents
the North and increases in a clock-wise direction; and (4) the radius
of the contained polar plot is 45 pixels. This context is crucial for
identifying the connected satellites using the trajectories painted
on the 2-d obstruction images.

Method: Isolating satellite trajectory. After recovering the
parameters of the gRPC obstruction map, we use them to identify
the trajectory of the satellite that is allocated to the terminal for
a speci�c 15-second slot (denoted by Į). To obtain this trajectory,
we perform an XOR operation on the obstruction map from Į and
Į − 1 (i.e., the prior 15-second slot). This will result in the erasure
of all satellite trajectories which were common to the two �gures
— leaving visible only the trajectory associated with the satellite
connected to the terminal during slotĮ .We note that for thismethod
to work, we require that satellite trajectories are not overlapping
with the trajectories of previously connected satellites (since an
XOR would erase the overlaps). To ensure that this condition is met,
we perform a terminal reset every 10 minutes (since resetting the
terminal starts a fresh gRPC map).

Method: Identifying serving satellite. For each isolated satellite
trajectory, we compute the AOE and Azimuth for each individual
pixel. For AOE, we calculate the distance of each pixel from the
center of the polar plot (at 45 × 45) – as AOE is represented using
the radius in polar plots. For Azimuth, we calculate the arctan(x,y)
– where x,y is the Ă of each individual pixel relative to the center –
to determine the clock-wise angle between North at 0× 0 and every
pixel in an isolated satellite’s trajectory.

Although we have now computed the positions of the satellite
we are connected to during a 15-second slot, we still do not know
its identity. To identify the current serving satellite, we compare the
AOEs and Azimuths calculated above to those of all satellites in our
terminal’s �eld-of-view – calculated using TLE �les (as described
above) – for the given 15-second slot. For each available satellite’s
position, we compute the Dynamic Time Warping (DTW) [23]
distance with the isolated trajectory positions; the available satellite
with the lowest DTW distance is chosen as the current serving
satellite. Note: To compute DTW distances, we �rst need to convert
all positions from polar to Cartesian co-ordinates.

To validate our matching technique, we plot the trajectories of
all available satellites on a polar plot and visually compare them
to the isolated trajectory. We conduct a manual (visual) pilot test
study of 500 sets of isolated trajectories and polar plots of available
satellite trajectories; the DTW similarity method and our manual
tests overlapped on over 99% of all outcomes.
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(a) Starlink app. (b) gRPC(Į − 1) (c) gRPC(Į ) (d) gRPC(Į − 1) · gRPC(Į ) (e) gRPC map after 2 days.

Figure 3: Obstruction maps (a) obtained from the Starlink app, (b, c) obtained from gRPC for two consecutive 15-second slots Į − 1 and Į , (d)

their XOR, and (e) the gRPC map after two days without a terminal reset.

5 STARLINK’S GLOBAL SCHEDULER

The Starlink network uses a global scheduler to allocate user termi-
nals to individual satellites every 15 seconds (Section 2). However,
the scheduling algorithm is not publicly known. In this section,
we analyze characteristics of satellites that were allocated to our
terminals with the goal of reverse engineering the algorithm of
the global scheduler. On average, there are ∼40 satellites in the
�eld of view of a user terminal during a 15 second slot. Having
identi�ed the satellite that a terminal is connected to during a slot
(Section 4), we compare properties of the satellites that are selected
by the scheduler with those that were available but not chosen.

5.1 Impact of satellite position

Angle of elevation. First, we compare the positions in the sky
of satellites that were available but not selected to the positions of
satellites that were selected by the global scheduler. The position
of a satellite in the sky is de�ned by its AOE and azimuth with
respect to the user terminal. Figure 4 shows that the median angle of
elevation of selected satellites (solid lines) is 22.9◦s higher than that
of the available but unselected satellites (dotted lines). Although
only 30% of all available satellites had their AOEs in 45◦ to 90◦

range, the global scheduler picked 80% of satellites from the range
(averaged over all locations).

Direction. Figure 5 shows the distribution of azimuths of the
two sets of satellites. The plot is divided into 4 quadrants which
represent the direction – stated at the top of each quadrant – of
the satellites relative to the face of the user terminal. Although the
azimuths of available satellites (dotted lines) are evenly distributed
throughout the 4 quadrants, azimuths of selected satellites (solid
lines) are skewed towards the north of the dish, except for the
dish in Ithaca, NY. Further investigation revealed that our user
terminal in Ithaca picked fewer satellites from the north west as
this region was severely obstructed by trees. The terminal in Ithaca
was assigned only 9.7% of the satellites from the region compared
to 55.4% on average by user terminals in other locations. In other
locations, 58% of satellites on average were available towards the
north of the user terminals, however, the user terminal was mapped
to satellites from the north 82% of the times.

Rationale: The International Telecommunication Union has
imposed a mandatory geo-stationary orbit exclusion zone, which
prohibits LEO satellites from transmitting to or receiving from a
ground station while being in the protected part of the sky [1].
This mandate forces terminals at latitudes more than 40◦N, the

25 35 45 55 65 75 85
Angle of elevations of satellites 

0.0

0.2

0.4

0.6

0.8

1.0

Pr
op

or
tio

n 
of

 sa
te

llit
es

 a
va

ila
bl

e/
ch

os
en

Iowa
New York
Madrid
Washington

Figure 4: AOEs of available (dotted) vs. selected (solid) satellites.
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approximate latitude of our terminals, to point much higher than
required by the minimum angle of elevation constraint. This is why
the global scheduler assigns satellites higher up in the �elds-of-
view of our terminals. Moreover, satellites with a higher AOE can
communicate with terminals in a more energy e�cient way. The
distance between the user terminal and satellite increases inversely
with AOE. As radio frequency (RF) power decreases inversely with
distance, satellites farther away need to use signi�cantly more
power to communicate with user terminals.

5.2 Impact of satellite launch dates

The Starlink constellation consists of more than 4,000 satellites
which were released in batches since 2018. We analyze whether
the global scheduler prefers satellites from certain batches over
others. To achieve this, we bin satellites by the year and month of
their launch batch. We then compute the percentage of number of
slots a satellite from a launch was picked vs. the number of slots
a satellite from a launch was available – for all 15 second slots
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Figure 6: Correlation of probability of picking a satellite from a

launch vs. launch date

in our observation. Figure 6 shows a positive correlation between
launch date and probability of a satellite being picked; the Pearson
correlation, averaged over all locations is 0.41 (discarding the New
York location because of signi�cant obstructions). Figure 6 shows an
increase in the probability of being picked of 0.02 when comparing
the latest launch to the earliest (for Iowa).

Rationale: As Starlink satellites are launched in batches, the
di�erence in service time between the latest and oldest satellites
can di�er by years. This can lead to some parts of the constella-
tion going out of service years before others because each Starlink
satellite only has a lifetime of ∼5 years; requiring consistent replace-
ment e�orts to maintain the constellation’s coverage. Hence, using
satellites launched later in time can help o�set the discrepancy in
service times of satellites allowing the constellation to stay stable
for longer. However, as the global scheduler needs to maintain per-
formance/e�ciency of the network for every 15 second slot, other
decisions e.g., position of the satellite, might take precedence over
longer term goals like stabilization of the constellation. This is evi-
dent in the low absolute values of the increase in probability caused
by later launch dates. Regardless, a positive correlation indicates a
preference for using satellites launched later.

5.3 Impact of being sunlit

Starlink satellites use on-board solar panels to provide power for
their operations. However, as satellites orbit the earth, they periodi-
cally go in and out of sunlight. To serve user terminals during times
when a satellite is not under sunlight, it has to conserve energy to
stay functional until it gets sunlight again. Hence, we analyze if
Starlink’s global scheduler has preference for sunlit satellites.

For every 15 second slot, we calculate positions of all available
satellites relative to the sun using the SkyField library. We then
extract 15 second slots during which at least one sunlit and at
least one dark satellite was available. During such slots, the global
scheduler opts for the sunlit satellites 72.3% of the time averaged
over all locations. We also �nd that the global scheduler only picks
dark satellites during 15 second slots where the %(dark/available)
satellites is >= 35% (averaged over all locations). Essentially, the
global scheduler prefers sunlit satellites when both, sunlit and dark
satellites are available in roughly equal majority.

Next, we compare the positions of the dark and sunlit satellites
that were picked by the global scheduler. Figure 7 shows that al-
though the distribution of AOEs of the available, dark and sunlit
satellites, is similar, the distribution of their selected counterparts
is signi�cantly di�erent. Dark satellites are picked when they are at
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Figure 7: AOEs of dark available, dark selected, sunlit available and

sunlit selected satellites.

a higher AOE compared to picked sunlit satellites; 82% of all dark
satellites picked had an AOE above 60◦s compared to 54% of sunlit
satellites. Averaged over all locations, chosen dark satellites had
AOE 29◦s higher than their sunlit counterparts.

Rationale: The RF power decreases inversely with distance
causing satellites to expend more energy in communicating with
the user terminal. As dark satellites have limited battery to stay
functional, the global scheduler assigns satellites to user terminals
that are higher up in the �eld-of-view to conserve energy.

6 MODELING THE GLOBAL SCHEDULER

Our analysis has shown that the Starlink global scheduler has spe-
ci�c preferences i.e., it selects newer satellites that are sunlit, located
towards the North West, and at a high angle of elevation. We now
use these preferences and our data to build an o�ine model of the
scheduler. The goal of this model is to predict characteristics of the
satellite allocated to serve a terminal in a given location and time.

Feature selection. Given a speci�c location and time, we �rst
identify the satellites that are available to serve the user terminal
using our TLE dataset and the SGP4 algorithm. Next, we cluster the
available satellites based on their azimuth (Ă ), angle of elevation (č),
age (ė), and sunlit status (Ċ) as follows: Given a set of satellites (ď)
available at time Ī for location Ģ , the satellite ĩ ∈ ď with parameters

(Ăĩ , čĩ , ėĩ , Ċĩ ) is placed in the cluster: (
Ăĩ−Ć (Ă )
Ă (Ă )

,
čĩ−Ć (č )
Ă (č )

,
ėĩ−Ć (ė)
Ă (ė)

,

Ċ). Here Ć (Į) and Ă (Į) denote the mean and standard deviation of
the feature Į (computed from ď). E�ectively, this approach clusters
satellites by how many standard deviations away from the group
mean each of their features are. For example, a satellite in the cluster
(1, 0, 2, 1) is further than 1 standard deviation away from the mean
azimuth and 2 standard deviations away from the mean age of all
the satellites in ď . As features for our scheduler, we present the
local time (ĪĢ ) and the count of satellites available in each cluster at
the start of the nearest 15-second interval.

Training, testing, and validating our model. Our goal is to
construct a model which takes the above features as input and
returns the cluster to which the allocated satellite belongs. We train
a random forest model because of its robustness to over-�tting
and the explainability of its predictions. We got the parameters
of this model using grid-search and �ve-fold cross-validation. We
use the data gathered from each location and measured satellite
allocations (Section 4) to construct our model — 80% of the data
is used to create a training/testing data-set for a �ve-fold cross-
validation evaluation and the remaining 20% is used to create a
holdout data-set to validate our model’s robustness to over-�tting.
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top-ġ accuracy metric.

Evaluating the model. To measure the accuracy of our model, we
use a top-k-accuracy metric — i.e., we analyze the accuracy of the ġ
most likely predictions made by the model. To put this accuracy in
context, we compare it to the baseline model which simply returns
the (top-ġ) cluster(s) with the most number of available satellites as
its prediction. Our results obtained over our holdout set are shown
in Figure 8. The proposed model signi�cantly outperforms the base-
line model and predicts the correct allocated satellite characteristics
65% of the time (ġ=5 guesses), in comparison to the baseline of 22%.

Feature importance. We use the the gini importance score to
understand which features contribute the most to the learning of
our model. local hour stands out in all locations with a gini impor-
tance score of 0.04; this can be explained by the change in global
scheduler’s decision making process during night time when it
picks dark satellites (which have a higher AOE than their sunlit
counterparts). The feature tuples (-1,-1, -1, 1) and (1, -1, -1, 1) con-
sistently show up as important features for all locations, indicating
that the model is sensitive to azimuths within 1 standard deviation,
on either side of the mean. This can be explained by the global
scheduler’s preference to not pick satellites towards the south as
explained in Section 5. As azimuths (of available satellites) are dis-
tributed evenly from 0 to 360◦s, the range of azimuths indicated by
these features cover azimuths between 90◦s and 180◦s (south).

We also observe important features with the pattern (x,y,-1,1) in-
dicating that the model is sensitive on clusters with sunlit satellites
having age one standard deviation less than the mean implying
scheduler’s preference for newer sunlit satellites. We also observe
important features of the form (x, 2, y, z), indicating that clusters
with AOE 2 standard deviations above the mean (satellites higher
in the sky) are favored by the model.

Limitations. Our model is constructed using only publicly mea-
surable data related to Starlink’s satellites. However, based on dis-
closures in SpaceX’s FCC �lings and patents [5, 15], we expect
that other publicly-unavailable features such as satellite load char-
acteristics will also impact the global scheduler. Therefore, the
performance of our model is constrained by the unavailability of
data. Despite this, our model is demonstrably robust to over-�tting
and is able to make reasonably accurate and explainable predictions
at a rate far higher than baseline.

Model release. To facilitate future simulations and evaluations of
the Starlink network, our model and data is available at this link.

7 RELATEDWORK

Previous work has studied Starlink’s performance along the axes of
latency and throughput with coarse-grained measurements [22, 28]
highlighting some of the issues that the current Starlink network

faces in terms of performance and recommending possible �xes [21].
Performance of other kinds of constellations e.g., Geo-stationary
orbit, has also been analyzed [25]. Researchers have found geo-
graphic variability [17] in Starlink performance. Others have de-
veloped simulations of LEO constellations [18, 29] and uncovered
Starlink’s physical network topology [24] to suggest improvements
to the network [8]. Researchers have proposed to improve end host
performance in Starlink using better routing protocols [12, 13],
better beam-forming techniques [19], satellite network topology
recon�guration [6], clean-slate protocol design [10] and e�cient
satellite hand-o� techniques [16, 20]. Security researchers have also
found potential attack surfaces in Starlink [9, 27]. To the best of our
knowledge, our work is the �rst which conducts �ne-grained mea-
surements to partly reverse-engineer the inner workings Starlink’s
global and tra�c schedulers.

8 LIMITATIONS AND FUTURE WORK

Generalizabilty of our �ndings. Our results show that the global
scheduler exhibits similar behavior for all of our geographically
distributed vantage points. Although our �ndings are generalizable
to a wide range of longitudes, we understand that the global sched-
uler can be forced to make di�erent decisions in other latitudes
e.g., in the southern hemisphere, because of a change in the GSO
exclusion zone [1]. To counter this limitation, we plan on including
vantage points from a wide variety of latitudes in our future work.

Impact of performance related features. The purpose of this
work was to understand if publicly available data could be used to
analyze the global scheduler’s decision making process. Although
we were able to get valuable insights, we understand that perfor-
mance related features e.g., tra�c load on satellites, can possibly
play a signi�cant role in the decision making process. However,
measuring this relationship would require a more elaborate experi-
mental setup, which is part of our future work.

9 CONCLUSIONS

In this paper, we leveraged high-frequency and high-�delity mea-
surements from four globally distributed vantage points to uncover
the presence of a hierarchical tra�c controller — a global controller
for allocating satellites to user terminals and an on-satellite local
controller for scheduling user �ows. Using a novel technique for
identifying the satellites allocated to terminals, we identi�ed the
characteristics and preferences of the global scheduler and devel-
oped an o�ine approximation. Taken all together, our work is a �rst
step towards understanding Starlink’s tra�c engineering decisions
and supporting future e�orts to model and evaluate scheduling
algorithms for the Starlink network.
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