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Stochastic Variance-Reduced Majorization-Minimization Algorithms\ast 
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Abstract. We study a class of nonconvex nonsmooth optimization problems in which the objective is a sum of
two functions; one function is the average of a large number of differentiable functions, while the other
function is proper, lower semicontinuous. Such problems arise in machine learning and regularized
empirical risk minimization applications. However, nonconvexity and the large-sum structure are
challenging for the design of new algorithms. Consequently, effective algorithms for such scenarios are
scarce. We introduce and study three stochastic variance-reduced majorization-minimization (MM)
algorithms, combining the general MM principle with new variance-reduced techniques. We provide
almost surely subsequential convergence of the generated sequence to a stationary point. We further
show that our algorithms possess the best-known complexity bounds in terms of gradient evaluations.
We demonstrate the effectiveness of our algorithms on sparse binary classification problems, sparse
multiclass logistic regressions, and neural networks by employing several widely used and publicly
available data sets.
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1. Introduction. We focus on a class of nonsmooth and nonconvex problems of the form

min
x\in Rd

\{ F (x) := f(x) + r(x)\} ,(1.1)

where r : Rd \rightarrow R \cup \{ +\infty \} is a proper and lower semicontinuous function, d is a positive
integer, and f has a large-sum structure, that is,

f(x) =
1

n

n\sum 
i=1

fi(x),(1.2)

where n is a positive integer and fi : Rd \rightarrow R is differentiable (possibly nonconvex). The
large-sum structure captures, in particular, regularized empirical risk, where fi represents a
loss function on a single data point and r is often a nonsmooth (possibly nonconvex) function
that regularizes the promotion of sparse solutions, such as \ell 1-norm, Geman [17], MCP [52],
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STOCHASTIC VARIANCE-REDUCED MM 927

log-sum penalty [8], and exponential concave penalty [7]. Thus, problem (1.1) models a broad
range of optimization problems from convex problems (i.e., fi and r are convex functions),
such as logistic regression, to fully nonconvex problems (i.e., both fi and r are nonconvex)
such as optimizing deep neural networks. Since nonconvex optimization became indispensable
in recent advances in machine learning models, we focus our attention on the fully nonconvex
scenario in problem (1.1). Specifically, we are interested in the case where the number of
components n is extremely large since it is a key challenge in the era of big data applications.

1.1. Notation. We follow standard notation as in [4, 46]. For any real number a, \lfloor a\rfloor 
denotes the largest integer less than or equal to a while \lceil a\rceil denotes the smallest integer
greater than or equal to a. We use [n] to denote the set \{ 1,2, . . . , n\} . For k \in N and b \in [n],
we denote by Ik the index batch which is a list of (possibly repeated) indices (i1, i2, . . . , ib) of
fixed size b where each index ij is independently and randomly chosen from [n]. We refer to
Ik as a batch of size b. Let x0 \in Rd. With a sequence xk \in Rd and a sequence of batches Ik,
we associate x - 1

i = x0 for all i\in [n], and inductively, having defined xk - 1
i , we set

xki =

\Biggl\{ 
xk, i\in Ik,

xk - 1
i otherwise.

(1.3)

In other words, xki is updated to xk if and only if i \in Ik. Denote \xi k = Ik for MM-SAGA and
\xi k = (Ik, dk) for MM-SVRG and MM-SARAH (see descriptions of MM-SAGA, MM-SVRG, and MM-SARAH

in section 3), where dk \in \{ 0,1\} .
Let \Omega be the sample space of all sequences \omega = \{ \omega k\} \infty k=0, \omega k = \xi k. We define a sequence of

\sigma -algebras \scrF k on \Omega as follows. Fix k\geq 1. For each (\xi 0, \xi 1, . . . , \xi k - 1), define the cylinder set

C(\xi 0, \xi 1, . . . , \xi k - 1) := \{ \omega \in \Omega :w0 = \xi 0, \omega 1 = \xi 1, . . . , \omega k - 1 = \xi k - 1\} .

Denote by Ck the collection of all cylinder set C(\xi 0, \xi 1, . . . , \xi k - 1). Now denote \scrF k := \sigma (Ck)
the \sigma -algebra generated by Ck, and \scrF := \sigma 

\bigl( 
\cup \infty 
k=1C

k
\bigr) 
. Clearly, the \sigma -algebra sequence \{ \scrF k\} 

satisfies \scrF k \subset \scrF k+1 \subset \scrF for all k \geq 1. Thus, the \sigma -algebra \scrF is associated with a probability
measure p forming the probability space (\Omega ,\scrF , P ). We use Ek as shorthand for the conditional
expectation operator E[\cdot | \scrF k] given \scrF k.

Throughout, \langle \cdot , \cdot \rangle denotes the inner product in Rd with induced norm \| \cdot \| defined by
\| x\| =

\sqrt{} 
\langle x,x\rangle , x \in Rd. We set R+ = \{ r \in R : r \geq 0\} . For a nonempty closed set \scrC \subset Rd, the

distance of x from \scrC is defined by dist(x,\scrC ) = infy\in \scrC \| x - y\| . An extended-real-valued function
g :Rd \rightarrow R \cup \{ +\infty \} is said to be proper if its domain, the set dom g = \{ x \in Rd : g(x)<+\infty \} ,
is nonempty. We say that g is lower semicontinuous if, at each x\ast \in Rd,

g(x\ast )\leq lim inf
x\rightarrow x\ast 

g(x).

Let \alpha \in R. We say that g is \alpha -convex if g - \alpha 
2 \| \cdot \| 2 is convex, equivalently, if

g((1 - \lambda )x+ \lambda y)\leq (1 - \lambda )g(x) + \lambda g(y) - \alpha 

2
\lambda (1 - \lambda )\| x - y\| 2 \forall x, y \in Rd, \lambda \in [0,1].

In particular, g is convex if and only if g is 0-convex. In the case where the function g is
\alpha -convex, we say that g is \alpha -strongly convex if \alpha > 0 and we say that g is \alpha -weakly convex if
\alpha < 0. Finally, \partial f denotes the subdifferential of the function f (see Definition 2.1).
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928 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

1.2. Motivation and related work. In the convex setting, a standard method for solving
the noncomposite form (r = 0) of problem (1.1) is the gradient descent method (GD). Given
an initial point x0 \in Rd, the iterative step of the GD method computes xk+1 by

xk+1 := xk  - \eta k\nabla f(xk),

where \eta k > 0 is a stepsize and k is a nonnegative integer. In (1.2), if the number of components
n is very large, each iteration of the GD method becomes extremely expensive since it requires
the computation of the gradient for all of the components fi. An effective alternative is the
standard stochastic gradient method (SGD) [44]. In this case, in each iteration, the SGD draws
randomly ik from [n] and updates xk+1 by

xk+1 := xk  - \eta k\nabla fik(x
k).

The advantage of the SGD method is that in each iteration, it only evaluates the gradient of
a single component function. Consequently, the computational cost per iteration is only 1/n
of that of the full step in the GD method. However, due to the variance, inadvertently gener-
ated by random sampling, the SGD method converges much slower than the full GD method.
Fortunately, we can overcome this drawback by variance reduction techniques, utilizing in-
formation regarding the gradient from previous iterations to construct a better estimation of
the gradient at the current step. To date, some of the most widely applied variance reduction
methods in the literature are the stochastic average gradient algorithm (SAGA) [12], the stochas-
tic variance-reduced gradient (SVRG) [22], and the stochastic average gradient (SAG) [49]. We
note in passing that SAGA is an unbiased version of SAG. Variance reduction methods inherit
the advantage of low iteration cost of the SGD method while providing similar convergence
rates of the full GD method in convex settings.

Thus far, however, only several variance reduction methods have been developed in order to
deal with nonconvex optimization problems possessing the large-sum structure. Furthermore,
these methods mainly focus on special cases of (1.1), where r= 0, such as [1, 2, 38], or where
r is convex, such as [21, 30]. For the fully nonconvex problem with an extremely large value of
n (such as we study here), such developments become even more challenging. Consequently,
research in this direction is sparse. Several recent studies, such as [27, 28, 31, 50], promote
stochastic methods based on the difference-of-convex (DC) algorithm, developed in [29, 42],
or majorization-minimization (MM), developed in [26]. In particular, if fi is L-smooth and r
has a DC structure, that is, r= r1 - r2 with r1 being proper lower semicontinuous convex and
r2 being convex, problem (1.1) can be reformulated as a DC program

min
x\in Rd

G(x) - H(x),(1.4)

where G(x) = \mu 
2\| x\| 2+r1(x) and H(x) = \mu 

2\| x\| 2 - f(x)+r2(x) are convex functions with \mu \geq L.
The classic DC algorithm (DCA) linearizes the function H iteratively and updates xk+1 by

xk+1 = argmin
x\in Rd

\mu 

2
\| x\| 2 + r1(x) - 

\Bigl\langle 
\mu xk  - \nabla f(xk) + yk, x

\Bigr\rangle 
(1.5)

for some yk \in \partial r2(x
k).
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D
ow

nl
oa

de
d 

01
/2

9/
25

 to
 1

98
.8

2.
23

0.
35

 . 
R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



STOCHASTIC VARIANCE-REDUCED MM 929

In [27, 50], a stochastic version of DCA, named SDCA, was studied based on the idea of
incrementally linearizing the components \mu 

2\| x\| 2 - fi(x)+r2(x) of H. More specifically, \mu xk - 
\nabla f(xk) + yk is replaced by the so-called SAG estimator

\widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}H(xk) :=
1

n

n\sum 
i=1

\Bigl[ 
\mu xki  - \nabla fi(x

k
i ) + yki

\Bigr] 
, where yki \in \partial r2(x

k
i ).(1.6)

Consequently, subproblem (1.5) is replaced by

xk+1 = argmin
x\in Rd

\mu 

2
\| x\| 2 + r1(x) - 

\Bigl\langle \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}H(xk), x
\Bigr\rangle 
,(1.7)

where yki \in \partial r2(x
k
i ) for all i.

Recently, Le Thi et al. [28] developed stochastic DC algorithms, named DCA-SAGA and
DCA-SVRG, based on the so-called SAGA and SVRG estimators for the problem in which r is a
DC function. Specifically, DCA-SAGA applied to (1.4) successively replaces \mu xk  - \nabla f(xk) in
DCA's subproblem (1.5) by the SAGA stochastic gradient estimate,

\widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}

\Bigl( \mu 
2
\| \cdot \| 2  - f

\Bigr) 
(xk) :=

1

b

\sum 
i\in Ik

\Bigl[ 
\mu xk  - \nabla fi(x

k) - \mu xk - 1
i +\nabla fi(x

k - 1
i )
\Bigr] 

+
1

n

n\sum 
i=1

\Bigl[ 
\mu xk - 1

i  - \nabla fi(x
k - 1
i )
\Bigr] 
,

which, when combined with (1.5), implies that

xk+1 = argmin
x\in Rd

\mu 

2
\| x\| 2 + r1(x) - 

\Bigl\langle \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}

\Bigl( \mu 
2
\| \cdot \| 2  - f

\Bigr) 
(xk) + yk, x

\Bigr\rangle 
.(1.8)

In comparison, DCA-SVRG replaces \mu xk  - \nabla f(xk) in DCA's subproblem by the SVRG stochastic
gradient estimate:

\widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}

\Bigl( \mu 
2
\| \cdot \| 2  - f

\Bigr) 
(xk) : =

1

b

\sum 
i\in Ik

\Bigl[ 
\mu xk  - \nabla fi(x

k) - \mu \~xk +\nabla fi(\~x
k)
\Bigr] 
+ \mu \~xk  - \nabla f(\~xk)

= \mu xk  - \widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}f(x
k),

(1.9)

where \~xk = xk if k \in mN, and \~xk - 1 otherwise, where m is a fixed positive integer. Conse-
quently, the corresponding subproblem for DCA-SVRG is

xk+1 = argmin
x\in Rd

\mu 

2
\| x - xk\| 2 + r1(x) - 

\Bigl\langle 
 - \widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}f(x

k) + yk, x
\Bigr\rangle 
.(1.10)

In general, problem (1.1) can be solved by an MM principle such that at each iteration, a
complex objective function is approximated by an upper bound which is created around the
current iteration and which can be minimized effectively. This step is called the majorization
step. The minimum of this upper bound (the minimization step) is then used to sequentially
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create another, hopefully tighter, upper bound (another majorization step) to be minimized.
More specifically, the MM scheme applied to (1.1) computes xk+1 by

xk+1 \in argmin
x\in Rd

\mu 

2
\| x - xk\| 2 +

\Bigl\langle 
\nabla f(xk), x - xk

\Bigr\rangle 
+ u(x,xk),(1.11)

where u(x,xk) is an upper bound (or surrogate; see Definition 3.1) of r at xk. Indeed, vari-
ous deterministic approaches can be interpreted from the MM point of view such as proximal
or gradient-based methods [3, 6, 11, 18, 23, 32, 35, 47], and expectation-maximization al-
gorithms in statistics [13, 33]. To date, many extensions of MM have been developed, e.g.,
[9, 10, 19, 20, 24, 40, 43]. However, only a few algorithms have been applied in the large-
sum structure settings. In particular, Mairal [31] introduced the minimization of incremental
surrogate (MISO) that applies to problem (1.1) and successively updates xk+1 by

xk+1 \in argmin
1

n

n\sum 
i=1

\Bigl[ \mu 
2
\| x - xki \| 2 +

\Bigl\langle 
\nabla fi(x

k
i ), x - xki

\Bigr\rangle 
+ fi(x

k
i ) + u(x,xki )

\Bigr] 
,(1.12)

where u(\cdot , xki ) is a surrogate of r at xki . However, in order to study asymptotic convergence,
Mairal [31] employs a strong assumption, namely, that the approximation errors h(x,xki ) :=
u(x,xki ) - r(x) are L-smooth in x. It is noteworthy that although MISO was inspired by SAG (see
(1.6)), it does not recover SAG as a special case for smooth and composite convex optimization.

To the best of our knowledge, the incorporation of new stochastic gradient estimators
SAGA, SVRG, and the stochastic recursive gradient (SARAH) [37] into MM algorithms for solving
the nonconvex problem (1.1) was not previously studied.

1.3. Contribution and organization. For solving problem (1.1) in the case where it in-
corporates a large-sum structure and nonconvexity of the objective, we introduce three sto-
chastic variance-reduced majorization-minimization (SVRMM) algorithms: MM-SAGA, MM-SVRG,
and MM-SARAH. Unlike MISO, the SVRMM iterates on r and the large-sum f separately. In par-
ticular, at each iteration, MM-SAGA, MM-SVRG, and MM-SARAH replace the full gradient of f in
the deterministic MM by stochastic gradient estimators employing SAGA, loopless SVRG, and
loopless SARAH, respectively. It is important to note that MM-SAGA updates the proximal term
\mu 
2\| x - xk\| 2 at the current iterate xk in the same manner as in the MM scheme. This distin-
guishes MM-SAGA from DCA-SAGA when applied to the DC program (1.4), where the latter's
update rule consists of the proximal \mu 

2\| x - \=xk\| 2 at \=xk = 1
b

\sum 
i\in Ik [x

k - xk - 1
i ]+ 1

n

\sum n
i=1 x

k - 1
i . In

addition, we point out that MM-SVRG employs the loopless SVRG estimator, which was shown
to have superior performance [25] when compared to the classic estimator technique SVRG,
employed in DCA-SVRG.

Under mild assumptions, we analyze the subsequential convergence for the generated
sequence of the SVRMM algorithms. More concretely, we show that each limit point of the
generated sequence is a stationary point of problem (1.1). Meanwhile, Le Thi et al. [28]
showed that each limit point x\ast of the generated sequence by their algorithms DCA-SAGA

and DCA-SVRG is a DC critical point of G  - H, i.e., \partial G(x\ast ) \cap \partial H(x\ast ) \not = \emptyset , which is weaker
than the stationary point property, since \partial F \subset \partial G  - \partial H. Furthermore, we show that our
algorithms have \scrO (k - 1/2) convergence rate with respect to the proximity to a stationary
point. In order to obtain an \epsilon -stationary point, we show that MM-SAGA and MM-SVRG have

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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STOCHASTIC VARIANCE-REDUCED MM 931

Table 1
SVRMM versus stochastic-based DCA.

Method Requirement Stepsize Batch size Complexity Reference

DCA-SAGA [28] n
\surd 
n+b
b2

\leq 1
4

2\mu  - L
\mu +L

1
2L

b= \lceil 21/42n3/4\rceil \scrO (n3/4/\epsilon 2) Theorem 5(5)

DCA-SVRG [28] m\surd 
b
\leq 1

4
\surd 
e - 1

2\mu  - L
\mu +L

1
2L

b= \lfloor n2/3\rfloor , m= \lfloor 
\surd 
b

4
\surd 
e - 1

\rfloor \scrO (n2/3/\epsilon 2) Theorem 2(4)

MM-SAGA (new) n

b3/2
\leq 1

4
2\mu  - L

L
1
L

b= \lceil 25/3n2/3\rceil \scrO (n2/3/\epsilon 2) Corollary 4.10(a)

MM-SVRG (new) m\surd 
b
\leq 1

4
2\mu  - L

L
1
L

b= \lfloor n2/3\rfloor , m=
\surd 
b

4
\surd 
2

\scrO (n2/3/\epsilon 2) Corollary 4.10(b)

MM-SARAH (new)
\surd 

m\surd 
b
< 1

2
2\mu  - L

L
1
L

b= \lfloor n1/2\rfloor , m= b
8

\scrO (n1/2/\epsilon 2) Corollary 4.10(c)

complexity of \scrO (n2/3/\epsilon 2) while MM-SARAH has complexity of \scrO (n1/2/\epsilon 2) in terms of gradient
evaluations. That is, our results are superior to those of DCA-SAGA and DCA-SVRG which have
complexity of \scrO (n3/4/\epsilon 2) and \scrO (n2/3/\epsilon 2), respectively, for finding an \epsilon -DC critical point.
Another advantage of our methods is that we do not impose L-smoothness on the function r;
it may be nonsmooth and nonconvex, but rather, in order to obtain our results, the stochastic
DCA based algorithms require that the second DC component of r, namely, the component r2
in the decomposition r = r1  - r2, is L-smooth. Table 1 contains a comparison between our
new methods and DCA-SAGA and DCA-SVRG for solving nonsmooth nonconvex optimization
problems, in terms of the requirement on our stepsize 1/\mu and our batchsize b, in order to
achieve the corresponding complexity.

In Table 1, the stepsizes and batchsizes of DCA-SAGA and DCA-SVRG are taken from [28],
and the stepsizes and batchsizes for MM-SAGA, MM-SVRG, and MM-SARAH are chosen in order to
achieve the optimal order of complexity. We also note in passing that by setting the stepsize
1
\mu = 1

2L , we obtain the same complexity in all three SVRMM algorithms.
Finally, we apply our algorithms to solve three problems in order to illustrate their ap-

plicability and efficiency: sparse binary classification with nonconvex loss and regularizer,
sparse multiclass logistic regression with nonconvex regularizer, and feedforward neural net-
work training.

The paper is organized as follows. In section 2, we present basic concepts and properties in
nonconvex optimization. In section 3, we present our algorithms. We analyze the convergence
properties of our methods in section 4. In section 5, we provide a demonstration by numerical
experiments, followed by conclusions in section 6.

2. Preliminaries.

Definition 2.1 (Fr\'echet and limiting subdifferential [46, Definition 8.3]). Let g : Rd \rightarrow R \cup 
\{ +\infty \} be a proper lower semicontinuous function.

(a) For each x\in domg, we denote by \^\partial g(x) the Fr\'echet subdifferential of g at x. It contains
all of the vectors v \in Rd which satisfy

lim inf
y \not =x,y\rightarrow x

1

\| y - x\| (g(y) - g(x) - \langle v, y  - x\rangle )\geq 0.

If x \not \in dom g, we set \^\partial g(x) = \emptyset .

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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(b) The limiting subdifferential \partial g(x) of g at x\in dom g is defined by

\partial g(x) :=
\Bigl\{ 
v \in Rd : \exists xk \rightarrow x, g(xk)\rightarrow g(x), vk \in \^\partial g(xk), vk \rightarrow v

\Bigr\} 
.

If g is convex, then the Fr\'echet and limiting subdifferentials coincide with the convex
subdifferential:

\partial g(x) =
\Bigl\{ 
v : g(y)\geq g(x) + \langle y - x, v\rangle \forall y \in Rd

\Bigr\} 
.

Definition 2.2 (L-Lipschitz). A mapping T :D\subset Rd \rightarrow Rk is said to be L-Lipschitz, L\geq 0,
if

\forall x, y \in D, \| Tx - Ty\| \leq L\| x - y\| .

Definition 2.3 (L-smooth). Let g : Rd \rightarrow R. We say that g is L-smooth if it is everywhere
differentiable and its gradient, \nabla g, is L-Lipschitz.

We now recall several useful basic facts.

Lemma 2.4. Let g and h be proper and lower semicontinuous. Then,
(a) 0\in \partial g(\=x) if g attains a local minimum at \=x\in dom g;
(b) \partial f(\=x) = \partial g(\=x)+\nabla h(\=x) if f = g+h and h is continuously differentiable in a neighbor-

hood of \=x;
(c) g(x)\geq g(y) + \rho \| x - y\| 2 if g is convex and y is defined by

y= argmin
z

\Bigl\{ 
g(z) +

\rho 

2
\| z  - x\| 2

\Bigr\} 
;

(d) | g(x) - g(y) - \langle \nabla g(y), x - y\rangle | \leq L
2 \| x - y\| 2 for all x, y \in Rd if g is L-smooth.

Proof. (a) See, e.g., [46, Theorem 8.15]. (b) See, e.g., [46, Exercise 8.8]. (c) See, e.g., [5,
Theorem 6.39]. (d) See, e.g., [36, Lemma 1.2.3].

Definition 2.5 (\epsilon -stationary point). A point x\ast is said to be an \epsilon -stationary point of g if

dist(0, \partial g(x\ast ))\leq \epsilon .

In particular, we say that x\ast is a stationary point of g if it is a 0-stationary point.

The following lemma is a fundamental tool in our convergence analysis.

Lemma 2.6 (supermartingale convergence [45, Theorem 1]). Let \{ Yk\} ,\{ Zk\} , and \{ Wk\} be
three sequences of random variables and let \{ \scrF k\} be a sequence of sub-\sigma -algebras such that
\scrF k \subset \scrF k+1 for all k. Assume that, almost surely,

(a) for each k, \{ Yk\} ,\{ Zk\} , and Wk are nonnegative \scrF k-measurable random variables;
(b) E[Yk+1| \scrF k]\leq Yk  - Zk +Wk for each k;
(c)
\sum +\infty 

k=0Wk <+\infty .
Then,

\sum +\infty 
k=0Zk <+\infty , and \{ Yk\} converges to a nonnegative random variable, almost surely.

3. Stochastic variance-reduced majorization-minimization. In this section, we introduce
three SVRMM algorithms for solving problem (1.1). To this end, we define surrogate functions
as follows.
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STOCHASTIC VARIANCE-REDUCED MM 933

Definition 3.1 (tangent majorant function). A function u :Rd \times Rd \rightarrow R \cup \{ +\infty \} is said to
be a tangent majorant function of r :Rd \rightarrow R\cup \{ +\infty \} if

(a) u(y, y) = r(y) for all y \in Rd;
(b) u(x, y)\geq r(x) for all x, y \in Rd.

We introduce our first SVRMM algorithm, which we call MM-SAGA. It combines the deter-
ministic MM and the SAGA-style of stochastic gradient update. In particular, we replace the
full gradient \nabla f(xk) in the deterministic MM (1.11) with the stochastic gradient estimate\widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}f(x

k) as follows:

\widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}f(x
k) =

1

b

\sum 
i\in Ik

\Bigl( 
\nabla fi(x

k) - \nabla fi(x
k - 1
i )
\Bigr) 
+

1

n

n\sum 
i=1

\nabla fi(x
k - 1
i ),(3.1)

where xki is determined by (1.3) with x - 1
i = x0 and \nabla fi(x

 - 1
i ) =\nabla f(x0) for i= 1, . . . , n.

Our second SVRMM algorithm, named MM-SVRG, is inspired by a loopless SVRG estimator.
Specifically, we replace the full gradient \nabla f(xk) in the deterministic MM (1.11) by the loopless
SVRG stochastic gradient estimate \widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}f(x

k) as follows:

\widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}f(x
k) =

1

b

\sum 
i\in Ik

\Bigl( 
\nabla fi(x

k) - \nabla fi(\~x
k)
\Bigr) 
+\nabla f(\~xk),(3.2)

where \~x - 1 = x0 and \~xk = xk if dk = 1 and \~xk - 1 otherwise, with dk being randomly chosen
from \{ 0,1\} such that dk = 1 with probability (w.p.) 1/m and 0 otherwise with m> 1. That
is, \~xk = xk w.p. 1/m and \~xk - 1 otherwise.

Our third SVRMM algorithm is named MM-SARAH, in which we replace the gradient \nabla f(xk)
in the deterministic MM (1.11) with a loopless variant of SARAH as follows:

\widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x
k) =

\left\{     
\nabla f(xk) if dk = 1,
1

b

\sum 
i\in Ik

\Bigl( 
\nabla fi(x

k) - \nabla fi(x
k - 1)
\Bigr) 
+ \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x

k - 1) otherwise,(3.3)

where x - 1 = x0, and \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x
 - 1) =\nabla f(x0).

The general framework of our SVRMM algorithms is described in Algorithm 3.1, wherein
MM-SAGA, MM-SVRG, and MM-SARAH employ their own gradient estimate \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}f(x

k),\widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}f(x
k), and \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x

k), accordingly. Additional details regarding our new algorithms
are available in supplementary material section SM1.

Remark 3.2 (MM-SAGA vs. DCA-SAGA). The update rule (1.8) of DCA-SAGA [28] is

min
x\in Rd

\mu 

2
\| x - \=xk\| 2 +

\Bigl\langle \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}f(x
k), x
\Bigr\rangle 
+ r1(x) - 

\Bigl\langle 
yk, x
\Bigr\rangle 
,

where \=xk = 1
b

\sum 
i\in Ik(x

k - xk - 1
i )+ 1

n

\sum n
i=1 x

k - 1
i and yk \in \partial r2(x

k). This update is different from

our update rule (3.4) in MM-SAGA which employs the proximal term \mu 
2\| x - xk\| 2, in the same

manner as in the deterministic MM.
It is worth mentioning an advantage of MM-SAGA when compared to DCA-SAGA in terms

of memory storage, which can be described as follows. For MM-SAGA, one employs xki solely
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934 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

Algorithm 3.1. SVRMM framework.

Input: x0 ∈ Rd, a batch size b ∈ [n], µ > L
2 , a gradient estimator ∇ (either ∇SAGA, ∇SVRG, or

∇SARAH), m > 1 for ∇SVRG and ∇SARAH, a tangent majorant function u of r, and

k = 0.
repeat

Choose a random batch Ik of size b.
Compute the stochastic gradient estimate ∇f(xk): using (3.1) for MM-SAGA, using (3.2) for
MM-SVRG, using (3.3) for MM-SARAH.

Compute

(3.4) xk+1 ∈ argmin
x∈Rd

µ

2
x− xk 2 + ∇f(xk), x + u(x, xk).

until Stopping criterion.
Set k ← k + 1

for computing \nabla fi(x
k
i ). In other words, (3.1) and (3.4) are defined and updated using only

gradient values. Thus, it suffices to keep only the value \nabla fi(x
k
i ), and then discard xki . In many

problems, such as binary classifications and multiclass logistic regressions, each gradient \nabla fi
is a scalar multiple of the data point i, where the scalar can be updated in each iteration.
In such cases, one may only store the weights, instead of the full gradient \nabla fi, e.g., [12].
In contrast, for DCA-SAGA, in addition to the values of gradients \nabla fi(x

k
i ), one must store all

vectors xki in order to compute \=xk in each iteration.

Remark 3.3. It is worth noting that MM-SVRG employs the loopless SVRG estimator which
was demonstrated to have practical advantages in [25] when compared to the estimator (1.9)
used in DCA-SVRG [28]. We also note that although the loopless SVRG estimator and SVRG may
seem similar, they differ in the \~xk-update. Specifically, the loopless SVRG estimator updates
\~xk = xk with a probability of 1/m (m > 1), while the SVRG estimator updates \~xk = xk after
every m iterations, i.e., if k \in mN (m is a fixed positive integer). In other words, the loopless
SVRG estimator removes the explicit loop structure of SVRG.

4. Convergence analysis. We now focus on convergence analysis of our SVRMM algorithms.
To this end, throughout this paper, we assume the following basic assumptions regarding
problem (1.1). Such assumptions are standard in optimization literature; see, e.g., [34, 41].

Assumption 1.
(a) F is bounded from below, that is, F \ast = infx\in Rd F (x)> - \infty , and dom F \not = \emptyset .
(b) Each fi is Li-smooth; equivalently, each fi is continuously differentiable and there

exists a positive constant L such that

1

n

n\sum 
i=1

\| \nabla fi(x) - \nabla fi(y)\| 2 \leq L2\| x - y\| 2 \forall x, y \in Rd.(4.1)

Our following assumption is regarding the tangent majorant function u of r; see
Definition 3.1.
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STOCHASTIC VARIANCE-REDUCED MM 935

Assumption 2.
(a) u is lower semicontinuous.
(b) For every x, u(x, \cdot ) is continuous.
(c) There exists a function \=h : Rd \times Rd \rightarrow R \cup \{ +\infty \} such that for every y \in Rd, \=h(\cdot , y)

is continuously differentiable at y with \nabla \=h(\cdot , y)(y) = 0, and the approximation error
satisfies

u(\cdot , y) - r(\cdot )\leq \=h(\cdot , y).(4.2)

Remark 4.1. We note that Assumption 2(c) encapsulates surrogate functions previously
studied by Mairal [31, Definition 2.2], where it is assumed that the approximation error
h(\cdot , y) := u(\cdot , y)  - r(\cdot ) is L-smooth and \nabla h(\cdot , y)(y) = 0. Indeed, in this case, we simply set
\=h(\cdot , y) = h(\cdot , y).

We recall an important class of functions r with continuously differentiable approxima-
tion error h(\cdot , y) such that \nabla h(\cdot , y)(y) = 0. Consequently, this class satisfies Assumption 2.
Additional examples can be found in [24, 31].

Example 4.2 (DC surrogates). If r is a DC function, that is, r = r1  - r2 where r1 and r2
are convex, by assuming further r2 is continuously differentiable, we consider the surrogate
function

u(x, y) = r1(x) - 
\Bigl[ 
\langle \nabla r2(y), x - y\rangle + r2(y)

\Bigr] 
.

We now provide an example in which the approximation error function is nonsmooth; however,
Assumption 2 is satisfied.

Example 4.3 (composite surrogates). Consider a class of functions of the form

r(x) =

m\sum 
i=1

\eta i(gi(xi)),

where x is decomposed into m blocks x= (x1, . . . , xm) with xi \in Rdi ,
\sum m

i=1 di = d, and where
gi : Rdi \rightarrow R are convex and Lipschitz continuous with a common Lipschitz constant Lg, and
\eta i : R \rightarrow R are concave and smooth with a common smoothness constant L\eta on the image
gi(R). This class includes composite functions, in particular, several existing sparsity-reduced
regularizers, which are nonconvex and nonsmooth approximations of the \ell 0-norm or \ell q,0-norm;
see, e.g., [7, 8]. Since \eta i is concave, we can set up a surrogate function u for r as follows:

u(x, y) = r(y) +

m\sum 
i=1

\eta \prime i(gi(yi))(gi(xi) - gi(yi)).

Since \eta i is L\eta -smooth on the image gi(R), it follows from Lemma 2.4(d) that

r(x)\geq r(y) +

m\sum 
i=1

\eta \prime i(gi(yi))(gi(xi) - gi(yi)) - 
m\sum 
i=1

L\eta 

2
| gi(xi) - gi(yi)| 2,
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936 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

which, when combined with the Lg-Lipschitz continuity of gi, implies that

u(x, y) - r(x)\leq 
m\sum 
i=1

L\eta 

2
| gi(xi) - gi(yi)| 2 \leq 

L\eta L
2
g

2
\| x - y\| 2.

Therefore, Assumption 2(c) is satisfied when we set \=h(x, y) =
L\eta L2

g

2 \| x - y\| 2.
Before we proceed to our convergence analysis, for simplicity, we associate with each of

our algorithms a sequence of random variables \{ \Upsilon k\} , which is defined by

Method \Upsilon k

MM-SAGA 1
bn

\sum n
i=1

\bigm\| \bigm\| \bigm\| \nabla fi(x
k) - \nabla fi(x

k - 1
i )
\bigm\| \bigm\| \bigm\| 2

MM-SVRG 1
bn

\sum n
i=1

\bigm\| \bigm\| \nabla fi(x
k) - \nabla fi(\~x

k - 1)
\bigm\| \bigm\| 2

MM-SARAH
\bigm\| \bigm\| \bigm\| \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x

k - 1) - \nabla f(xk - 1)
\bigm\| \bigm\| \bigm\| 2

(4.3)

In the following Lemmas 4.4 and 4.5, we estimate Ek\| \widetilde \nabla f(xk) - \nabla f(xk)\| 2, where \widetilde \nabla f(xk)
denotes either \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{G}\mathrm{A}, \widetilde \nabla \mathrm{S}\mathrm{V}\mathrm{R}\mathrm{G}, or \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}. We also provide several properties of the sequence
\{ \Upsilon k\} . Our arguments are similar to the arguments in the study [14] of stochastic proximal
alternating linearized minimization algorithms using SAGA and SARAH for two-block optimiza-
tion. However, we consider one block, which yields tighter bounds when compared to the
bounds in [14, Proposition 2]. The proofs of Lemmas 4.4 and 4.5 are available in supplemen-
tary material section SM2.

Lemma 4.4. Let \{ xk\} be generated by MM-SAGA or by MM-SVRG with m - 1> 0 and let \Upsilon k

be defined by (4.3). Then
(a) Ek\| \widetilde \nabla f(xk) - \nabla f(xk)\| 2 \leq \Upsilon k;
(b) Ek\Upsilon 

k+1 \leq (1 - \rho )\Upsilon k + V\Upsilon Ek\| xk+1  - xk\| 2, where \rho and V\Upsilon are defined by (4.4).

Method \rho V\Upsilon 

MM-SAGA b
2n

(2n - b)L2

b2

MM-SVRG 1
2m

(2m - 1)L2

b

(4.4)

Lemma 4.5. Let \{ xk\} be generated by MM-SARAH with m - 1 > 0 and let \Upsilon k be defined by
(4.3). Then

(a) Ek

\bigm\| \bigm\| \bigm\| \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x
k) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 \leq \Upsilon k + L2

b

\bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| 2.

(b) Ek\Upsilon 
k+1 \leq (1 - \rho )\Upsilon k + V\Upsilon 

\bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| 2, where

\rho =
1

m
and V\Upsilon =

(m - 1)L2

mb
.(4.5)

We now present our main convergence results. The following theorem provides almost
surely subsequential convergence of the iterations generated by our algorithms to a stationary
point. For simplicity, we set the constant V in (4.6).

Method V

MM-SAGA/MM-SVRG 0

MM-SARAH L2

b

(4.6)
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STOCHASTIC VARIANCE-REDUCED MM 937

Theorem 4.6 (almost surely subsequential convergence). Let \{ xk\} be a sequence generated
by one of the SVRMM algorithms. Suppose that Assumptions 1 and 2 are satisfied, m > 1 for
MM-SVRG and MM-SARAH, and that the condition

2\mu  - L - 2
\sqrt{} 

V + V\Upsilon /\rho > 0,(4.7)

where V\Upsilon and \rho are determined by (4.4) for MM-SAGA and MM-SVRG and by (4.5) for MM-SARAH
and V is defined by (4.6), holds. Then

(a) the sequence \{ F (xk)\} converges almost surely,
(b) the sequence \{ \| xk  - xk - 1\| 2\} has a finite sum (in particular, vanishes) almost surely,
(c) every limit point of \{ xk\} is a stationary point of F , almost surely.

Proof. First, we prove (a) and (b). Let us fix k \in N. From the definition of a tangent
majorant function (see Definition 3.1), it follows that

r(xk+1)\leq u(xk+1, xk).(4.8)

By combining the L-smoothness of f with Lemma 2.4(d), we arrive at

f(xk+1)\leq f(xk) +
\Bigl\langle 
\nabla f(xk) , xk+1  - xk

\Bigr\rangle 
+

L

2
\| xk+1  - xk\| 2.(4.9)

Now, by combining the update rule for xk+1 with Lemma 2.4(c), we see that\Bigl\langle \widetilde \nabla f(xk), xk+1  - xk
\Bigr\rangle 
+ u(xk+1, xk) + \mu \| xk+1  - xk\| 2 \leq u(xk, xk) = r(xk).(4.10)

Consequently, by summing up (4.8), (4.9), and (4.10), and by recalling that F = f + r, we
obtain

F (xk+1) +
2\mu  - L

2

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 \leq F (xk) +

\Bigl\langle 
\nabla f(xk) - \widetilde \nabla f(xk), xk+1  - xk

\Bigr\rangle 
\leq F (xk) +

\eta 

2

\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)
\bigm\| \bigm\| \bigm\| 2 + 1

2\eta 

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 ,(4.11)

for any \eta > 0, where (4.11) holds due to the Cauchy--Schwarz inequality, more precisely,
\langle a, b\rangle \leq \eta 

2\| a\| 2 + 1
2\eta \| b\| 2 for all \eta > 0 and a, b \in Rd. Later in our analysis, we will employ a

particular choice of \eta . By taking the expectation in (4.11), conditioned on \scrF k, we arrive at

Ek

\biggl[ 
F (xk+1) +

\biggl( 
2\mu  - L

2
 - 1

2\eta 

\biggr) \bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2\biggr] \leq F (xk) +

\eta 

2
Ek

\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)
\bigm\| \bigm\| \bigm\| 2 .(4.12)

We now claim that

Ek\Phi 
k+1 \leq \Phi k  - 

\biggl( 
2\mu  - L

2
 - 1

2\eta 
 - \eta V

2
 - \eta V\Upsilon 

2\rho 

\biggr) \bigm\| \bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| \bigm\| 2 ,(4.13)

where \Phi k is defined by (4.14).

Method \Phi k

MM-SAGA/MM-SVRG F (xk) +
\Bigl( 
2\mu  - L

2  - 1
2\eta  - \eta V

2  - \eta V\Upsilon 

2\rho 

\Bigr) \bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| 2 + \eta 

2\rho \Upsilon 
k

MM-SARAH F (xk) +
\Bigl( 
2\mu  - L

2  - 1
2\eta 

\Bigr) \bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| 2 + \eta 

2\rho \Upsilon 
k

(4.14)
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We will prove that the claim (4.13) holds by considering two cases. One case, in which the
sequence \{ xk\} is generated by either MM-SAGA or MM-SVRG, and the second case, in which the
sequence \{ xk\} is generated by MM-SARAH.

Case 1. Suppose that \{ xk\} is generated by either MM-SAGA or MM-SVRG. Lemma 4.4(a)
asserts that

Ek

\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)
\bigm\| \bigm\| \bigm\| 2 \leq \Upsilon k + V Ek

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 ,

which, when combined with inequality (4.12), implies that

Ek

\biggl[ 
F (xk+1) +

\biggl( 
2\mu  - L

2
 - 1

2\eta 
 - \eta V

2

\biggr) \bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2\biggr] \leq F (xk) +

\eta 

2
\Upsilon k.

By recalling Lemma 4.4(b), which asserts that \Upsilon k \leq 1
\rho 

\bigl( 
\Upsilon k  - Ek\Upsilon 

k+1
\bigr) 
+ V\Upsilon 

\rho Ek

\bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| 2,

we obtain

Ek

\biggl[ 
F (xk+1) +

\biggl( 
2\mu  - L

2
 - 1

2\eta 
 - \eta V

2
 - \eta V\Upsilon 

2\rho 

\biggr) \bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 + \eta 

2\rho 
\Upsilon k+1

\biggr] 
\leq F (xk) +

\eta 

2\rho 
\Upsilon k.

Consequently, (4.13) holds due to the definition of \Phi k in (4.14).
Case 2. Suppose that the sequence \{ xk\} is generated by MM-SARAH. We now prove that

(4.13) holds in this case as well.
First, Lemma 4.5(a) asserts that

Ek

\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)
\bigm\| \bigm\| \bigm\| 2 \leq \Upsilon k + V

\bigm\| \bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| \bigm\| 2 ,

which, when combined with (4.12) and the relation from Lemma 4.5(b) where \Upsilon k \leq 1
\rho (\Upsilon 

k  - 
Ek\Upsilon 

k+1) + V\Upsilon 

\rho \| xk  - xk - 1\| 2, implies that

Ek

\biggl[ 
F (xk+1) +

\biggl( 
2\mu  - L

2
 - 1

2\eta 

\biggr) \bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 + \eta 

2\rho 
\Upsilon k+1

\biggr] 
\leq F (xk) +

\eta 

2\rho 
\Upsilon k +

\biggl( 
\eta V

2
+

\eta V\Upsilon 

2\rho 

\biggr) \bigm\| \bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| \bigm\| 2 .

Thus, (4.13) holds due to the definition of \Phi k in (4.14).
Consequently, in both cases, (4.13) holds for the corresponding sequences \{ \Phi k\} . Now, due

to (4.7), by setting \eta = 2\mu  - L
2(V+V\Upsilon /\rho ) , we see that

2\mu  - L

2
 - 1

2\eta 
 - \eta V

2
 - \eta V\Upsilon 

2\rho 
=

2\mu  - L

4
 - V + V\Upsilon /\rho 

2\mu  - L
> 0.

We also have 2\mu  - L > 0 and 2\mu  - L
2  - 1

2\eta > 0. On the other hand, without the loss of
generality, we may assume that F \ast \geq 0. Thus, by supermartingale convergence (Lemma 2.6),
the sequence \{ \| xk - xk - 1\| 2\} almost surely has a finite sum (in particular, it vanishes), and \{ \Phi k\} 
almost surely converges to a nonnegative random variable \Phi \infty . Consequently, by combining
Lemmas 4.4 and 4.5 and the supermartingale convergence in Lemma 2.6, \Upsilon k has a finite sum
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STOCHASTIC VARIANCE-REDUCED MM 939

(in particular, it vanishes) almost surely. It follows that the sequence \{ F (xk)\} converges to
\Phi \infty almost surely, which concludes the proof of (a) and (b).

Proof of (c). First, we claim that

lim
k\rightarrow +\infty 

\Bigl[ \widetilde \nabla f(xk) - \nabla f(xk)
\Bigr] 
= 0 almost surely.(4.15)

To prove this claim, by taking the total expectation in (4.13) with \eta = 2\mu  - L
2(V+V\Upsilon /\rho ) , we see that

E\Phi k+1 \leq E\Phi k  - \kappa E
\bigm\| \bigm\| \bigm\| xk  - xk - 1

\bigm\| \bigm\| \bigm\| 2 ,(4.16)

where \kappa = (2\mu  - L)2 - 4(V+V\Upsilon /\rho )
4(2\mu  - L) > 0. By telescoping (4.16) over k, we arrive at

K\sum 
k=1

\kappa E
\bigm\| \bigm\| \bigm\| xk  - xk - 1

\bigm\| \bigm\| \bigm\| 2 \leq E\Phi 1  - E\Phi K+1 \leq E\Phi 1  - F \ast ,

where we employed the fact that \Phi K+1 \geq F (xK+1)\geq F \ast . Consequently, \{ E\| xk  - xk - 1\| 2\} has
a finite sum.

We now prove that the claim holds by considering two cases: Case 1, where \{ xk\} is
generated by either MM-SAGA or MM-SVRG, and Case 2, where the sequence \{ xk\} is generated
by MM-SARAH.

Case 1. Suppose that \{ xk\} is generated by either MM-SAGA or MM-SVRG. Lemma 4.4 implies
that

E
\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 \leq E\Upsilon k \leq 
\Bigl( 
E\Upsilon k  - E\Upsilon k+1

\Bigr) 
/\rho + V\Upsilon /\rho E

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 .(4.17)

By telescoping (4.17), we see that

K\sum 
k=0

E
\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 \leq \bigl( E\Upsilon 0  - E\Upsilon K+1
\bigr) 
/\rho + V\Upsilon /\rho 

K\sum 
k=0

E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2
\leq V\Upsilon /\rho 

K\sum 
k=0

E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2 ,(4.18)

where (4.18) is a consequence of \Upsilon k \geq 0 and \Upsilon 0 = 0. The claim now follows from (4.18) and
the fact that \{ E\| xk  - xk - 1\| 2\} has a finite sum.

Case 2. Suppose that \{ xk\} is generated by MM-SARAH. Lemma 4.5 implies that

E
\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 \leq E\Upsilon k + V E
\bigm\| \bigm\| \bigm\| xk  - xk - 1

\bigm\| \bigm\| \bigm\| 2
\leq 
\Bigl( 
E\Upsilon k  - E\Upsilon k+1

\Bigr) 
/\rho + (V + V\Upsilon /\rho )E

\bigm\| \bigm\| \bigm\| xk  - xk - 1
\bigm\| \bigm\| \bigm\| 2 .(4.19)

By telescoping (4.19), we see that

K\sum 
k=0

E
\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 \leq \bigl( E\Upsilon 0  - E\Upsilon K+1
\bigr) 
/\rho + (V + V\Upsilon /\rho )

K\sum 
k=0

E
\bigm\| \bigm\| \bigm\| xk  - xk - 1

\bigm\| \bigm\| \bigm\| 2
\leq (V + V\Upsilon /\rho )

K\sum 
k=0

E
\bigm\| \bigm\| \bigm\| xk  - xk - 1

\bigm\| \bigm\| \bigm\| 2 ,(4.20)
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940 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

where (4.20) is a consequence of \Upsilon k \geq 0 and \Upsilon 0 = 0. The claim now follows from (4.20) and
the fact that \{ E\| xk  - xk - 1\| 2\} has a finite sum.

This concludes the proof of claim (4.15).
By combining (4.15) and part (b), for any sequence xk generated by one of our SVRMM

algorithms,

lim
k\rightarrow \infty 

\widetilde \nabla f(xk) - \nabla f(xk) = 0 and lim
k\rightarrow \infty 

xk  - xk - 1 = 0(4.21)

almost surely. Let \{ xk\} be generated by an SVRMM algorithm which satisfies (4.21). Let x\ast 

be a limit point of \{ xk\} , that is, there is a subsequence \{ xkj\} of \{ xk\} such that xkj \rightarrow x\ast as
j \rightarrow +\infty . From the update rule of the SVRMM algorithms, it follows that

\nu kj+1 := - \mu (xkj+1  - xkj ) - \widetilde \nabla f(xkj )\in \partial u(\cdot , xkj )(xkj+1),

which implies that for any x\in Rd,

u(x,xkj )\geq u(xkj+1, xkj ) +
\Bigl\langle 
\nu kj+1, x - xkj+1

\Bigr\rangle 
.(4.22)

By plugging x= x\ast into (4.22) and by letting j \rightarrow +\infty , we arrive at

r(x\ast )\geq limsup
j\rightarrow +\infty 

u(xkj+1, xkj ),(4.23)

where we employed the continuity of u(x, y) in y (Assumption 2(b)), the fact that

lim
j\rightarrow +\infty 

xkj+1 = lim
j\rightarrow +\infty 

xkj = x\ast , and lim
j\rightarrow +\infty 

\nu kj+1 = lim
j\rightarrow +\infty 

 - \widetilde \nabla f(xkj ) = - \nabla f(x\ast ).

Here, limj\rightarrow +\infty  - \widetilde \nabla f(xkj ) =  - \nabla f(x\ast ) follows from (4.15) and the continuity of \nabla f . By
combining (4.23) with the lower semicontinuity of u(x, y) (Assumption 2(a)), we conclude
that

lim
j\rightarrow +\infty 

u(xkj+1, xkj ) = r(x\ast ).

Consequently, by letting j \rightarrow +\infty in (4.22), we see that for all x\in Rd,

r(x\ast )\leq u(x,x\ast ) + \langle \nabla f(x\ast ), x - x\ast \rangle .(4.24)

On the other hand, since f is L-smooth,

f(x\ast )\leq f(x) - \langle \nabla f(x\ast ), x - x\ast \rangle + L

2
\| x - x\ast \| 2.(4.25)

By summing up (4.24) and (4.25), we arrive at

F (x\ast )\leq u(x,x\ast ) + f(x) +
L

2
\| x - x\ast \| 2 = F (x) + u(x,x\ast ) - r(x) +

L

2
\| x - x\ast \| 2

\leq F (x) + \=h(x,x\ast ) +
L

2
\| x - x\ast \| 2
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STOCHASTIC VARIANCE-REDUCED MM 941

for some function \=h which satisfies Assumption 2(c). Consequently, x\ast is a minimizer of

min
x\in Rd

F (x) + \=h(x,x\ast ) +
L

2
\| x - x\ast \| 2.

It follows that

0\in \partial F (x\ast ) +\nabla \=h(\cdot , x\ast )(x\ast ) = \partial F (x\ast ),(4.26)

which concludes part (c) and completes the proof.

Remark 4.7 (feasibility of the batchsize b and the stepsize 1
\mu ). For MM-SAGA, since V = 0,

V\Upsilon = (2n - b)L2

b2 , and \rho = b
2n , condition (4.7) is satisfied when

2\mu  - L\geq 4nL

b3/2
.

For MM-SVRG, since V = 0, V\Upsilon = (2m - 1)L2

b , and \rho = 1
2m , condition (4.7) is satisfied when

2\mu  - L\geq 4mL\surd 
b
.

For MM-SARAH, since V = L2

b , V\Upsilon = (m - 1)L2

mb , and \rho = 1
m , condition (4.7) is satisfied when

2\mu  - L> 2L

\sqrt{} 
m

b
.

We now provide iteration complexity in order to obtain an \epsilon -stationary point. To this
end, we incorporate the following additional assumption [19, Assumption 3(ii)] regarding the
tangent majorant function u of r.

Assumption 3. There exists a (deterministic) constant Lu such that, almost surely, for
any k \in N and for any \nu \in \partial u(\cdot , xk)(xk+1), there exists \zeta \in \partial r(xk+1) such that \| \nu  - \zeta \| \leq 
Lu\| xk+1  - xk\| .

Remark 4.8. We consider the case where h(x, y) := u(x, y) - r(x) is Lu-smooth in x and
\nabla h(\cdot , y)(y) = 0, as assumed in [31]. We assert that Assumption 3 captures this case. Indeed,
since \partial u(\cdot , y)(x) = \partial r(x) +\nabla h(\cdot , y)(x), if \nu \in \partial u(\cdot , y)(x), then there exists \zeta \in \partial r(x) such that

\| \nu  - \zeta \| = \| \nabla h(\cdot , y)(x)\| = \| \nabla h(\cdot , y)(x) - \nabla h(\cdot , y)(y)\| \leq Lu\| x - y\| .

It follows that the DC surrogates (Example 4.2), where r2 is L-smooth, satisfy Assumption 3.
Furthermore, Assumption 3 captures composite surrogates (Example 4.3) with nonsmooth
approximation error functions. We assume further that for any xj , \partial gj(xj) are bounded sets
with a common constantM , i.e., \| \xi \| \leq M for any \xi \in \partial gj(xj) and xj \in Rdj . Let \nu \in \partial u(\cdot , y)(x).
Then

\nu = (\eta \prime 1(g1(y1))\xi 1, . . . , \eta 
\prime 
m(gm(ym))\xi m), where \xi j \in \partial gj(xj).
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942 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

On the other hand, it follows from [48, Corollary 5Q] that

\partial (\eta j \circ gj)(xj) = \eta \prime j(gj(xj))\partial gj(xj).

Consequently, by letting \zeta = (\eta \prime 1(g1(x1))\xi 1, . . . , \eta 
\prime 
m(gm(xm))\xi m)\in \partial r(x), we arrive at

\| \nu  - \zeta \| \leq 

\sqrt{}    m\sum 
j=1

L2
\eta | gj(xj) - gj(yj)| 2\| \xi j\| 2 \leq L\eta LgM\| x - y\| ,

which implies that Assumption 3 is satisfied by letting Lu =L\eta LgM .

Theorem 4.9 (iteration complexity). Let \{ xk\} be a sequence generated by one of the SVRMM

algorithms. Suppose that Assumptions 1, 2, and 3, m > 1 for MM-SVRG and MM-SARAH, and
condition (4.7) are satisfied. Then for any positive natural number K,

1

K

K\sum 
k=1

Edist2
\Bigl( 
0, \partial F (xk)

\Bigr) 
\leq 8(2\mu  - L)[(L+ \mu +Lu)

2 + V\Upsilon /\rho ](F (x0) - F \ast )
K[(2\mu  - L)2  - 4(V + V\Upsilon /\rho )]

.(4.27)

Proof. From the update rule of the SVRMM algorithms, it follows that

\nu k+1 := - \mu (xk+1  - xk) - \widetilde \nabla f(xk)\in \partial u(\cdot , xk)(xk+1).

Thus, by Assumption 3, there exists \zeta k+1 \in \partial r(xk+1) such that \| \nu k+1 - \zeta k+1\| \leq Lu\| xk+1 - xk\| .
Consequently, by invoking Lemma 2.4(b), it follows that

\nabla f(xk+1) + \zeta k+1 \in \nabla f(xk+1) + \partial r(xk+1) = \partial F (xk+1).

We see that

dist(0, \partial F (xk+1))\leq 
\bigm\| \bigm\| \bigm\| \nabla f(xk+1) + \zeta k+1

\bigm\| \bigm\| \bigm\| 
=
\bigm\| \bigm\| \bigm\| \nabla f(xk+1) - \nabla f(xk) +\nabla f(xk) - \widetilde \nabla f(xk) - \mu (xk+1  - xk) + \zeta k+1  - \nu k+1

\bigm\| \bigm\| \bigm\| 
\leq (L+ \mu +Lu)

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| + \bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| .
It now follows that

Edist2
\Bigl( 
0, \partial F (xk+1)

\Bigr) 
\leq 2 (L+ \mu +Lu)

2E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2 + 2E
\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 .(4.28)

On the other hand, if the sequence is generated by either MM-SAGA or MM-SVRG, Lemma 4.4
implies that

E
\bigm\| \bigm\| \bigm\| \widetilde \nabla f(xk) - \nabla f(xk)

\bigm\| \bigm\| \bigm\| 2 \leq \Bigl( E\Upsilon k  - E\Upsilon k+1
\Bigr) 
/\rho + V\Upsilon /\rho E

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 .(4.29)

By plugging (4.29) into (4.28) we arrive at

Edist2
\Bigl( 
0, \partial F (xk+1)

\Bigr) 
\leq 
\Bigl[ 
2 (L+ \mu +Lu)

2 + 2V\Upsilon /\rho 
\Bigr] 
E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2 + 2
\Bigl( 
E\Upsilon k  - E\Upsilon k+1

\Bigr) 
/\rho .

(4.30)
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STOCHASTIC VARIANCE-REDUCED MM 943

Moreover, it follows from (4.13) with \eta = 2\mu  - L
2(V+V\Upsilon /\rho ) that

E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2 \leq \kappa  - 1
\Bigl( 
E\Phi k+1  - E\Phi k+2

\Bigr) 
,(4.31)

where \kappa = (2\mu  - L)2 - 4(V+V\Upsilon /\rho )
4(2\mu  - L) . By combining (4.30) and (4.31), we see that

Edist2
\Bigl( 
0, \partial F (xk+1)

\Bigr) 
\leq 2\kappa  - 1

\Bigl[ 
(L+ \mu +Lu)

2 + V\Upsilon /\rho 
\Bigr] 
(E\Phi k+1 - E\Phi k+2) + 2

\Bigl( 
E\Upsilon k - E\Upsilon k+1

\Bigr) 
/\rho .

(4.32)

Consequently, by telescoping (4.32) over k= 0, . . . ,K  - 1, we obtain

K\sum 
k=1

Edist2
\Bigl( 
0, \partial F (xk)

\Bigr) 
\leq 2\kappa  - 1

\Bigl[ 
(L+ \mu +Lu)

2 + V\Upsilon /\rho 
\Bigr] \bigl( 

E\Phi 1  - E\Phi K+1
\bigr) 
+ 2
\bigl( 
E\Upsilon 0  - E\Upsilon K

\bigr) 
/\rho 

\leq 2\kappa  - 1
\Bigl[ 
(L+ \mu +Lu)

2 + V\Upsilon /\rho 
\Bigr] 
(E\Phi 1  - F \ast ),(4.33)

where (4.33) follows from \Upsilon 0 = 0, \Upsilon k \geq 0, and \Phi k \geq F (xk) \geq F \ast . We conclude the proof in
the case of MM-SAGA and MM-SVRG by combining (4.33) and the fact that

\Phi 1 = F (x1) +

\biggl( 
2\mu  - L

4
 - V + V\Upsilon /\rho 

2\mu  - L

\biggr) \bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2 + 2\mu  - L

4(\rho V + V\Upsilon )
\Upsilon 1(4.34)

\leq F (x1) +
2\mu  - L

4

\bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2 + 2\mu  - L

4(\rho V + V\Upsilon )
\Upsilon 1

\leq F (x1) +
2\mu  - L

2

\bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2(4.35)

\leq F (x0),(4.36)

where (4.34) follows from (4.14) with k = 1 and \eta = 2\mu  - L
2(V+V\Upsilon /\rho ) , (4.36) follows from the first

inequality in (4.11) with k= 0 and \nabla f(x0) = \~\nabla f(x0), and (4.35) follows by recalling that

\Upsilon 1

\rho V + V\Upsilon 
=

1

\rho V + V\Upsilon 

1

bn

n\sum 
i=1

\bigm\| \bigm\| \nabla fi(x
1) - \nabla fi(x

0)
\bigm\| \bigm\| 2 \leq 1

\rho V + V\Upsilon 

L2

b

\bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2 \leq \bigm\| \bigm\| x1  - x0

\bigm\| \bigm\| 2 .
In the case where the sequence \{ xk\} is generated by MM-SARAH, Lemma 4.5(b) implies that

E
\bigm\| \bigm\| \bigm\| \widetilde \nabla \mathrm{S}\mathrm{A}\mathrm{R}\mathrm{A}\mathrm{H}f(x

k) - \nabla f(xk)
\bigm\| \bigm\| \bigm\| 2 =E\Upsilon k+1 \leq 

\Bigl( 
E\Upsilon k+1  - E\Upsilon k+2

\Bigr) 
/\rho + V\Upsilon /\rho E

\bigm\| \bigm\| \bigm\| xk+1  - xk
\bigm\| \bigm\| \bigm\| 2 .(4.37)

By plugging (4.37) into (4.28), we see that

Edist2(0, \partial F (xk+1))\leq 
\Bigl[ 
2 (L+ \mu +Lu)

2 + 2V\Upsilon /\rho 
\Bigr] 
E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2 + 2
\Bigl( 
E\Upsilon k+1  - E\Upsilon k+2

\Bigr) 
/\rho .

(4.38)
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By telescoping (4.38) over k= 0, . . . ,K  - 1, we obtain

K\sum 
k=1

Edist2
\Bigl( 
0, \partial F (xk)

\Bigr) 
\leq 2
\Bigl[ 
(L+ \mu +Lu)

2 + V\Upsilon /\rho 
\Bigr] K - 1\sum 

k=0

E
\bigm\| \bigm\| \bigm\| xk+1  - xk

\bigm\| \bigm\| \bigm\| 2 + 2
\bigl( 
E\Upsilon 1  - E\Upsilon K+1

\bigr) 
/\rho 

\leq 2\kappa  - 1
\Bigl[ 
(L+ \mu +Lu)

2 + V\Upsilon /\rho 
\Bigr] \bigl( 

E\Phi 1  - E\Phi K+1
\bigr) 

(4.39)

\leq 2\kappa  - 1
\Bigl[ 
(L+ \mu +Lu)

2 + V\Upsilon /\rho 
\Bigr] \bigl( 

E\Phi 1  - F \ast \bigr) ,
where we employed the fact that \Upsilon 1 = 0, \Upsilon k \geq 0, \Phi k \geq F (xk)\geq F \ast , and (4.31). We conclude
the proof in the case of MM-SARAH by combining (4.39) and the fact that

\Phi 1 = F (x1) +

\biggl( 
2\mu  - L

2
 - V + V\Upsilon /\rho 

2\mu  - L

\biggr) \bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2 + 2\mu  - L

4(\rho V + V\Upsilon )
\Upsilon 1(4.40)

= F (x1) +

\biggl( 
2\mu  - L

2
 - V + V\Upsilon /\rho 

2\mu  - L

\biggr) \bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2(4.41)

\leq F (x1) +
2\mu  - L

2

\bigm\| \bigm\| x1  - x0
\bigm\| \bigm\| 2

\leq F (x0),(4.42)

where (4.40) follows from (4.14) with k = 1 and \eta = 2\mu  - L
2(V+V\Upsilon /\rho ) , (4.41) holds due to \Upsilon 1 = 0,

and (4.42) follows from the first inequality in (4.11) with k= 0 and \nabla f(x0) = \~\nabla f(x0).

The following corollary follows directly from Theorem 4.9.

Corollary 4.10. Let \{ xk\} be a sequence generated by one of the SVRMM algorithms. Suppose
that Assumptions 1, 2, and 3, m > 1 for MM-SVRG and MM-SARAH, and condition (4.7) are
satisfied. If \^xK is chosen uniformly from \{ x1, x2, . . . , xK\} , then

Edist2
\bigl( 
0, \partial F (\^xK)

\bigr) 
\leq 8(2\mu  - L)[(L+ \mu +Lu)

2 + V\Upsilon /\rho ](F (x0) - F \ast )
K[(2\mu  - L)2  - 4(V + V\Upsilon /\rho )]

=\scrO (1/K).

In other words, the number of iterations K needed to obtain an \epsilon -stationary point \^xK of F ,
in expectation, is at most K = 8(2\mu  - L)[(L+\mu +Lu)2+V\Upsilon /\rho ](F (x0) - F \ast )

[(2\mu  - L)2 - 4(V+V\Upsilon /\rho )]\epsilon 2 =\scrO (1/\epsilon 2).

The SVRMM algorithms incorporate three parameters: \mu , the batchsize b, and m. Setting
\mu = L yields a larger stepsize 1

L when compared to other stochastic gradient methods such
as DCA-SAGA and DCA-SVRG [28], with a stepsize of 1

2L , ProxSVRG [21], with a stepsize of
1
3L , and ProxSVRG+ [30], with a stepsize of 1

6L . After fixing \mu , we select the batchsize that
satisfies condition (4.7). The following corollary summarizes choices of the batchsize b and
the associated complexity of each algorithm in terms of the number of individual stochastic
gradient valuations \nabla fi. Its proof is available in supplementary material section SM3.

Corollary 4.11.
(a) In the case of MM-SAGA, we set \mu = L and b = \lceil 25/3n2/3\rceil and recall that V = 0, V\Upsilon =

(2n - b)L2

b2 , and \rho = b
2n (see (4.4) and (4.6)). Consequently, to obtain an \epsilon -stationary
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STOCHASTIC VARIANCE-REDUCED MM 945

point in expectation, the number of individual stochastic gradient evaluations \nabla fi does
not exceed

Kb<
16L[(2 +Lu/L)

2 + 1/8](F (x0) - F \ast )

\epsilon 2
\lceil 25/3n2/3\rceil =\scrO (n2/3/\epsilon 2).

In other words, the complexity is \scrO (n2/3/\epsilon 2).

(b) In the case of MM-SVRG, we set \mu = L, b = \lfloor n2/3\rfloor and m =
\surd 
b

4
\surd 
2

and recall that

V = 0, V\Upsilon = (2m - 1)L2

b , and \rho = 1
2m (see (4.4) and (4.6)). Consequently, to obtain an \epsilon -

stationary point in expectation, the number of individual stochastic gradient evaluations
\nabla fi, in expectation, does not exceed

K

\biggl( \biggl( 
1 - 1

m

\biggr) 
2b+

1

m
n

\biggr) 
<

16L[(2 +Lu/L)
2 + 1/8](F (x0) - F \ast )

\epsilon 2
(10n2/3 + 8) =\scrO (n2/3/\epsilon 2).

In other words, the complexity is \scrO (n2/3/\epsilon 2).
(c) In the case of MM-SARAH, we set \mu = L, b = \lfloor n1/2\rfloor and m = b

8 , and recall that V =
L2

b , V\Upsilon = (m - 1)L2

mb , and \rho = 1
m (see (4.5) and (4.6)). Consequently, to obtain an \epsilon -

stationary point in expectation, the number of individual stochastic gradient evaluations
\nabla fi, in expectation, does not exceed

K

\biggl( \biggl( 
1 - 1

m

\biggr) 
2b+

1

m
n

\biggr) 
<

288L[(2 +Lu/L)
2 + 1/8](F (x0) - F \ast )

\epsilon 2
n1/2 =\scrO (n1/2/\epsilon 2).

In other words, the complexity is \scrO (n1/2/\epsilon 2).

Remark 4.12.
(a) Our results coincide with the best-known complexity bounds to obtain an \epsilon -stationary

point in expectation for ProxSAGA [21], ProxSVRG [21, 30], SPIDER [15], SpiderBoost
[51], and ProxSARAH [41] methods in the particular case where r = 0 [15, 51] or the
case where r is convex [21, 30, 41].

(b) To guarantee convergence, we need to choose the parameters \mu , b,m to satisfy condition
(4.7). Instead of fixing \mu =L, we may first fix a batchsize b, then choose a compatible
parameter \mu to comply with condition (4.7). In particular, we may pick a batchsize
b \in \{ 1,2, . . . , n  - 1\} and any m > 1, then set \mu = (4nL/b3/2 + L)/2 for MM-SAGA,
\mu = (4mL/b1/2+L)/2 for MM-SVRG, and \mu = (2m1/2L/b1/2+L)/2+10 - 5 for MM-SARAH.

5. Numerical experiments. We now examine the applicability and efficiency of our SVRMM
algorithms. To this end, we consider the following three problems: sparse binary classifica-
tion with nonconvex loss and regularizer, sparse multiclass logistic regression with nonconvex
regularizer, and feedforward neural network training.

We compare six algorithms:
\bullet MM-SAGA with \mu =L and b= \lceil 25/3n2/3\rceil ;
\bullet MM-SVRG with \mu =L, b= \lfloor n2/3\rfloor and m=

\surd 
b

4
\surd 
2
;

\bullet MM-SARAH with \mu =L, b= \lfloor n1/2\rfloor and m= b
8 ;

\bullet SDCA [27] with \mu = 1.1L and b= \lfloor n/10\rfloor , which performed well in [27];
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946 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

\bullet DCA-SAGA [28] with \mu = 2L and b= \lceil 2
\sqrt{} 

n
\surd 
n+ 1\rceil ;

\bullet DCA-SVRG [28] with \mu = 2L, b= \lfloor n2/3\rfloor , and the inner loop length M = \lfloor 
\surd 
b

4
\surd 
e - 1

\rfloor .
In our experiments, we run each algorithm 20 epochs repeated 20 times, where each epoch

consists of n gradient evaluations. We are interested in the relative loss residuals F (wk) - F \ast 

| F \ast | ,
where F \ast is the minimum loss values generated by all algorithms, and in classification accuracy
on testing sets.

All tests are performed using Python on a Linux server with the following configura-
tion: Intel Xeon Gold 5220R CPU 2.20 GHz of 64 GB RAM. The code is available at
https://github.com/nhatpd/SVRMM.

5.1. Sparse binary classification with nonconvex loss and regularizer. Let \{ (ai, bi) : i=
1, . . . , n\} be a training set with observation vectors ai \in Rd and labels bi \in \{  - 1,1\} . We consider
the sparse binary classification with nonconvex loss function and nonconvex regularizer:

min
w\in Rd

\biggl\{ 
F (w) =

1

n

n\sum 
i=1

\ell (aTi w, bi) + r(w)

\biggr\} 
,(5.1)

where \ell is a nonconvex loss function and r is a regularization term. We revisit a nonconvex
loss function from [53], \ell (s, t) = (1 - 1

1+\mathrm{e}\mathrm{x}\mathrm{p}( - ts))
2, and the exponential regularization from [7],

r(w) =
\sum d

i=1 \eta \circ g(wi), where \eta and g are the functions

\eta (t) = \lambda (1 - exp( - \alpha t)) and g(w) = | w| ,(5.2)

where \lambda and \alpha are nonnegative tuning parameters. The hessian matrix of \ell (aTi \cdot , bi) is evaluated
as follows:

\nabla 2\ell (aTi w, bi) =
4exp(2bia

T
i w) - 2exp(bia

T
i w)\bigl( 

exp(2biaTi w) + 1
\bigr) 4 aia

T
i .

We thus have

\| \nabla 2\ell (aTi w, bi)\| =
\bigm| \bigm| 4exp(2biaTi w) - 2exp(bia

T
i w)
\bigm| \bigm| \bigl( 

exp(2biaTi w) + 1
\bigr) 4 \| aiaTi \| \leq 

39 + 55
\surd 
33

2304
\| ai\| 2.

Therefore, \ell (aTi \cdot , bi) is L-smooth with L= 39+55
\surd 
33

2304 maxi=1,...,n \| ai\| 2 and, in this case, problem
(5.1) is within the scope of problem (1.1) when we let fi(w) = \ell (aTi w, bi). Moreover, since \eta 
is concave and \lambda \alpha 2-smooth on R+, and since g is convex and 1-Lipschitz continuous, we set a
composite surrogate function u for r as follows:

u(w,wk) = r(wk) +

d\sum 
i=1

\lambda \alpha exp( - \alpha | wk
i | )(| wi|  - | wk

i | ).

Assumptions 2 and 3 are then satisfied; see Example 4.3 and Remark 4.8. The SVRMM algo-
rithms update wk+1 to be the solution of the nonsmooth convex subproblem:

min
w\in Rd

\mu 

2
\| w - wk\| 2 +

\Bigl\langle \widetilde \nabla f(wk),w
\Bigr\rangle 
+

d\sum 
i=1

\lambda \alpha exp( - \alpha | wk
i | )| wi| ,
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for which a closed-form solution was provided in [39, section 6.5.2] by

wk+1
i =max

\biggl\{ 
| vki |  - \lambda \alpha exp( - \alpha | wk

i | )/\mu ,0
\biggr\} 
sign(vki ),

where vk =wk  - \widetilde \nabla f(xk)/\mu .

5.2. Sparse multiclass logistic regression with nonconvex regularizer. We revisit the
multiclass logistic regression with a nonconvex regularizer:

min
W\in Rd\times q

\biggl\{ 
F (W ) =

1

n

n\sum 
i=1

\ell (bi, ai,W ) + r(W )

\biggr\} 
,(5.3)

where q is the number of classes, \{ (ai, bi) : i = 1,2, . . . , q\} is a training set with the feature
vectors ai \in Rd and the labels bi \in \{ 1,2, . . . , q\} , r is a regularizer, and \ell (bi, ai, \cdot ) is a loss
function defined by

\ell (bi, ai,W ) = log

\Biggl( 
q\sum 

k=1

exp(aTi wk)

\Biggr) 
 - aTi wbi ,

where wk is the kth column of W . We employ an exponential \ell 2 regularizer, defined by
r(W ) = \lambda 

\sum d
i=1 \eta (\| Wi\| ), where \eta is defined as in (5.2), and Wi is the ith row of W . The

gradient of \ell (bi, ai, \cdot ) is evaluated as follows:

\nabla \ell (bi, ai,W ) = ai\sigma (ai,W ) - ai\delta i,

where the softmax function \sigma (ai, \cdot ) is defined by

\sigma (ai,W ) =
1\sum q

k=1 exp(a
T
i wk)

\bigl[ 
exp(aTi w1), . . . , exp(a

T
i wq)

\bigr] 
,

and the indicator row-vector \delta i is defined by \delta ik = 1 if bi = k and 0 otherwise. Since \sigma (ai, \cdot ) is
L-Lipschitz with L= \| ai\| due to [16, Proposition 4], it follows that \ell (bi, ai, \cdot ) is L-smooth with
L = maxi=1,..,n \| ai\| 2. This implies that problem (5.3) is within the scope of problem (1.1)
when we set fi(W ) = \ell (bi, ai,W ). The SVRMM algorithms applied to (5.3) iteratively determine
a composite surrogate function of r(W ) at W k by

u(W,W k) = r(W k) +

d\sum 
i=1

\lambda \alpha exp( - \alpha \| W k
i \| )(\| Wi\|  - \| W k

i \| )

and then update W k+1 by

W k+1 = arg min
W\in Rd\times q

\mu 

2
\| W  - W k\| 2 +

\Bigl\langle \widetilde \nabla f(W k),W
\Bigr\rangle 
+

d\sum 
i=1

\lambda \alpha exp( - \alpha \| W k
i \| )\| Wi\| 

for which a closed-form solution was provided in [39, section 6.5.1] by

W k+1
i =

\left\{     
\biggl( 
1 - \lambda \alpha exp( - \alpha \| W k

i \| )/\mu 
\| V k

i \| 

\biggr) 
V k
i if \| V k

i \| \geq \lambda \alpha exp( - \alpha \| W k
i \| )/\mu ,

0 otherwise,

where V k
i =W k

i  - \widetilde \nabla f(W k)i/\mu .
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948 DUY NHAT PHAN, SEDI BARTZ, NILABJA GUHA, AND HUNG M. PHAN

5.3. Feedforward neural network training problem with nonconvex regularizer. We con-
sider the nonconvex optimization model arising in a feedforward neural network configuration

min
w\in RD

\biggl\{ 
F (w) =

1

n

n\sum 
i=1

\ell (h(w,ai), bi) + r(w)

\biggr\} 
,(5.4)

where all of the weight matrices and bias vectors of the neural network are concatenated in
one vector of variables w, (ai, bi)

n
i=1 is a training data set with the feature vectors ai \in Rd and

the labels bi \in \{ 1,2, . . . , q\} , h is a composition of linear transforms and activation functions
of the form h(w,a) = \sigma l(Wl\sigma l - 1(Wl - 1\sigma l - 2(\cdot \cdot \cdot \sigma 0(W0a + c0) \cdot \cdot \cdot ) + cl - 1) + cl), where Wi is a
weight matrix, ci is a bias vector, \sigma i is an activation function, l is the number of layers,
\ell is the soft-max cross-entropy loss, and r is a regularizer. By considering the exponential
regularization r(w) =

\sum D
i=1 \eta \circ g(wi), where \eta and g are set in (5.2), problem (5.4) is within

the scope of problem (1.1) when we let fi(w) = \ell (h(w,ai), bi). The SVRMM algorithms applied
to (5.4) are different from the SVRMM algorithms for problem (5.1) only in computation of
stochastic gradient estimates \widetilde \nabla f . In our experiment, we employ a one-hidden-layer fully
connected neural network, 784\times 100\times 10, as studied in [41]. The activation function \sigma i of the
hidden layer is ReLU.

5.4. Experiment setups and data sets. In our experiments, for the first two problems
(5.1) and (5.3), all of the algorithms under study start at the zero point, while for the last
problem (5.4), we use the global variables initializer function from Tensorflow. We set the
regularization parameters \alpha = 5 for the first two problems and \alpha = 0.05 for the latter, and we
fix \lambda = 1/n. These regularization parameters are standard in the literature, e.g., [7, 41]. It is
important to mention that in all of the experiments, we use the same problem settings for all
of the algorithms.

We conducted experiments on five well-known data sets for sparse binary classification,
including w8a, rcv1, real-sim, epsilon, and url. For sparse multiclass logistic regression, we
tested all of the algorithms on four data sets: dna, shuttle, Sensorless, and connect-4. Finally,
for the feedforward neural network training, we used two data sets, minist and fashion mnist,
to compare MM-SVRG and MM-SARAH with DCA-SVRG. It is worth noting that the last evaluation
only considered the three algorithms that do not require storing the gradient of each compo-
nent function fi. For all experiments, we randomly pick 90\% of the data for training and the
rest for testing. The characteristics of the data sets are provided in supplementary material
section SM4. The first nine data sets are obtained from the LIBSVM Data website1 while the
data sets minist and fashion mnist are obtained from the library tensorflow.keras.datasets.

5.5. Results. We plotted the curves of the average value of relative loss residuals versus
epochs in Figures 1 and 2. We also reported the average and the standard deviation of the
relative loss residuals and the testing accuracy in supplementary material section SM5. We
observe from Figures 1 and 2 that MM-SARAH has the fastest convergence on all of the data
sets. This illustrates the theoretical results (see Corollary 4.11) where MM-SARAH has the best
complexity among these algorithms. In addition, MM-SAGA performs better than DCA-SAGA,
which is not stable on the first nine data sets. This illustrates the benefit of the proximal

1https://www.csie.ntu.edu.tw/\sim cjlin/libsvmtools/datasets/.
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STOCHASTIC VARIANCE-REDUCED MM 949

Figure 1. Evolution of the average value of the relative loss residuals with respect to the epoch on w8a, rcv1,
real-sim, epsilon normalized, url combined, dna, shuttle, Sensorless, and connect-4.

Figure 2. Evolution of the average value of the relative loss residuals with respect to the epoch on mnist
and fashion mnist.
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term in the iterate of MM-SAGA. Moreover, MM-SVRG performs better than DCA-SVRG on all of
the data sets, which illustrates the benefit of the loopless variant of SVRG in MM-SVRG.

6. Conclusion. We introduced three stochastic variance-reduced MM algorithms, MM-SAGA,
MM-SVRG, and MM-SARAH, combining the MM principle and the variance reduction techniques
from SAGA, SVRG, and SARAH for solving a class of nonconvex nonsmooth optimization problems
with the large-sum structure. The complex objective function is approximated by compatible
surrogate functions, providing closed-form solutions in the updates of our algorithms. At the
same time, we employ the benefits of the stochastic gradient estimators (SAGA, loopless SVRG,
and loopless SARAH) to overcome the challenge of the large-sum structure. We provided almost
surely subsequential convergence of MM-SAGA, MM-SVRG, and MM-SARAH to a stationary point
under mild assumptions. In addition, we proved that our algorithms possess the state-of-the-
art complexity bounds in terms of the number of gradient evaluations without assuming that
the approximation errors of the regularizer r are L-smooth. We applied our new algorithms
to three important problems in machine learning in order to demonstrate the advantages of
combining the MM principle with SAGA, SVRG, and SARAH. Overall, MM-SARAH outperforms other
stochastic algorithms under consideration. This is not surprising since the methods based
on SAGA and SVRG have unvoidable limitations. In particular, SAGA requires storing the most
recent gradient of each component function fi while SVRG employs a pivot iterate \~xk that may
be unchanged during many iterations and, thus, may no longer be highly correlated with the
current iterate xk.

Finally, nonconvexity and nonsmoothness are inherent in many problems in data science.
The impact of our work stems from new accessible algorithms for such problems. Furthermore,
we provided rigorous convergence guarantees and complexity analysis, which are important
for data science practitioners who need reliable and efficient methods for solving complex
optimization problems.

We employed the large-sum structure of the objective function, which is typical in reg-
ularized empirical risk minimization problems. By leveraging variance reduction techniques,
we improved the convergence rate and reduced the computational cost. This is relevant for
those who work with large-scale data sets and need scalable and fast algorithms.

We also employed surrogate functions to approximate the nonsmooth part of the objective
function, prompting the application of the majorization-minimization principle. We provided
general conditions on the surrogate functions and demonstrated how to verify them for various
nonsmooth regularizers. This is useful for incorporating different types of regularization, such
as sparsity, robustness, or low-rank matrices in various data science problems.

We demonstrated the effectiveness of the proposed algorithms on several real-world prob-
lems, such as sparse binary classification, sparse multiclass logistic regressions, and neural
network training. This shows the practical applicability and potential impact of these algo-
rithms in data science.
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