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Abstract

With the growth of vehicular computing capacity, there is an

increasing demand for real-time data processing. However,

data is sometimes not optimal for purposes such as storage

or training. To address this issue, we propose a solution to

enhance vehicle safety by generating abnormal image data.

We then leverage machine learning algorithms to detect

and classify these anomalies while vehicles are in operation.

An edge-based anomaly detection approach will be applied

to prevent accidents and enhance the safety of connected

vehicles.
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1 Introduction

In recent years, edge computing has become widely recog-

nized, with the notion that everything is at the edge. Where

previously computations were solely performed on central

servers, now edge devices possess the computational capa-

bilities and accelerate the pace of the Internet of Things

(IoT) integration[5]. As edge devices are more powerful for

training and inference tasks than previous years ago, we

have seen many light weighted models were deployed on

IoT devices. In this trend, computation of hardware become

more powerful and makes connected vehicles not only serve

as transportation but also a mobile computing platform[4].

It aims to enable connected and autonomous vehicles pro-

cessing and analyzing data without transmitting them to a

physical server. It is not e�cient and safe to send the data

back to server. Also, our existing technologies could not

guarantee data transmission with no information losses or

communication latency. Electronic vehicles nowadays even

have more than 100 sensors to detect and collect data. A huge

amount of data will be generated by these sensors. Sensors

generate approximately 25 GB of data per second. Under the

situation, connected vehicles play a big role on analyzing

data in a timely manner.

In a real world, many complex scenarios might be occurred

on connected and autonomous vehicles. CAVs do not have

time to wait for server response. Images captured by camera

might be blurring, occluded, brightness, noisy etc. This is

more likely happened while vehicles are driving in severe

weather. Deep Neural Network models may not detect it

since models are not intelligent enough to handle these cor-

ner cases. For instance, a lane detection model is designed

for recognizing lanes speci�cally. If something covers the

front camera of a vehicle and take up half of its �eld of view,

even a detection model with a high accuracy would be failed.

Failures in connected and autonomous vehicles can result

in life-threatening dangers. In this case, it is not because of

weakness of a model but it has never trained such abnormal

data. To ensure safety of connected vehicles, we proposed

that generate and simulate some abnormal images based

on normal images to augment data. This approach could

improve the success rate of anomaly detection model and

warn the connected or autonomous driving vehicles before

accidents.

Our motivation for this work stems from the pressing

question: How to guarantee the input image data have good

quality be sent into a model for the prediction on the CAVs?

Advanced machine learning algorithms or what we called

deep neural network hardly answer this question. They are

likely to get some vague prediction while they were not

pre-trained with these unseen patterns. However, we want

make our CAVs as safe as possible as we minimize the risk

of failure of predictions. Without image anomaly detection,

even high accurate models are meaningless if it encounters

any corner cases. As Figure1 1shows three corner cases will

potentially cause failure of model prediction. Original images

were trimmed by ourselves from a self-recording video tape.

In this paper, we consider using edge-based image anom-

aly detection model to beat this challenge. First, we gener-

ate abnormal data from existing datasets. We use Ford AV

dataset[1] and Zenseact open dataset[2] to generate di�erent

types of scenarios. Anomalies including blurring, occlusion,

brightness etc. will be generated from the original images for

the training purpose. Finally, we will apply anomaly detec-

tion models on this combined dataset to see the performance.

2 Related work

Recently, many works related to synthetic data have been

done for autonomous driving. In this Virtual KITTI2[3],

the author presented an enhanced version of the esteemed

Virtual KITTI dataset. This updated compilation encom-

passes �ve replicated sequences derived from the benchmark

KITTI tracking dataset, further augmented with variations
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