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Abstract—A Network Slice (NS) is a set of network resources
deployed to deliver premium service to a group of users as
described in a Service Level Agreement (SLA). We consider
that premium service entails per user Quality of Service (QoS)
requirements instead of aggregate NS metrics as in the majority
of the literature. Since the users in a NS may run applications
with different QoS requirements, aggregate metrics are inad-
equate. Their inefficiency is even more pronounced in Radio
Access Network Slices (RANSs). In this case, even if all users
run the same application, provisioning bandwidth based on
aggregate metrics may violate the QoS requirements of users
experiencing poorer channel conditions. To resolve this issue,
we propose a method to compute the bandwidth required to
deliver per user average packet delay guarantees in enhanced
Mobile Broadband (eMBB) RANSs by dimensioning a multiclass
queueing system. Our method considers a varying number of
NS users over time and allows the online adaptation of the NS
bandwidth to its current traffic load, which significantly limits
bandwidth overprovisioning. We also describe in detail how an
SLA is reached between the tenant and the Network Operator
(NO) based on the cdf of the required NS bandwidth. We conduct
simulations to show the need for per user guarantees and the
efficiency of our method.

Index Terms—network slicing, radio access networks, queueing
theory, LTE, 5G, eMBB, 5QI, SLA

I. INTRODUCTION

HE emergence of applications involving information

transmission with strict QoS requirements has fueled the
evolution of virtual networking. In this paradigm, companies
can provide their end users with Quality of Service (QoS)
guarantees by requesting the deployment of a virtual network
tailored for their needs from a Network Operator (NO).

To fulfill such service requests, the NO and the requesting
company first need to enter into a Service Level Agreement
(SLA) that specifies the expected delivered QoS and the cost of
the resulting virtual network. Companies that form SLAs with
NOs are called tenants in the virtual networking paradigm.

The fast deployment and configuration of virtual networks
has been enabled by Software Defined Networking (SDN) and
Network Function Virtualization (NFV). Although the first ma-
jor virtual networks centered around data center networking,
the extension of virtual networking in cellular networks has
recently attracted considerable attention due to the plethora of
applications that require a cellular infrastructure.

Virtual networks that are deployed on a cellular network
are often referred to as Network Slices (NSs). Unlike con-
ventional virtual networks, NSs are composed of the Radio
Access Network (RAN) part, the Transport Network (TN) part
and the Core Network (CN) part. The deployment of NSs
that guarantee the fulfillment of their corresponding SLAs is
particularly challenging in the RAN due to the randomness of
the wireless access channels. For brevity, we refer to the RAN
part of a NS as a Radio Access Network Slice (RANS).

Recently, many works have addressed various aspects of
NSs. In [1] and [2], the competition between NOs for tenant re-
quests is discussed and auction-based algorithms are proposed.
The authors in [3] study the competition between tenants while
considering the Fisher Market mechanism and inelastic traffic.
In [4], the trade-off between inter-slice and intra-slice fairness
is addressed for NSs requiring heterogeneous resources. The
joint scheduling of the enhanced Mobile Broadband (eMBB)
and Ultra Reliable Low Latency Communications (URLLC)
NSs using minislot puncturing is analyzed in [S]. In [6], the
authors provide insights for provisioning the URLLC NS when
the blocking probability is the metric of interest.

Regarding the CN part of NSs, the authors in [7] address
the problem of multiplexing end-to-end NSs with reduced
SLA violations. In [8], the authors derive a containerized IP
Multimedia Subsystem (cIMS) and analyze its performance
using a multiclass queueing framework where each class of
requests follows a different arrival distribution. The authors
compare the performance of the cIMS when each class is
routed to a different Home Subscriber Server (HSS) with the
resulting performance when a single HSS is used.

In the previous works, the considered QoS requirements
for NSs are aggregate NS level requirements. However, the
primary goal of a Network Slice (NS) is to deliver premium
service to all of its users. However, dimensioning the RANS
based on aggregate instead of per user requirements can be
detrimental for the delivered service to some users.

As a motivating example, consider a NS consisting of
multiple video call users experiencing good channel conditions
and a single web-browsing user experiencing poor channel
conditions. Suppose the NS is dimensioned based on a thresh-
old for the average packet delay over all users. Then, although
the constraint might be met since most traffic originates from
users that enjoy good channel conditions, the web-browsing
user might experience large delays. In this paper, we wish to
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resolve such issues and fill this gap in the literature.

Our contributions are summarized as follows. First, we
propose a method to compute the bandwidth needed by an
eMBB NS with per user guarantees regarding average packet
delays. This bandwidth is computed fast enough to allow
its online adaptation to a varying number of NS users with
different channel and traffic statistics. Second, we describe the
information that needs to be exchanged between the tenant and
the NO to form the SLA, where the cost of the NS is computed
based on the cdf of the NS bandwidth.

Overall, our paper is structured as follows. In Section II, we
present a model of the eMBB NS traffic consisting of users
running applications with different QoS requirements and
experiencing different channel conditions. We also consider
that users connect to and disconnect from the NS throughout
its lifetime. We link the variety of applications within an
eMBB NS with the 5G Quality Indicators (5QIs) and base
our model of a NS on a multiclass queueing system.

In Section III, we solve an optimization problem to compute
the required NS bandwidth for a fixed number of users. In
Section IV, we numerically compute the cdf of the required
NS bandwidth from the user session statistics and describe the
process of forming the SLA between the tenant and the NO.
In Section V, we show the necessity of per user guarantees
and the resource efficiency of our method through simulations.
Lastly, Section VI concludes the paper.

II. EMBB NETWORK SLICE TRAFFIC

User Sessions: We consider a single Base Station (BS)
where eMBB users connect, stay connected for a random
amount of time, and then disconnect. We consider that the
tenant has registered Ny,,x users to their eMBB slice. To
provide a value for Ny,,x, we first consider the average number
of users that are within the coverage area of a BS.

Using the data provided by a major network operator in [9],
we divide the total number of subscribers by the total number
of BSs in [9] to obtain 140 users per BS. Hence, we consider
the typical number of registered users to the eMBB NS to be
Nmax = 50, i.e., approximately one third of the total number
of users within the coverage area of the BS.

Let N(t) denote the number of users that are simultaneously
active at time ¢ at the BS. Clearly N (¢) < Nyax. We provide
a model for N(t) as follows. First, we consider that each of
the Nyax users connects to the BS for p, = 10% of the time.
Hence, we consider that each user’s holding times and idle
times have expected values T, =5 and T; = (1 — pa)Th/Pa-

We only require that the inter-arrival times and the holding
times follow iid processes independent of each other. For simu-
lation purposes and without loss of generality, we consider that
the inter-arrival times follow the exponential distribution with
mean 7; = 45 minutes. For the holding times, we consider
a heavy tailed distribution such as the lognormal distribution
with mean 7T}, = 5 and standard deviation ¢;, = 15 minutes.

To compute N (t), we need to compute how many user
sessions overlap at the same time. Assuming that each user’s
activity is independent of the activity of any other user, the

TABLE I
Modulation order M; (bits per symbol) vs SNR ~; (dB) [10].

Yi —oco —6.7 —47 =23 0.2 2.4 4.3 5.9
M; | 0.15 0.15 0.23 0.38 0.60 0.88 1.18 1.48
Yi 8.1 10.3 11.7 14.1 16.3 18.7 21.0 22.7
M; | 1.91 241 2.73 3.32 390 452 512 5.55

probability that at an arbitrary time ¢, there are N = k eMBB
users active at the same time is:
Pr(N=k)=p, = (Nr]zax

Thus, E[N] = NupaxpPa = 5, where in this model we
assume that the inter-arrival and holding times of a user are
independent of the type of application used. Next, we describe
the packet level traffic for a fixed number of active NS users.

Cellular Protocol: We assume that the 5G NR protocol is
deployed. In 5G NR, the time and frequency resources are
divided into Physical Resource Blocks (PRBs) of 1 ms dura-
tion and 180 KHz bandwidth. Within each PRB, N, = 168
symbols are sent. All bandwidths are expressed in units of
PRBs. Also, we assume that all users need to maximize the
transmission power to be considered for admission to the NS.
The eMBB slice is allocated a total of W PRBs. Each eMBB
user transmits on all of the "W PRBs, thus the user channel
bandwidth is W.

Modulation and Coding Schemes: Reliability is a high
priority in communications. Here, reliability refers to a Block
Error Rate (BLER) target. To achieve a fixed BLER target,
5G NR adapts the modulation order' dynamically to adapt to
the varying received SNR. Let M denote the set of available
modulation and coding schemes. Given a fixed BLER target,
let ; denote the required SNR to achieve a modulation order
of M; € M bits per symbol. In Table I, we show the
modulation order M; and the SNR ~; when BLER is 10%
[10, Table 4.7], where we consider that My = 0.15 is robust
enough for any SNR within the coverage of the BS. The
previous table has been used primarily for LTE, however we
expect that similar values are used for 5G NR as well. In any
case, NOs are free to consider different values for Table I.

Channel Model: We assume that each PRB experiences
large and small scale fading due to path losses, user mobility
and multipath propagation. We also assume that the small scale
fading is slow and flat within a PRB. In 5G NR, the PRB
dimensions are specified such that this holds in practice.

We also assume that the SNR difference between any two
PRBs of the channel bandwidth is less than 2 dB since
all PRBs belong in the same frequency band. Since the
modulation scheme applied to a PRB changes in practice every
2 dB as implied by Table I, then for modulation assignment
purposes, the SNR is roughly the same on all the W PRBs.

Let U denote the set of eMBB users in the NS, where || =
N. Let random variable +,(7) denote the SNR of user u at
subframe 7. Due to small scale fading, we consider that ~,, (1)
over multiple subframes 7 € T' forms a random process of iid

)p’é(l —pa) VR (D)

By modulation order, we refer to the number of bits per symbol.
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random variables. Let G, (z) denote the cdf of ~,(7), V7.
Without loss of generality, we assume Rayleigh fading, thus
G () is the cdf of the Exponential distribution. Then, G, ()
is fully characterized by its expected value 7,,. We note that
7, can be estimated quickly by the BS since G, () is sampled
every 1 ms. Thus, 7, is considered known and so is G, (x).

Packet Arrivals: We consider that each user u generates a
packet of P, bits. Let random variable T}, denote the packet
inter-arrival time of user u. Here, we consider that the T,
follows the exponential distribution with expected value T,
and that the inter-arrival process {7, (7)}rer is iid:

Pr(T, <z)=1- @/ T, 2)

This model approximates the traffic by a wide variety
of eMBB applications. For example, for a VoIP user, the
packetization period is T, = 20 ms and the typical data
payload is P, = 2 Kb. Typically, low P, values model delay
sensitive applications such as phone calls, video calls or online
gaming. High P, values model delay insensitive ones such as
large file transfers, texting and emails.

Packet Transmission Times: The transmission time .S, of a
packet of P, bits depends on the sum of the modulation orders
of all the W PRBs utilized by each user. We approximate this
sum with W M,,, where M, is the modulation order achieved
by the average SNR ~,,.

Given the above, for modulation order M, and channel
bandwidth W, then W N M, bits can be transmitted per ms.
Thus, the transmission time S, in ms of P, bits is S, =
P,/(WNs;M,). The only random variable in the previous
expression is M,,. Thus, Pr(S, = S;) = Pr(M, = M;) The
modulation order M, depends on the SNR ~, as shown in
Table I. Since {7, (7)}rer are iid, then {S,(7)} e are also
iid. Lastly, given that v, follows cdf G, (z):

Pr(Sy = Si) = Gu(Vig1) — Gulyi)- )

Packet Delay Requirements. To satisfy the user’s traffic,
we wish to bound the expected overall time of a user’s packet
in the system by d,,. Let random variable @,, denote the queue-
ing delay and random variable S,, denote the transmission time
of a packet. Then, we require that:

E[Qu] + E[Su] < du. “4)

Multiclass Queueing System: Given the above, the packet
traffic of the eMBB slice can be described as an M/G/1
multiclass queueing system. Each user u of the eMBB slice
corresponds to a class of the system. Each class u is defined
by its arrival process {T,(7)}-cr given by (2), its service
process {S,(7)}rer given by (3), and its QoS requirements
d, given by (4). The 1 ms granularity is enough to consider
that the system operates in continuous time.

We note that each user’s arrival process, service process
and QoS requirements depend only by the following vector of
variables f, = [¥,, Tu, Pu, dy]. For this reason, we call f, the
feature vector of user u. We also note that the feature vector f,
is immediately known to the BS once the user connects, with

TABLE II
eMBB Feature Statistics.
5QI  Application Group Rs01 Ts5Qr  Psgr  dsqr  asqr
1 Interactive Voice Calls 100 Kbps 20ms 2 Kb 80 ms 8.6%
2 Interactive Video Calls 7 Mbps 20 ms 140 Kb 130 ms 12.4%
3 Online Gaming 15 Mbps 20ms 03 Mb 30ms 1.9%
4 Buffered Video 12 Mbps 100 ms 1.2 Mb 280 ms 13%
6 Web Browsing 5 Mbps 100 ms 0.5 Mb 280 ms 64.1%

the exception of 7,,, where we assume fast convergence of the
sample mean monitored by the BS to the expected value.

Feature Vector Statistics. Regarding the statistics of the
feature vectors, we consider that the feature vectors f, ;s are
iid. The features f, of each eMBB user relate very closely
with some of the QoS flow characteristics specified by the 5G
QoS Indicators (5QIs) in 5G NR [11], formerly known as QoS
Class Identifiers (QCIs) in LTE. For this reason, we consider
the application groups in [11, Table 5.7.4-1] for selected 5QI
values that correspond to eMBB traffic. Then, we consider that
the support of the delay threshold d,, are the set of the Packet
Delay Budgets (PDBs) in [11, Table 5.7.4-1].

Next, for the selected applications, we consider a suggested
bitrate 251 and a suggested mean packetization period T5qy.
The set of all packetization periods compose the support of
T.. Then, we compute the suggested packet lengths by Psqr =
RsqiTsqr which describe the support P,. Lastly, we assign a
probability asqr to each group based on the traffic analysis in
[12]. All these values are shown in Table II.

The last feature to be described is the mean user SNR 7,,.
We consider that it follows the Normal cdf with mean 7 = 10
dB and o = 3 dB, assuming that the BS is placed so that most
users achieve a moderate modulation order in Table I.

Given the above, the random vector f, = [¥,,, T, Pu, du]
can be further divided into two vectors; the wireless channel
conditions vector f¢ and the application features vector fJ.
For our model, f¢ = [7,] and f* = [Ty, Py, d,).

In general, we expect that these two vectors to be indepen-
dent of each other since the application a user uses does not
affect their channel conditions. Also, in practice, we expect
that the components of f to be continuous, whereas the
components of f? to be discrete. Indeed this is the case for
our model. Since f¢ = [v,] and f¢ depends only on the 5QI
value of user u, we compute the following probability:

Pr(fy; <vnfy = [Tsqi. Psqr, dsqi]) = Pio,0(7)asqr- (5)

In conclusion, every time a new user connects according to the
arrival process with mean T defined earlier, the user’s feature
vector is generated by (5).

III. ONLINE BANDWIDTH ALLOCATION

We wish to compute the required bandwidth W to satisfy
the expected delay vector {d,}.cy of the M/G/1 multi-
class queueing system described previously. Its computation
depends highly on the service discipline. Here, we assume
that FIFO is used, thus the computation of W is feasible.

Let A\, = 1/T,,. The overall arrival rate to the system is
A = )., Au. Also, note that the probability that a received
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packet at the BS originates from user « is p,, = A, /A. Hence,
by iterated expectation, the expected value of the overall
packet transmission time is E[S] = >  p, E[S,]. Similarly,
the second raw moment is E[S?| = Y p,E[S2], where
E[S%] = Var[S,] + E[S,]? and Var[S,] is computed using
(3). Lastly, let p = AE[S].

Since the Poisson Arrivals See Time Averages (PASTA)
theorem holds for each class [13], then the average waiting
time in the queue is the same for all classes, i.e., E[Q,] =
E[Q], Yu [13]. We compute E[Q,] for p < 1 using the
Pollaczek—Khintchine formula and Little’s Law [14]:

_ AE[$?
2(1-p)’
Hence, to compute the minimum required bandwidth W that

satisfies the QoS requirements of each user as in (4), we need
to solve the following optimization problem:

E[Q] = E[Q.] Vuel. (6)

minimize W
W

AE[S?] _ )

Note that to satisfy the overall user delay constraint, it
is necessary that p < 1. Otherwise, the queueing system
is unstable and the queueing delay becomes unbounded. Let
gu (W) denote the left side of the constraint in (7), i.e., the
overall packet delay of user u given bandwidth W. To solve
optimization problem (7), we use the following:

subject to:

Proposition 1. In a multiclass M /G /1 FIFO queueing sys-
tem, if each user service time S, is decreasing w.rt. W and
each user arrival process does not depend on W, then the
overall packet delay of each user is decreasing w.r.t. W, i.e.,
the function g, is decreasing in H = {W : p(W) < 1}.
Proof. See Appendix A.

In our case, S, = P,/(WN M,) is decreasing w.r.t. W
and the arrival process does not depend on W. Therefore,
Proposition 1 is applicable to our system, thus our g, (W) is
decreasing. Given its monotonicity, it immediately follows:

Corollary 1. The unique optimal solution of optimization
problem (7) is given by W* = max gt (dy).
ue

Therefore, the optimal solution can be computed easily if a
closed form expression of g, 1(-) is available.

Proposition 2. The quantity g, *(d,,) is computed as follows:

_ ady, + ¢y + \/(aEu —¢y)? + 2bd,

-1 =1
dy) = , Vd, >0,
9y (du) 7
where:
P,E[M1] P2E[M,;?] P,E[M!]
a= ————t b= L=t e, = Y
D L Dy 7oy N,

Proof. See Appendix B.

Given all the above, the optimal solution W* can be
computed directly using Corollary 1 and Proposition 2. Since

Bandwidth Allocation
Online Bandwidth Adaptation >

WH(t)

User Features
—_—

{fu}ueu(t)

Fig. 1. The BS observes the user feature vectors { fu },,cz4(¢) of the connected
users U (t). Since the feature vector of each user remains constant throughout
their connection, the BS observes them only when a user connects to the NS.
The bandwidth demand of the NS W*(¢) is computed by Proposition 2.

constants a, b and ¢, depend only on the elements of the
feature vectors { fy, }eu. the knowledge of the feature vectors
is sufficient and necessary to compute W*.

Considering that each element of f, can be measured by
the BS shortly after a user connects to the network, then we
conclude that optimization problem (7) can be solved online.
Therefore, the BS can adapt the eMBB NS bandwidth W*(¢)
online as the number of connected users N (¢) changes, while
ensuring that the desired QoS of each connected user is met.
Figure 1 illustrates the online adaptation procedure.

Adapting online bandwidth W*(¢) to match the current
traffic load of the eMBB slice results in a considerable increase
of resource efficiency, since any bandwidth that is unused by
the NS can be allocated to the rest of the regular traffic.

IV. SERVICE LEVEL AGREEMENT

Given the previous analysis, it follows that W*(¢) is a
random process that depends on the random process N (t)
which denotes the number of connected users to the BS at time
t, and the random vectors f,,cy4(x) Which denote the feature
vectors of the set of connected users U/(¢) at time t.

However, the tenant wishes that the desired QoS is almost
always met. Hence, the NO needs to ensure that the available
bandwidth to the NS denoted by W, is greater than the
required slice bandwidth W*(¢) with high probability. Let
Py = 0.9 denote a constant close to 1. Since the NO needs
fulfill the SLA, the following inequality needs to be satisfied:

Pr(W* <W,) > Py. (8)

Overall, the SLA between the NO and the tenant is formed
as follows. First, the NO needs to know the number of
registered users to the slice V., the average user connection
inter-arrival time T;, the average user holding time 7}, and
the statistics of feature vector f, as described in Sec. II. We
consider that this information is either immediately known to
the tenant or it is observed during a trial period, where the
NO creates a temporary slice for the tenant.

Second, given this information, the NO can compute the
statistics of N(¢) and the required bandwidth W*(t) for a
given number of connected users N (¢) as shown in Sec. II
and in Sec. III. Third, the network operator needs to compute
the bandwidth W,. that needs to be available at any moment to
the NS, so that the probability of W*(t) > W,. is very small,
i.e., the probability that the desired QoS of the eMBB slice is
not met at an arbitrary time ¢ is very small.

Fourth, once the bandwidth W, is computed, the NO
computes the cost of the requested NS based on W,. and charge

Authorized licensed use limited to: University of Maryland College Park. Downloaded on August 13,2024 at 15:55:28 UTC from |IEEE Xplore. Restrictions apply.



2023 IEEE/IFIP Network Operations and Management Symposium (NOMS 2023)

the tenant accordingly. If the cost is accepted by the tenant,
then the SLA is formed. For the remainder of this section, we
describe how W, can be computed and thus focus primarily
on the third step of the SLA process.

Since the SLA requires that Pr(W* < W,) > Py, where
Py is a constant close to 1, we need to compute the cdf of W*
to find W,.. The derivation of a closed form expression for this
cdf is hard to obtain. Therefore, we compute it numerically
through Monte Carlo simulations.

To do so, we can sample the process W*(t) over time.
However, we note that the random process W*(¢) is not
memoryless since the service process is not memoryless. Thus,
periodically sampling W*(¢t) may produce samples that are
not independent. For this reason, instead of directly sampling
W*(t), we proceed as follow.

Let F' denote the cdf of W*. Due to Corollary 1 and the
law of total probability when conditioning on the number of
connected users NV, it follows:

Nmax
F(w)= Y Pr(glgggul(du) <wlN = k)pk- )
k=1

Although the expressions of g, '(d,) are readily available
from Proposition (2), a closed-form expression of the above
probabilities is still hard to obtain. Thus, we compute them
numerically through Monte Carlo simulations.

Let F), denote the cdf of W* for N = k. It follows that

F(w) = Zk max B (w)py. Also, let Fy, 5, denote the empirical
cdf of W* for N = k when the number of samples is s:

Fk,sk (

ZlX <w, Yk € {1,.. (10)
" s

max}
where the random variables X7, ..., X, are iid and follow the
cdf of max, ey g;1(d,) for |U| = k Given the above, the
estimated cdf of W* is F(w) = Ek "% B or, (w)pr, where
Fpo(w) = 1. In general, we wish that the estimated cdf F'(w)
deviates more than e from the real cdf F'(w) w.Lp. for any w:

Py (Sttp P(w) - F(w)| > ) <P

To achieve this, we need to determine the number of samples
sk used for the computation of each empirical cdf Fj.

(1)

Proposition 3. If s, — [% In 2Nmax] then (11) holds.
Proof. See Appendix C.

This implies that a large number of samples is required
for high accuracy. For instance, the number of samples is
>k Sk ~ 69078 for ¢ = (1 — Py)/2 = 0.05 and Pp, =
1 — Py = 0.1 and Ny = 50. However, this sampling is
performed only whenever a new NS request is received by the
NO and thus it can be performed offline.

Specifically, the sampling procedure is conducted as fol-
lows. For each 1 < k < Np.x, we perform the following two
steps sy times, where si is given by Proposition (3). First,
we draw k feature vectors that follow the distribution in (5)
and second, we compute the required bandwidth W* using the

closed-form expression given by Corollary (1) and Proposition
(2). The fraction of the s; values of W* that are less than or
equal to w equals F}, ., (w) as in (10). Thus, once the sampling
procedure is completed we can compute each Fhsk(w) and
F(w) = po+ a3 Frs, (w)py for any w.

Given the estimated cdf F', we can numerically solve (8).
Let W denote the set that contains all possible values of W,..
The set W is discrete since W, is a natural number. Thus, the
NO wishes to find bandwidth W:

W} =min{w e W: F(w) > Pg}. (12)

However, only ﬁ'(w) can be computed, thus instead we find:
W = min{w e W: F(w) > Py + €}, (13)

where it is required that ¢ < 1 — Py. Note that from (11) and
Proposition 3, it immediately follows:

Corollary 2. If the NO provisions WT* bandwidth for the NS,
the SLA is fulfilled w.h.p., ie., Pr<F(W:) > PH) >1- P

We note that the value of e affects the optimality gap,
i.e., the difference between W;‘ and W}. Now, it remains to
describe how WT* is found, i.e., how (13) is solved. To solve
it, we consider that WV is upper bounded by a quantity Wi, ax.

Although (13) can be solved even when V¥V does not have
an upper bound, the knowledge of an upper bound can reduce
the time and space complexity of the solution algorithm. We
can either consider that the largest sample out of all the ), si
samples is w.h.p an upper bound of W or we can leverage (2)
to derive an upper bound. Here, we follow the latter approach.

Proposition 4. An upper bound of set W is:

NmaxP NmaxP2
Wmax = 2 + 3 4 .
MyN,T3 2M§N2Tyds

Proof. See Appendix D.

Thus, we consider the approximation W = [1, ..., Wiyax].
Clearly [W| = Wiax. Now, (13) can be solved as follows.
First, we obtain F'(w), Yw € W, with O(X sk +|WI?) com-
putations. Second, since the estimated cdf £ (w) is increasing,
we perform binary search on the sorted F (w) values and set
W: equal to the match for target value Py + €, which requires
O(log [W|) computations. Using the expression for >, sj in
Proposition 3, we have:

Corollary 3 The provisioned bandwidth W can be found

with O ( Npax In (ZNmaXP ) + \WP) tiTme complexity.

Once the NO provisions W,f bandwidth for the NS, then
the SLA is fulfilled w.h.p. as implied by Corollary 2. We note
that at any time ¢, the excess bandwidth W* — W*(t) can
be utilized by other users as long as these users release it
immediately whenever the NS needs it.

However, the sharing of resources between multiple NSs
while satisfying all their SLAs is more complex. Here, we
consider that bandwidth W: is exclusively used only by
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Fig. 2. First, consider a queueing system with 10 interactive video call users
with 7; = 20 dB and 1 online gaming user with 5 = 7; — € dB. The
video call users and the online gaming user require an average packet delay
of at most 130 ms and 30 ms respectively. The different applications plot
shows the delay violation for the online gaming user as the SNR difference €
increases when the NS is dimensioned such that the average packet delay over
all users is less than 30ms. Second, we consider that all users are identical
interactive video call users except from one user with 55 = J; — € dB.
The same application plot shows the violation of the average packet delay
requirement of the user with the low SNR as € increases. Both plots show
that although the strictest average packet delay requirement is met over all
users, there is a user whose average packet delay requirement is violated.

one NS. We note that resource exclusivity reduces resource
efficiency. However it increases isolation, since traffic surges in
one NS do not affect any other NS, even in the case where the
surges are caused by DDoS attacks or other security breaches.

Therefore, each time a new NS request is received by the
NO, the BS provisions W* which is the maximum bandwidth
that is available to NS at any time ¢. The cost of the SLA is
then computed based on W,

V. SIMULATION RESULTS

In this section, we test various components of our proposed
method and showcase their importance. All simulations were
run on a home computer with an Intel i7-10700K processor
using 16 GB of RAM running on Windows 10.

First, we wish to show the necessity of per user guarantees
in RANSs. To do so, suppose that we instead consider the total
average packet delay over all users as our aggregate metric and
wish to bound it by the smallest delay bound d = min,, d,.

Then, the required bandwidth W, can be easily computed by
replacing ¢, in Proposition 2 with ¢ = )", e, py. For channel
bandwidth W, we can compute the total packet delay of each
user using the left side of the constraints in (7) and check for
violations. In Fig. 2, we show the delay violation for a user in
two different scenarios when the total average delay is used
instead of per user guarantees.

Having established the importance of per user guarantees,
we next illustrate the value of provisioning resources for a NS
with per user guarantees by dimensioning a multiclass queue-
ing system. To this end, suppose that instead of dimensioning
a multiclass queueing system, we dimension a single class
queueing system where the class used is formed by considering
the worst case features over all the classes of the original
multiclass queueing system. In Fig. 3, we show the bandwidth
overprovisioning caused by following this approach.

100% -

80% 1

60% 1

40% A

Excess Bandwidth

20%

0% 1

0 10 20 30 40 50
Number of Users

Fig. 3. Here, we consider a queueing system with IV identical video calling
users with 7y; = 20 dB and 1 video gaming user with 7, = 17 dB. Suppose
we approximate this multiclass queueing system by a single class system
of N + 1 identical gaming users with y = 17 dB. Clearly, the bandwidth
Wa required to satisfy the average packet delay of the single class queueing
system is higher than the bandwidth W* required to satisfy the per user
average packet delay requirements of the original multiclass system. The plot
shows the bandwidth overprovisioning (Wg — W*)/W?* as the number of
video calling users IN increases. The figure illustrates that the single class
approximation increasingly overprovisions resources as the users increase.
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51000_ — W,=400
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B |
= 750
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£ 5007
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0 . r r . . T
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Fig. 4. The figure shows the bandwidth demand W*(t) of a NS with the
default parameter values. We note that W *(t) is a piecewise constant random
process that changes whenever a user connects to or disconnects from the NS.
The system was run such that each of the Nmax = 50 users connects to and
disconnects from the NS for 100 times resulting in a simulation time of 90
hours. This process W*(t) has high variability. The figure also shows that
the provisioned bandwidth Wy indeed suffices to satisfy the SLA between
the tenant and the NO. Lastly, the fast computation of W*(t) allows the
utilization of the unused NS resources by the regular traffic of the cell. The
unused resources form the space between the orange and the blue lines.

Next, we begin the NS level simulations. To verify the
validity of our data-driven method to obtain W, we simulate
the random process W*(t) of a NS with the default parameter
values as described in the previous sections of the paper. In
Fig. 4, the random process W*(t) is depicted over a large
period of time and the percentage of time that W*(¢) < W, is
computed. In Fig. 5, we compute this percentage for multiple
NSs that are parameterized randomly to verify the generality
of our approach. Given that W, requires a large amount
samples to be computed, we also provide the run times of its
computation in Fig. 6. Also, since we are not able to derive
closed form expressions for W,., we test its sensitivity w.r.t.
the number of registered users Npax and the NS reliability
requirement Py in Fig. 7 and in Fig. 8 respectively.

Lastly, we conclude this section by providing motivation
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Fig. 5. The figure shows the difference F'(W?) — Py for 30 NSs whose
parameters Th. Ons Pa, Nmax, Py and P, were chosen randomly. Since
F(W}) > Pp, the SLA is fulfilled for each NS.
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Fig. 6. The figure shows the run time of the computation of W as the number
of registered users increases. The plot shows that although the computation
of Wy is performed offline, the required computational time is less than 25
minutes even for large NSs. This implies that the NO can process new NS
requests from tenants in a short period of time.
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Fig. 7. For the default NS parameters, the figure shows the provisioned
bandwidth W, for a varying number of registered NS users Nmax. For the
given region, the relation between Wy and Nmax seems to be almost linear.
This plot can be used by the NO to estimate the cost of registering extra users
to an already deployed NS as requested by the tenant.
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Fig. 8. The figures shows that the provisioned bandwidth W, increases

significantly for large reliability Pfr. Since higher provisioned bandwidth W,
implies higher costs for the tenant, this plot is a trade-off curve for the tenant.
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Fig. 9. The figure shows the bandwidth demands of two NSs over time. If
resource sharing is not allowed, the bandwidth demand of NS 1 is not met
whenever the blue line is higher than the upper black line. Similarly, the
demand of NS 2 is not met whenever the orange line is higher than the lower
black line. Note that there are time intervals where there is a demand violation
for one NS that could be met by utilizing the idle resources of the other NS.

for enabling resource sharing between NSs. In this paper, we
provided guarantees when the provisioned bandwidth W,. of
each NS is not shared with other NSs. However, if multiple
NSs are being served by the same BS, then the unused
bandwidth of one NS can be allocated to another NS that is
in need. The design of a scheduler that multiplexes NSs while
satisfying each of their SLAs is left for future work. Here, we
only illustrate the potential resource savings for two NSs as
shown in Fig. 9 and in Fig. 10.

VI. CONCLUSION

In this paper, we showcased the importance of per user
QoS guarantees for RANSs, where tenants and NOs form
strict SLAs. To solve the bandwidth provisioning problem
of a RANS, we related the NS to a multiclass queueing
system, while considering channel fading under the operation
of a cellular protocol. We showed that the NS traffic is a
highly variable random process since users running different
applications under different channel conditions connect to and
disconnect from the NS multiple times throughout its lifetime.
Nonetheless, we provided a data driven method to accurately
estimate the cdf of the NS bandwidth demand. Based on this
cdf, we derived the provisioned bandwidth that guarantees
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Fig. 10. This figure shows the intervals where multiplexing the NSs depicted
in Fig. 9 would have resulted in extra service time. These intervals can be
obtained from Fig. 9 by finding the time periods where there is a demand
violation even though the overall bandwidth demand is less than the overall
provisioned bandwidth. Thus, it suffices to check when W (t) + W3 (t) <
Wr,1+ Wy 2 and (W7 (t) < W1 or W3 (t) < Wr 2). The figure indicates
that multiplexing can considerably increase the service time of a NS.

the SLA fulfillment w.h.p. and described in detail the SLA
formation process between the tenant and the NO.

For future work, we wish to loosen two key assumptions
of our system model. First, we wish to consider packet
arrival processes that are not exponential. Second, we wish to
consider multiserver queueing systems since in practice each
user’s channel bandwidth is upper bounded by a threshold.
Finally and most importantly, we wish to improve the resource
efficiency of our method by deriving a scheduler that multi-
plexes NSs without violating any of their SLAs.

APPENDIX A
PROOF OF PROPOSITION 1

Suppose that S, (W) is decreasing. Then, S, (W) = E[S,]
is decreasing as the sum of decreasing functions. Also, S2(W)
is decreasing as the product of two positive decreasing func-
tions. Hence, E[S2] is decreasing w.r.t. W as the sum of
decreasing functions.

It remains to show that the left term of g, (W) is decreasing.
Hence, it suffices to show that ;(];:[Sp} and E[S?] are both
decreasing w.rt. W, considering that the product of two
positive decreasing functions is also decreasing.

First note that p(W) = AE[S] = A, puSu(W) is a
decreasing function of W as the sum of decreasing functions.
Since f(p) = 1/(1 — p) is increasing in [0,1) and p(W) is
decreasing, then (f o p)(W) is decreasing. Hence, the first
factor is decreasing. Similarly as with E[S], the second factor
E[S?] is also decreasing. Thus, g, (W) is decreasing. O

APPENDIX B
PROOF OF PROPOSITION 2

We need to obtain the expression for g, (W), solve for
W and then evaluate at d = d,. This involves solving a
quadratic equation where we accept only the largest root py
which satisfies hm pl(d) Whin, where p(Wphin) = 1. For

brevity, we omlt these algebraic manipulations. By following
these steps, we can obtain the expression in Proposition 2. [

APPENDIX C
PROOF OF PROPOSITION 3
Given that the real cdf is F(w) ZN‘““ Fy.(w)pg and the
estimated cdf is F'(w) = Zk i = . (w)pr, then it follows:

Nmax:
supIF(w) F(w)|>fCZsuple(w) Fre (w)|pr > €
k=0
NITIBX f
C kUD sup |Fy(w) — Fy o, (w)| > A (14)

In (14), the first ”C" holds due to the triangle inequality and
the fact that the supremum of the sum is less than or equal to
the sum of the supremums of the summands. The second ”C”
holds since if the sum of Ny, summands is greater than e,
then at least one summand is greater than €/Npyax.

From the first and third part of (14), we obtain:

Nmax € )
<P
NmaxPr (15)

> Pr(sup|Fk(w) Fy o (w)]| >
= Pr(szpw(w) - F(w)|>e) < P

k=0

Thus, it suffices to satisfy the following inequality Vk:

. € Py
Pr| sup |Fx(w) — F; w)| > < .
(500 1Fuw) ~ Frll > =) s 5
Using the Dvoretzky-Kiefer-Wolfowitz inequality [15], we
obtain the number of samples s:

sk = [Nm“p’“ In QN“‘“], Vk e {1, ...,

(16)

262 PL Nmax} B

APPENDIX D
PROOF OF PROPOSITION 4

From Proposition 2, it follows:

W* < max b —l—max{a E—u} .
ucld Qd dy

We upper bound the right side of (17) using the following:

a7

Nmax Pigr  NmaxFPs
_t%;, N T MoNs sat Ts0r ~ MyN.Ts’ (18)
Cu _ PU]E[}\_J; ] < 1 P5Q1 P .
d, N.d, MoN, 561 dsqi MoNds
Now, we combine (17) with (18). Since P3/T5 > P5/ds:
b Nmax P
v (o ) O
Next, we consider the following bounds:
M) _ Numax Pt NuaP}
_1%;( N2T - M2N2 Bar Tsqu  MENZTy' (20)
d, > ds.

Lastly, we combine (19) with (20) to obtain:

Nma.xPS Nmaxpf
T\ 2Ny H

WS ILN.T
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