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ABSTRACT
Amidst growing uncertainty and frequent restructurings, the im-
pacts of employee exits are becoming one of the central concerns for
organizations. Using rich communication data from a large holding
company, we examine the effects of employee departures on so-
cialization networks among the remaining coworkers. Specifically,
we investigate how network metrics change among people who
historically interacted with departing employees. We find evidence
of “breakdown" in communication among the remaining coworkers,
who tend to become less connected with fewer interactions after
their coworkers’ departure. This effect appears to be moderated by
both external factors, such as periods of high organizational stress,
and internal factors, such as the characteristics of the departing
employee. At the external level, periods of high stress correspond
to greater communication breakdown; at the internal level, how-
ever, we find patterns suggesting individuals may end up better
positioned in their networks after a network neighbor’s departure.
Overall, our study provides critical insights into managing work-
force changes and preserving communication dynamics in the face
of employee exits.
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1 INTRODUCTION
Organizations are dynamic entities where personnel changes are
an inherent feature. As employees depart, whether through vol-
untary resignation or enforced layoffs, there are consequences on
the structural and functional aspects of the organization. Prior
literature indicates that these departures may impact employee
morale, knowledge transfer, productivity, and other organizational
outcomes [1, 35, 41, 50].

Quantifying the influence of an individual’s departure on an
organization has been challenging, often prompting researchers to
depend on qualitative assessments [34], narrowing to key employ-
ees [13] or to relating departure turnover rates to macro impacts on
group and company performance [1, 41, 50]. In this study, we focus
on the impact on socialization networks, specifically the network
interactions among remaining employees. For example, consider a
scenario where Alice, Bob, and Charlie interact regularly at work.

If Alice exits the company, how does this change the communi-
cation dynamics between Bob and Charlie? While our approach
does not directly measure tangible outcomes like productivity or
revenue, which are difficult to attribute to a single departure, it
provides a clear and quantifiable way to understand the implica-
tions of personnel changes on interaction patterns and networks.
Such interaction networks have proved indispensable for multiple
contexts within companies, such as development of organizational
advantage [3, 40], collaborative task development [14, 23, 36], and
for the well-being of employees [42].

Furthermore, the uniqueness of our dataset allows us to scruti-
nize how departures influence socialization networks during peri-
ods of high stress. Notably, our data spans two distinct periods: one
where the firm experienced stress and ambiguity, and anotherwhere
it operated under more typical conditions. Drawing on findings
from previous research which outlines how intra-organizational
networks change with stress and ambiguity [21, 46], we analyze the
interaction effects between the external stress level of the firm and
individual departures. We find systematic differences: compared
to low-stress periods, departures during high-stress periods are
associated with less communicative groups in the company but
are also associated with structural patterns that benefit remaining
employees.

In addition to external factors, we investigate the heterogene-
ity of the departing employee’s attributes. Gender, for instance,
can influence communication styles and collaborative tendencies
[15, 28], while some communication attributes, such as network
closure within ones social network, correlate with organizational
knowledge transfer and influence [18, 45]. As such, we are particu-
larly interested in exploring how these factors affect socialization
dynamics post-departure.

Our research questions are thus: RQ1What is the effect of an
employee’s departure on the socialization networks of their prior
contacts? RQ2 How is this effect different during organizational
high-stress periods? and RQ3 How are the attributes of the depart-
ing employee, such as their volume of communication or seniority,
related to the response in communication dynamics of their prior
contacts?

To frame our analysis, we draw on past research on social capital
operationalized through networks [11, 42]. We employ a large-scale
dataset of internal communications from a major company among
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Figure 1: We track the evolution of the interactions of neigh-
bors of a departing employee. Example shows how group
interactions change after A’s departure and ends up discon-
nected into silos. Here we only show the group perspective
for simplicity.

~100K employees. From these data, we track changes in commu-
nication dynamics of departing employees’ contacts on a weekly
basis, measuring various attributes associated with the group and
individual dynamics over a period before and after departures take
place. Following a model-based matched comparison approach,
we assess the relationship between departures and changes in the
socialization dynamics relative to a control group.

Our main contributions are as follows: (1) To the best of our
knowledge, this is the first large scale analysis of the dynamics of
networks after node removal in an organizational context that also
considers the effect of high stress organizational environments.(2)
Our results suggest a breakdown of socialization among the remain-
ing members after a departure. The breakdown is marked by less
connectivity, volume, cohesiveness, and efficiency when looking
at communications only between the employees who used to in-
teract with the departing employee (group perspective) and their
interactions within the larger organization (individual perspective).
(3) We compare the response to departures between periods of
high and low stress. Notably, departures during high-stress periods
are associated with more detrimental structural consequences to
groups but beneficial for individual employees. (4) Our research
provides valuable insights into the field of organizational research
by underscoring the ripple effects of a departure.

2 THEORETICAL FRAMEWORK AND
RELATED WORK

Here, we build a conceptual framework for our research informed
by literature on organizational departures, socialization and social
capital, and node removal in complex networks.

Understanding Socialization Through Social Capital and Network
Structures. In our analytical framework, we use interactions in the
communication data as a proxy for employee socialization. Social-
ization is crucial to onboarding and it is instrumental for employee
effectiveness [5, 25, 26]. We argue that when people socialize within
companies, they’re building and using social capital. One common
lens to operationalize social capital is through networks [11, 42].
This is the lens we adopt in the present study. From the data, we
construct communication networks. In these networks, we focus on
the interactions within what we define as the socialization set of
departing employees. A person in this set is an organization mem-
ber whom the departing employee would interact with in normal
day-to-day work circumstances. The interaction might be regular
(as teammates or supervisors) or could be sporadic. The inclusion

of these sporadic ties is informed by the concept of "weak ties"
[31], which are instrumental in information flow in organizations
[12, 29]

Dual perspectives on socialization and interactions. Current lit-
erature does not clearly connect organizational departures with
employee socialization nor the mediation effect of a network node’s
removal. Nevertheless, it hints at reactions at different levels: At
the broader company level, negative effects include decreases in
productivity and a hit on the morale of remaining employees after
key employee departures [1, 41, 50]. Some research finds positive
effects in performance when figures such as top managers leave
[20, 32]. We contrast these group effects with other parts of the
literature that focus on individuals. Looking at single employees,
departures can induce increased commitment and satisfaction from
the remaining collaborators [35], or lead to positive career outcomes
such as increased job mobility [2, 43].

The literature suggests departures might affect groups and indi-
vidual employees differently. We account for this by adopting two
central perspectives of interaction given the socialization set. The
group perspective sees the socialization set of a departing em-
ployee (𝑒) as a cohesive unit, focusing on the communication solely
among its members. These interactions might be crucial even when
they cross team boundaries as they are valuable for collaboration
and socialization [16, 26]. Complementing this, the individual per-
spective sees all interactions of members of the socialization set,
including those beyond the socialization set’s boundaries, focusing
on their entire network within the organization.

Network measures of social capital. We leverage two key bodies
of literature to establish measures for the networks we examine and
to align our findings with existing research. The first is the concept
of social capital from a network perspective, which investigates
how network structures influence organizational outcomes. The
second is the research on node removal within networks.

Two key concepts in social capital via networks are network
closure and structural holes. Closure has been positively associated
with team performance [4, 16] and with individual sense of cohe-
sion and well-defined expectations [29, 42]. However, it can also
instigate a sense of coercion and self-segregation [12, 42]. Struc-
tural holes create disconnected network spaces, offering bridging
opportunities. Employees acting as bridges to fill network gaps of-
ten achieve better career outcomes [11, 29] and allow for accessing
disparate sources of information [11, 45]. Additionally, employees
bridging structural holes display increased flexibility to organiza-
tional position changes [29].

We also draw from literature on node removal on complex net-
works. Here characteristics that are important to understand in
a group are efficiency, referring to information flow, redundancy
[8, 37], and the size of the largest component [6, 7, 24, 33, 54]. These
properties are often considered to evaluate the impact of node re-
moval on a network. We adopt these measures in our analysis.

Shocks to networks, turbulent environments. Our review also ex-
tends to the literature detailing shocks and high-stress environ-
ments for networks. We use these insights to form hypotheses
regarding the effect of employee departures during times of high
stress.
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Researchers have identified a phenomenon referred to as ‘turtling-
up’ when networks are subjected to abrupt shocks. The network
restricts ties with out-group members, instead intensifying the
cohesion of within-group ties [46, 47]. In the face of changing
environments, for instance, the shift to remote work, networks
tend to become more compartmentalized [55]. When observing the
evolution of within-group social dynamics during periods of height-
ened uncertainty, notable changes in structure and tie composition
among employees become apparent: Relationships are more prone
to experience conflict, cohesion of group declines, and hierarchical
structures among group members emerge [22, 30, 52]. Researchers
have broken down ties into formal, semi-formal, and informal net-
works and found that structural shifts often involve a decline in
formal network ties, counterbalanced by an increase in semi-formal
and informal ties [22, 52].

2.1 Hypotheses
Effect of an employee departure on the interactions within their

socialization set. From a group perspective, morale and efficiency
could drop significantly after a departure [1, 41, 50], which suggests
decline in communication and efficiency [8, 37]. Furthermore, the
departing employee might mediate the stability of a triad between
coworkers. This connection might be compromised due to a node’s
removal [31], creating the potential for fragmentation of the group
into subgroups. From an individual perspective, some individuals
might show increased commitment, fostering unity within their im-
mediate circles [35]. Alternatively, others might display individual
advantage patterns [2, 43], such as an increase in connections, a
reduction in their clustering, and an increase in brokerage positions
within the company [11, 45].

Hypothesis (H1.1). From a group perspective, the interactions of
the socialization will break apart, marked by a decrease in communi-
cations and the number of connections within the group, as well as
by a decrease in cohesiveness and closeness of the group.

Hypothesis (H1.2a). From an individual perspective, on average,
members of the socialization set will display an increased commitment
effect reflected in increased individual clustering and fewer structural
holes in their ego networks.

Hypothesis (H1.2b). Alternatively, from an individual perspec-
tive, on average, members of the socialization set will display an
individual advantage effect, where they increase their connections
and end up in positions with increased structural advantage, which
leads to lower clustering and becoming bridges of structural holes
[2, 43].

Departures under high-stress environment. According to litera-
ture, during high-stress periods, groups tend to isolate, forming dis-
connected components[55]. This implies a departure could worsen
communication disruption from the group perspective, exacerbated
by the stress-induced tendency towards disconnection.

Hypothesis (H2.1). During a high-stress period, at the group level,
we will observe increased group breakdown, evidenced by larger effect
sizes in the measures mentioned above.

The literature about individual employee adaptation in uncertain
periods suggests individuals preserve and strengthen informal ties

[22, 52]. Thus, following a departure, we anticipate that the resulting
uncertainty escalated by both the environment and the employee’s
exit prompts individuals to maintain or seek diverse connections.
This dynamic could also diminish the clustering of connections,
enrich diversity, and foster increased network brokerage. However,
alternatively, the effect of stress and hit to morale seen in turbulent
times [39] might be significant enough that the individuals turtle-
up showing increased clustering and less communication [46]. This
leads us to propose two competing hypotheses.

Hypothesis (H2.2a). During a high-stress period, at the individ-
ual level, we will observe increased brokerage patterns.

Hypothesis (H2.2b). During a high-stress period, at the individ-
ual level, we will observe increased isolation patterns.

3 DATA AND METHODS
We now proceed to describe the data sources and methodology in
order to test the hypotheses established in the previous section.

3.1 Data Context
Our research primarily investigates socialization patterns within a
large company by using its internal communications data. These
data cover periods of high and low stress. The high-tress periods
follow significant regulatory changes that occurred early in 2021.
The new regulations could potentially make a significant part of
the company’s operations illegal. The threat and later imposition
of these regulations created a sense of uncertainty within the com-
pany, resulting in significant workforce upheaval and attrition. Such
effects may have influenced the company’s internal communication
practices during this period.

A vast portion of our data comes from the company’s dominant
communication network, which is an instant messaging tool akin to
Slack. These data span the year 2021 and contain 5Mweekly interac-
tions among approximately 120,000 employees. To ensure that our
data only covers regular workday interactions, we excluded periods
like holidays, which could predictably influence communication
patterns and introduce bias.

3.2 Networks
Constructing the Weekly Communication Network. Similar to pre-

vious studies [19, 55, 56], we build weekly graphs, denoted as
G𝑤 = (V𝑤 , E𝑤 ,W𝑤), where 𝑤 denotes the week. This graph
has nodes representing the set of all employees,V𝑤 , that have com-
municated within that week. Correspondingly, the edges in G𝑤 ,
denoted as E𝑤 represent interactions between employees and have
weights𝑤𝑖 𝑗 ∈ W. Every edge weight𝑤𝑖 𝑗 is constructed with the
aggregate volume of communications between 𝑎 and 𝑏 during that
week. In our networks, we include both pairwise interactions (di-
rect messages) as well as group interactions. The latter accounts for
how groups maintain socialization and interaction in non-dyadic
channels [55]. Specifics on weight calculations can be found in the
appendix A.1.

Constructing Socialization Sets. We denote the socialization set
of an employee 𝑒 ∈ V as 𝑆𝑆𝑒 ⊂ V =

⋃𝑡∗𝑒−6
𝑤=𝑡∗𝑒−10

ΓG𝑤 (𝑒), with
𝑡∗𝑒 marking the calendar week of departure of 𝑒 . We include only
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Table 1: Grouping of measures and constructs

Construct Measured Metric(s)

Group Perspective
Interaction Intensity Connections, Volume
Cohesion Closure, Components
Efficiency Largest component share, Close-

ness

Individual Perspective
Interaction Intensity Connections (ind.), Volume (ind.)
Structural Advantage Diversity
Entrenchment Clustering (ind.)

members that interact during weeks [𝑡∗−10, 𝑡∗−6] for two reasons.
First, we aimed to exclude any interactions that could form part of
an offboarding process from the socialization set. As we lack specific
data about whether departures were voluntary or involuntary, we
decided to adopt a buffer period of 6 weeks prior to the departure,
given that the company suggests that leave notices are given one to
two months prior to voluntary departures. Then, we select a ’freeze’
window of 4 weeks from the buffer [𝑡 −6−4, 𝑡 −6] to include people
that have interacted during this window as the socialization set. We
have also completed a robustness test where vary the freeze size.
We find the results of the main analysis are qualitatively similar.

Estimating Employee Departures. We identify an employee’s de-
parture when they cease to participate in IM communications, lever-
aging the prevalence of the IM channel as the defacto communica-
tion channel in the company. This is a reliable measure until 2021
since we IM data until mid-2022. Thus, eliminating possible false
positives due to vacations or similar phenomena. We identified 40K
employee departures in 2021.

Representing group and individual perspectives. We define:

Group perspective as 𝐺𝑒,𝑤
𝑔𝑟𝑝 = G𝑤 [𝑆𝑆𝑒 ], which is the induced

graph restricted to the socialization set on a given week. This
represents the interactions only betweenmembers of a departing
employee’s socialization group.

Individual perspective as {𝐺𝑒′,𝑤
𝑖𝑛𝑑

}𝑒′∈𝑆𝑆𝑒 , where
𝐺
𝑒′,𝑤
𝑖𝑛𝑑

= G𝑤 [𝑒′ ∪ ΓG𝑤 (𝑒′)] is the ego network of 𝑒′, where 𝑒′
is a member of departing employee 𝑒’s socialization set. Thus,
the individual perspective considers the ego network of each
member of 𝑒’s socialization set, including communication with
any employee in the organization, beyond other members of 𝑒’s
socialization set.

3.3 Measures of socialization
We extract relevant metrics from the aforementioned individual and
group perspectives on a weekly basis for up to 32 weeks centered
around an employee’s departure. This process provides us with
time-series data, 𝑓 𝑒,𝑚 (𝑡), where𝑚 represents the calculated metric,
𝑒 the socialization set index tied to the departing employee, and 𝑡
the time relative to the employee’s departure. Following, we define
the metrics. Table 1 contains a grouping of metrics based on the
constructs we aim to measure.

For the group perspective, we calculate the following:

Closeness Measures howwell connected the group is and it is akin
to a measure of efficiency in the group [8, 37]. It is calculated as
the average inverse distance of all pairs of nodes in 𝐺𝑒,𝑤

𝑔𝑟𝑝 (𝐺, 𝑒).
Closure Measures group cohesiveness via triadic closure [31];

measured by the average clustering coefficient of 𝐺𝑒,𝑤
𝑔𝑟𝑝 .

Components Measures disconnected silos of interaction within
the group. Calculated as the number of components in 𝐺𝑒,𝑤

𝑔𝑟𝑝 .
Largest component share Measures network robustness [7, 24,

33, 54]. Calculated as |𝐺𝑒,𝑤
𝑔𝑟𝑝,0 |/|𝐺

𝑒,𝑤
𝑔𝑟𝑝 | where 𝐺

𝑒,𝑤
𝑔𝑟𝑝,0 denotes the

largest component of 𝐺𝑒,𝑤
𝑔𝑟𝑝 .

Connections Measures the volume of pairwise interactions among
the members of the socialization set. Defined as the number of
edges in 𝐺𝑒,𝑤

𝑔𝑟𝑝 normalized by |𝐺𝑒,𝑤
𝑔𝑟𝑝 |.

Volume Measures aggregate volume of interactions. Calculated as
the sum of weighed edges in 𝐺𝑔𝑟𝑝 (𝐺, 𝑒) normalized by |𝐺𝑒,𝑤

𝑔𝑟𝑝 |.
N active The number of active socialization set members. It allows

us to assess if other members of the socialization also leave or
become inactive. Defined as |𝐺𝑒,𝑤

𝑔𝑟𝑝 |
For the individual perspective, we calculate metrics for each

𝐺
𝑒′,𝑤
𝑖𝑛𝑑

∈ {𝐺𝑒′,𝑤
𝑖𝑛𝑑

}𝑒′∈𝑆𝑆𝑒 , which we then average to get one aggregate
estimate. We describe now each measure in terms of each 𝐺𝑒′,𝑤

𝑖𝑛𝑑
:

Clustering Represents the embeddedness of 𝑒′ in their own net-
work [17, 29, 42]. Calculated as the local clustering of the node
𝑒′ ∈ 𝑆𝑆𝑒 in the network 𝑒𝑔𝑜 (𝑒′,𝐺).

Connections (ind.) Represents how connected the employee is.
Calculated for a given 𝑒′ ∈ 𝑆𝑆𝑒 as |𝐺𝑒′,𝑤

𝑖𝑛𝑑
|.

Volume (ind.) Represents overall employee communication. We
take the weighted edge sum of 𝑒′ in 𝐺𝑒′,𝑤

𝑖𝑛𝑑
.

Diversity Is an indication of how many structural holes 𝑒′ bridges
[19, 53]. It is calculated as the number of components in the
graph 𝐺

𝑒′,𝑤
𝑖𝑛𝑑

/𝑒′, ie. the components of the ego network of 𝑒′

removing 𝑒′ and its edges.

3.4 Matching
The inherent nature of corporate dynamics, coupled with prevail-
ing uncertainties, can result in diverse and dynamic socialization
patterns within a company. It is paramount to account for these
externalities when analyzing the effect of an employee’s depar-
ture on their socialization set. For this reason, we incorporate a
matching design to generate a control group that serves as a com-
parison for socialization sets of non-departing employees. For each
socialization set, we find a set of 𝑘 matches that are similar in de-
parting employee network attributes and socialization set metrics
(See appendix A.2 for a list of the matching attributes). We generate
an estimate of these attributes given an employee 𝑒 by averaging
the metrics over a defined period of time [𝑡∗𝑒 − 10, 𝑡∗𝑒 − 6], which
corresponds to the same period of time on which we defined the
socialization set 𝑆𝑆𝑒 relative to 𝑒’s departure. We use k-nearest
neighbors (kNN) as the matching algorithm. Further details about
this procedure are in the appendix A.2.

3.5 Models
Model definition. We develop a model-based approach to quan-

tify the change in the metrics of the socialization sets after the
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departure of their corresponding ego employees. For each metric
denoted as 𝑓𝑚 , we fit a model to encapsulate its dynamics; it mod-
els the time progression of the metrics with linear trends relative
to the departure timing of the socialization set’s ego 𝑒 [27]. Our
model incorporates a linear splines basis, which allows for mod-
eling changes in value and trend of the metrics after departure
[49], random effects to account for the variability between different
socialization sets [44], and uses the matched socialization groups
to perform before-after contrast comparison of response in metrics
using a control group [48]. The model is expressed as follows:

𝑓𝑚𝑒,𝑡 ∼ 𝐴𝑒 × (𝑡 + ℎ𝑖𝑛𝑔𝑒 (𝑡) + 𝑗𝑢𝑚𝑝 (𝑡)) + 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑒 + 𝜂𝑒,𝑡 , (1)

where we have functions that define the time basis: ℎ𝑖𝑛𝑔𝑒 (𝑡) =
𝑡 ∗ 𝟙(𝑡 > 0) denotes a change in slope and 𝑗𝑢𝑚𝑝 (𝑡) = 𝟙(𝑡 > 0)
denotes a discontinuity in value at time 𝑡 . Here, 𝑒 denotes each
socialization set 𝑆𝑆𝑒 , which is itself defined by the departing ego 𝑒 ,
𝑡 corresponds to the relative time to departure, 𝐴𝑒 is an indicator
with a value of 1 if the ego employee of the socialization set 𝑒 is
a departing employee (treatment group) and 0 is they are in the
matched control group. 𝜂𝑒,𝑡 encodes random effects by departing
ego/socialization set, which accounts for baseline metric variations
among distinct employee departure groups. Finally, using the in-
teraction between the treatment indicator and time basis, we can
compare the treatment and control groups’ relative discontinuity
and slope differences using marginal estimates, which we describe
in the next section. For model fitting, we transform target variables
to allow for comparison between different metrics and adjust for
heavy-tailed variables. Further details can be found in the appen-
dix A.3.

Model estimates. We quantitatively measure the response of so-
cialization sets using estimates extracted from our fitted model
parameters (details of expressions and calculations are in the ap-
pendix A.3):

Value DiD Denoted as𝐷𝑖𝐷𝑣𝑎𝑙 (𝑓 ), contrasts how themetric changes
from the pre-departure to departure period compared to the con-
trol group. We calculate it as the difference (between groups)
of the difference in each group comparing before and after val-
ues of the estimates of a metric. For example, a value of 0.1 in
the metric 𝑓 means that compared to the control group, the
socialization sets of departing employees change 0.1 DM (stan-
dard deviations of the metric) more relative to the control group
change.

Slope DiD Denoted as𝐷𝑖𝐷𝑠𝑙𝑝 (𝑓 ), captures the metric slope differ-
ence between pre and post-intervention for each group estimate.
For example, a positive value of this estimate indicates that the
change in trend for the treatment group was larger when com-
pared to the control. These estimates reveal whether Value DiD
estimates increase or decrease over time.
Using the two estimates, we identify both a difference in the

value of a metric after departure and a trend, which indicates if this
difference changes over time.

Assessing the effect of uncertainty. To study changes in the net-
work structure of socialization sets amidst heightened uncertainty,
we exploit the unique aspect of our data, which reflects the ban on
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Figure 2: Weekly active employees in the communication
data. The red line indicates theweek onwhich the high-stress
period starts. Counts for 2021, normalized by the maximum
value.

company activities implemented by the government. Such policy
initiated a period of high uncertainty accompanied by reorganiza-
tion. We separate the data into two periods, as seen in Fig. 2. We
refer to the period post-implementation of the ban as the high-stress
period. We split our data into two sets, with the first week of July as
the dividing point. A one-month buffer was applied before and after
this date, removing any employee exits within this period from the
data. Consequently, we have 1M observations for 80K treated and
control socialization sets for each period. Then, we apply the same
model described in the previous section to each period separately.
Using these fitted models, we calculate diff-in-diff estimates for
both value and slope, then compare them between the two periods.

Modeling heterogeneous effects. We also examine differential re-
sponses in the socialization set associated with different character-
istics of the departing ego individuals. Specifically, we examine ego
characteristics of leadership status, seniority, and gender. We
also examine communication-related attributes, including ego’s
volume of communication, number of connections, cluster-
ing, and structural diversity. Then, to model the heterogeneous
effects, we employ a variation of the previous models where, instead
of contrasting treated and control socialization sets, we contrast
the effect of the departures across different attribute levels. For
example, we contrast how the response to a departure differs when
comparing a highly clustered departing employee to a low-clustered
employee. Further details of the model are in the appendix A.3.

4 RESULTS
4.1 RQ1, Effect of ego’s departure on the

socialization set
Addressing RQ1, we calculated themodel-based value and slopeDiD
estimates as outlined in Section 3.5. Fig. 3 presents these estimates
on two axes: one for value DiD and another for slope DiD. We
report these coefficients in terms of the standard deviation of the
metric across all observations (DM) and of the rate of change of this
unit per week (DM/w) for value DiD and slope DiD, respectively.
We refer to the magnitude of the standardized value DiD and slope
DiD estimates as effect size. In addition, unless stated otherwise, all
values reported in the following sections are significant at a 0.01
significance level, where we also applied a Bonferroni correction
[9]. Further, we define quadrants that indicate possible situations
for the evolution of the metrics contingent on the signs of Value
DiD and Slope DiD. We display these quadrants alongside estimates
in Fig. 3.
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C-D
A-B

B) Slope Di�|A=0

A) Slope Di�|A=1

C) Value Di�|A=1

D) Value Di�|A=0

Figure 3: L) Marginal estimates for group cohesion around departure. We also display the value and slope change for each of
the treatment groups. The differences in these changes between the groups are the DiDs, as shown on the right. Note: this
is a pictorial example, the detailed estimation procedure to include errors is in Section 3.5. R) Quadrants with model-based
DiD estimates of 𝑡𝑟𝑒𝑎𝑡𝑒𝑑 − 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 socialization sets. Most estimates are located in the quadrant of negative value and trend,
indicating communication breakdown in both the group and the individual perspectives.

We observe significant coefficients for all the metrics, supporting
our hypothesis that socialization sets experience an impact on ego
departures when compared to control. We now delve into the nature
of this effect from both group and individual perspectives.

From a group perspective, we find support for hypotheses
H1.1, we observe a drop in DiD values for metrics associated with
interaction intensity (group connections and volume), cohesion
(closure) and efficiency(closeness). Closure and closeness were the
metrics most impacted within group socialization, with a compara-
tive decline of -0.33 DM and -0.42 DM, respectively. Following the
departure of the ego employee, there is also a significant decrease
in the number of active members within the socialization set (-0.646
DM). It’s important to note that the decrease in interaction inten-
sity is not solely due to the reduction in active members within the
socialization set, as these variables were normalized by node count,
and the model controls for this factor. This indicates a compounded
decrease in group interactions, even with a reduced number of
active nodes.

We also examined the slope DiDs to understand temporal dy-
namics. For the group perspective, connections (0.0113 DM/w) and
share of the largest component (0.0131 DM/w) display a positive
slope, in contrast to their negative value drops. This suggests the
potential convergence of these metric differences over time be-
tween the treatment and control groups. Contrasting this, metrics
such as group closeness (-0.0257 DM/w), cohesion (-0.0139 DM/w),
and number of components (-0.0123 DM/w) show a negative slope
DiD, indicating an increasing difference between the treatment and
control groups over time. Overall, this implies that treated social-
ization sets might continue to experience decreasing cohesion and
communication volumes.

From the individual perspective, we note a decrease inmetrics for
individual interactions (connections: -0.0871 DM, volume: -0.1127
DM), and diversity (-0.0668 DM). Compared to other metrics, how-
ever, the decrease in diversity is relatively minor. Additionally, there
is an uptick in the individual clustering (0.1113 DM).

Value DiD Slope DiD

−0.4 −0.2 0.0 −0.01 0.00 0.01 0.02
closeness

cohesiveness
components
conns/node

volume/node
largest comp share

n active socset

estimate

Period
Low Stress
High Stress

Group DiD estimates, comparing stress periods

Value DiD Slope DiD

−0.1 0.0 0.1 0.2 0.3 0.00 0.01 0.02 0.03 0.04 0.05
clustering

conns
volume

diversity

estimate

Period
Low Stress
High Stress

Individual DiD estimates, comparing stress periods

Figure 4: Comparisons of estimates between periods of low
and high stress. Top) Group perspective; larger effect sizes
indicate increased communications breakdown under stress.
Bottom) Individual perspective; under higher stress, individ-
uals are more diverse and have more interactions

Looking at the slope DiD for changes over time, we find that
individual employees seem to rebound to the status quo relatively
quickly in terms of interaction intensity, as evidenced by the vol-
ume and connections metrics displaying the higher value of slope
DiD. However, increased clustering within their communication
networks (Quadrant I) and stagnant diversity (minor 0.0032 DM/w
estimate) become apparent. These observations may imply poten-
tial challenges for individuals as brokers of information. Taken
together, the tendency towards increased clustering and reduced
diversity give support to hypotheses 2.1a.
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4.2 RQ2, Response under heightened
uncertainty

In our investigation of RQ2, we delve into the responses of social-
ization sets for departing employees during two distinct periods.
Section 4.1 displays overlapping value and slope DiD estimates for
both periods, with a brighter orange for the period of increased
stress. Our focus is to discern relative differences in these estimates.

Results in Section 4.1 suggest increased effect sizes in socializa-
tion patterns from the group perspective during periods of height-
ened uncertainty, evidenced by larger effect sizes in the metrics
estimates that are roughly 3-4 times larger during high stress. This
supports hypothesis H2.1. Group estimates typically align in
direction (same sign) in the two periods, but distinct variations in
magnitude emerge. Predominantly, group closeness and closure
display significant negative value DiD estimates (-0.3756 DM and
-0.3636 DM, respectively) under high stress. However, slope DiD
estimates remain consistent across the periods. With the number
of connected components, a noteworthy reversal appears, whereby
the value DiD progresses from non-significant during a lesser stress
period (0.0097 DM) to slightly negative under higher stress (-0.0646
DM3). For metrics of interaction intensity, the volume shows an
increased drop during high stress (from -0.0309 DM to -0.0969
DM), but the group connections show comparatively an increase in
magnitude from -0.0423 DM to non-significant during high stress.
Pointing at groups attempting to maintain average connections
during periods of higher stress, although at lower volumes.

The individual perspective during high stress displays interesting
reversals in metrics Section 4.1, which support Hypotheses 2.1. First,
diversity presents a large reversal from negative (-0.0902 DM) to
positive (0.0668 DM) under high stress. The individual clustering
value DiD is negative pre-stress (-0.0393 DM), with a non-significant
effect during high-stress. Individual connections and volume show
minor negative estimates under less stress but a large positive value
DiD for high stress. These estimates are around 4 times larger than
the pre-stress estimates.

4.3 RQ3, Heterogeneous effects
In RQ3, we analyze nuances of impact within socialization groups,
considering departing ego attributes. Fig. 5 visually depicts DiD
estimates from the ego attribute interaction model, with color in-
tensity signifying the estimated value (darker hues represent higher
values). For example, observe the cell corresponding to the DiD
value for seniority contrast (column) and group cohesion metric
(row). Here, DiD estimates enable the comparison of leaders against
non-leaders (Details in appendix A.3). A positive coefficient, here 0.1
DM, indicates that if the departing employee is a leader, the social-
ization set group cohesiveness is larger by 0.2 standard deviations
of the metric (DM) than if the departing employee was a non-leader.
In other words, compared to non-leaders, departing leaders leave
socialization sets that end up more cohesive.

A few highlights: Higher departing ego clustering is associated
with increased group communication breakdown, as evidenced by
the negative values across group metrics. Higher ego diversity is
associated with a further decline in communication metrics, but
interestingly, the number of components decreases, meaning that

group
individual

ego clustering

ego connections

ego diversity

ego male

ego leader

ego senior

closeness

cohesiveness

components

conns/node

volume/node

largest comp share

n active socset

clustering

conns

volume

diversity
−0.2
−0.1
0.0
0.1
0.2

estimate

DiD value for each ego attribute

Figure 5: Value DiD estimates from the ego attributes interac-
tion model. Cell (𝑖, 𝑗) is the Value DiD comparing the levels
of the ego attribute 𝑗 for metric 𝑖. For example, i=group co-
hesion, j=highly clustered ego vs. low-clustered has a value
of −0.1. Thus socialization sets where a highly clustered ego
departs have decreased cohesion compared to a low clustered
ego. Non-significant estimates in gray.

the group becomes more connected but does not increase com-
munication. Leader departing egos are associated with increased
components but also increased group interaction intensity, pointing
at group breakdown in communicative silos. Departing seniors are
associated with increased components but with lower interaction
intensity, pointing at less active silos. Regarding gender, our esti-
mates find no support for the ego’s gender being associated with
significant differential effects. That is, for this model, the change in
slope and value is the same for socialization sets where the depart-
ing ego was male or female (data provided by the company only
had a binary categorization of gender).

5 DISCUSSION
Breakdown of socialization after employees departure. We find a

significant breakdown in the socialization set interactions after an
employee’s departure, supporting hypothesesH1.1 andH1.2a. This
disruption is characterized by a decrease in communication vol-
ume, connectivity, cohesion, and efficiency in the group perspective,
leading to fragmentation into isolated silos. From the individual
perspective, members tend to become less communicative, estab-
lish fewer connections, and exhibit increased clustering and lower
diversity. These breakdown effects persist over time, despite a po-
tential rebound to the status quo in some of the metrics. Our results
indicate that there is more to resignation than just losing the em-
ployee, given the loss of social capital enabled by their connections.
This is particularly relevant in high collaboration contexts [23, 36].
Our finding of reduced efficiency in communications of groups
could explain the findings of other studies that observe a decline
in performance in groups after resignation [1, 50]. Our findings
on the reduced interaction intensity in the individual perspective
are also consistent with previous literature that finds departures
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affecting morale [10, 39] since interactions among colleagues also
entail emotional support [16].

Potential mechanisms mediated by departing employee attributes.
Using the perspective of triadic closure [16, 31, 42], we propose a
potential mechanism behind the aforementioned breakdown. Sup-
pose A, B, and C form a triangle. When A departs, the connection
between B and C is weakened. Thus, it is more likely to observe
B and C not communicating as frequently or at all in the future.
Extrapolating to a socialization set, the departing employee holds
several ’closures’ between its neighbors. In our analysis of het-
erogenous effects, we observe that when departing egos are more
clustered (more closures), there is a stronger communication break-
down of the group. Similarly, we also note that for highly diverse
departing individuals that bridge different groups, the group dis-
plays increased connections and a reduction of silos but also lower
cohesiveness and efficiency. In other words, the group attempts to
reconnect the silos of information but has a less efficient structure.
This suggests a mechanism of adaptation where the network at-
tempts to recover its procedural connections and information flow
[6, 11, 12].

Increased stress exacerbates group breakdown, but also individual
advantage. In studying socialization dynamics of departures during
high-stress periods, we found that from the group perspective, the
effect sizes related to communication breakdown after the departure
of an employee are larger. However, interestingly, from the indi-
vidual perspective, we find that individuals start to communicate
with more connections and show higher structural diversity. This
suggests that the departure of a connection leads to an individual’s
structural advantage. These findings are consistent with previous
research where after departures, peers assume advantageous and
information brokerage positions [12, 42, 51].

Implications for organizations. While concrete managerial sug-
gestions might be difficult to propose as the details of employees
matter, our research offers important takeaways into how organi-
zations might maintain effective communication, especially during
stressful times. Our study suggests benefits from considering the
impact of departures not only on the immediate interactions lost
but also the broader networks. This includes identifying groups at
risk due to their close ties with departing employees who could
leave behind communication gaps. Our findings indicate that while
remaining employees may try to fill these gaps, it could lead to
a less efficient communication structures. Thus, identifying and
strengthening critical communication pathways in groups at risk
of decoupling is essential.

Implications for broader network research. Our research also in-
forms, more generally, the impact of node removals in networks[6].
Our results highlight the complex, dynamic responses to node
removals by connecting the ideas of triads, cohesion, and the net-
work’s adaptation to maintain operations. They also reveal how
sometimes outcomes are detrimental for the group but beneficial for
individuals. This study can potentially enhance our comprehension
of node removals across various types of networks.

Limitations. The study has several limitations. First, we do not
employ direct performance measures such as employee produc-
tivity. Instead, we rely on previous literature to describe potential
consequences of particular network structures, such as associating
increased individual structural diversity with increased advantage
within the organization. Nonetheless, we note that understand-
ing network changes provides insight into aspects that are usually
harder to measure, such as the cohesion of a group. Second, we do
not account for interactions of different types, such as formal and
semiformal ties, or team boundaries. These categorizations have
been applied in prior research to offer a richer view of network
structure effects [16, 42]. Although we recognize the benefit of this
nuance, we were interested in a more general view of interactions
as a first approach to our research questions. Finally, our approach
does not establish causal relationships. We, however, use matching
to give better contextualized estimates of the potential effects of
departures.

6 CONCLUSION AND FUTUREWORK
Our empirical study sheds light on the effects of a departure in
the socialization of peers. This exploration rested upon a network
perspective and utilized large-scale internal messaging data. Post-
departure, we find evidence of a significant disruption in the so-
cialization patterns of the remaining employees. The size of this
reaction seems to be moderated by both external factors, such as
periods of high stress, as well as ego-centric factors, such as the
level of communication or seniority. Future studies could aim to
establish the effect sizes on performance characteristics thought to
be linked to social capital. There is also a clear opportunity to parse
out the effect of resignations on different types of network ties
according to content. Following this, a greater understanding could
be sought to determine if the effects we observe can be generalized
to other types of networks.
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Figure A.1: Distribution of weekly distances between treated
and matches. These distances are with respect to the space
of the features used for matching.

A METHODS APPENDIX
A.1 Networks construction

Weights of interactions. The communication between two em-
ployees 𝑖, 𝑗 ∈ V is aggregated by week by summing the following
weights: any single instance of direct communication between two
employees 𝑖, 𝑗 ∈ V adds weight𝑤𝑖, 𝑗 = 1. In addition, when employ-
ees 𝑖 and 𝑗 are part of any group interaction involving 𝑘 participants,
𝑤𝑖, 𝑗 = 1/𝑘 is added. For example, in a 10-person meeting, a message
adds weight 0.1 to each pair of recipients regardless of who sent the
message. Intuitively, in a group of 𝑘 people, a message is replicated
𝑘 times, but the importance is diluted across the 𝑘 (𝑘 − 1) possible
pairs. This gives a weight of roughly 𝑘/(𝑘 (𝑘 − 1)) ∼ 1/𝑘 per pair.

As a robustness check, we applied a weighting technique where
interactions 𝑖 → 𝑗 and 𝑗 → 𝑖 were made equal by taking the har-
monic mean. Thus, interactions in both directions needed to be
present. The qualitative results as shown in appendix B are consis-
tent with our main analysis concerning changes in the socialization
set post-departure, suggesting that our findings are not merely a
byproduct of one-sided interactions.

A.2 Matching details
For each employee 𝑒 that leaves the organization at a particular
week, we select𝑚 additional employees 𝑒′𝑚 to match 𝑒 with, based
on similarity, from the set of employees who are not direct neigh-
bors of 𝑒 in the communication set and were still present in the
company at the time of 𝑒’s departure. We establish similarity both
on the basis of the similarity of socialization set characteristics
and similarity of the matched employee’s own communication
characteristics. The reason for the latter is to account for behav-
ioral variations of the egos that lead to different responses after
resignation. For example, two departing employees may have an
equal number of network neighbors but very different interaction
intensities or different degrees of cohesion within their network.

Matching features. Our similarity matching for the ego commu-
nication patterns uses the following set of attributes: The number
of connections of the ego, volume of communications, clustering
of the ego network, and a binary variable that denotes whether
the employee is a manager or not. In other words, the individual
perspective metrics of the ego that indexes the socialization set.
Because computing the socialization sets and their metrics for all
employees in the organization each week is computationally ex-
pensive, we typically used a proxy. The socialization set for an
employee depends not only on their connections in that week, but
rather a range of weeks. Instead, we aggregate the connections by
week, take the metrics on these (smaller) socialization sets, but then

aggregate across weeks to obtain a more robust estimate. As we will
note on the next section we still obtain qualitatively appropriate
matches.

Matching procedure. To get a more stable estimate of the match-
ing parameters for the departing ego and possible matches we
aggregate the estimates over the weeks corresponding to the time
interval of the freeze period used to identify socialization sets (ie.
[𝑡∗ − 10, 𝑡∗ − 6]). This leaves us with a dataset of averages of the
aforementioned measures for each employee in the organization
and for each week. This is the input for the matching procedure.
We then use use 𝑘 nearest neighbors (𝑘-NN) as to generate the
top matches using the standardized features as inputs. For each
departing employee 𝑒 , we match 𝑘 non-departing employees on the
same week that 𝑒 departed.

A problem is that the same nodes 𝑒′ may be matched with many
departing employees, creating artificial autocorrelation. This is
especially problematic if the same node 𝑒′ is matched to several
nodes departing around the same time. Given that a significant
portion of employees departed, such overlaps are likely by chance,
and we take the following steps to alleviate this issue. First we
use 20-NN to find the top 20 matches and then randomly select
3 matches from this set. Second, we exclude from consideration
nodes that were matched in the previous four weeks.

Then, with the matches selected, to assess match quality we in-
spect the distribution of distances to matches, Fig. A.1, and compare
the distributions for the metrics of interest of the socialization sets
among the resulted treated and control groups Fig. A.2. We perform
this comparison through visual inspection of the distributions.

A.3 Modeling Details
Mathematical definitions of Value DiD and Slope DiD. We now

provide mathematical definitions and computation details for the
model estimates.

First, we define 𝐷𝑖𝐷𝑣𝑎𝑙 (𝑓 ) by
𝐷𝑖𝐷𝑣𝑎𝑙 (𝑓 ) = 𝐷 (𝑓𝑚 |𝐴 = 1) − 𝐷 (𝑓𝑚 |𝐴 = 0) (2)

where 𝐷 corresponds to a difference between periods, within
the same group and 𝐴 = 1 indicates that this ego departed whereas
𝐴 = 0 indicates is matched ego.

𝐷 (𝑓𝑚 |𝐴 = 𝑎) = 𝑓𝑚 (𝑡 = 𝑡+ |𝐴 = 𝑎) − 𝑓𝑚 (𝑡 = 𝑡− |𝐴 = 𝑎). (3)

𝐷 contrasts measurements fromweeks 𝑡+−𝑡− , which are selected
to be 8 weeks before and after departure within each of the groups.
We select 8 weeks since pre-departure this falls in the middle of the
period of the definition of the socialization set.

Second, the estimate for the slope DiD

𝐷𝑖𝐷𝑠𝑙𝑝 (𝑓𝑚) = 𝜕𝑡𝐷 (𝑓𝑚 |𝐴 = 1) − 𝜕𝑡𝐷 (𝑓𝑚 |𝐴 = 0) (4)
captures, for each group metric, the difference between its slope

pre and post intervention (departure). These estimates reveal rel-
ative metric changes and whether they increase or decrease over
time. For instance, a negative 𝐷𝑖𝐷𝑣𝑎𝑙 and 𝐷𝑖𝐷𝑠𝑙𝑝 for cohesion sug-
gest that the decrease in cohesion is comparatively greater in the
treated group, and additionally that this decrease worsens over
time. We obtain these estimates with the R package emmeans [38].
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Figure A.2: Distribution of target metrics of the socialization
set comparing treated and control socialization sets. The
distribution plots only values before departure

Target transformations. To facilitate a nuanced interpretation
via comparison of change across the different metrics and model
measures, we employ two transformations to our target metric
variables.
• A log transformation log(𝑓 ) +1 to address heavy-tailed behavior

in the metrics volume, connections, and neighborhood size.
• z-scoring on our target variables to standardize the data, en-

abling us to compare the magnitude of changes across diverse
metrics.

These quantities become the dependent variables 𝑓𝑚 in our mod-
els. Leveraging this approach allows us to contextualize metric
alterations using a scale defined by standard deviations of the pop-
ulation. This enables the estimation of adimensional effect sizes
and to compare effect sizes across different metrics.

Heterogeneous effects attributes. Here we outline the definitions
of the attributes that we used in the analysis for RQ3
𝑙𝑒𝑎𝑑𝑒𝑟 is a binary variable that signifies whether an ego assumes a
leadership role. To determine this, we leverage data from the org
chart during the months of July to August and assess whether
the ego appears as a leader during this period.

𝑠𝑒𝑛𝑖𝑜𝑟 denotes whether a leader has more than five years of ex-
perience after college, corresponding to the 75th quantile of
this variable in the data. This information is sourced from a
company-provided dataset, which offers a snapshot of this data.

𝑔𝑒𝑛𝑑𝑒𝑟 , in this dataset, is represented as a binary variable indicat-
ing whether an employee is registered as male or female within
the company. Like seniority, this information is also derived
from a single snapshot.
On the other hand, for communication attributes of the departing

ego we use measures for the following: ego’s volume of communi-
cation, number of connections, clustering and structural diversity.

These measures are essentially the ’individual perspective’ of the
departing ego, as defined in Section 3.3.

Heterogeneous effects model. For analyzing heterogeneous effects,
first, we only fit these models with data pertaining to socialization
sets with indexing egos that have left the company. In other words,
we restrict our analysis to the treated group. The model takes the
following form

𝑓𝑚𝑒,𝑡 ∼ 𝑋𝑒 × (𝑡 + ℎ𝑖𝑛𝑔𝑒 (𝑡) + 𝑗𝑢𝑚𝑝 (𝑡)) + 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑒 + 𝜂𝑒,𝑡 (5)

Where𝑋𝑒 denotes the set of attributes of the departing employee
𝑒 . The model includes interactions between each ego attribute and
the time basis. For analysis, we generate marginalized difference-
in-differences (diff-in-diff) estimates between levels of each ego
attribute. This lets us contrast estimates between levels of the at-
tributes. For instance, when examining gender, we compute the
following estimate:

𝐷𝑖𝐷 (𝑓𝑚) = 𝐷 (𝑓𝑚 |𝑔𝑒𝑛𝑑𝑒𝑟 = 𝑀𝑎𝑙𝑒) − 𝐷 (𝑓𝑚 |𝑔𝑒𝑛𝑑𝑒𝑟 = 𝐹𝑒𝑚𝑎𝑙𝑒)
(6)

where,

𝐷 (𝑓𝑚 |𝐴 = 𝑎) = 𝑓𝑚 (𝑡 = 8|𝐴 = 𝑎) − 𝑓𝑚 (𝑡 = −8|𝐴 = 𝑎) (7)

Level comparison estimates for heterogeneous effects. For ego at-
tributes that are included in the model as continuous variables,
such as ego volume of communication, we generate estimates to
compare the 1st and 3rd quartiles of the distribution. In essence, we
investigate how lower-volume departing egos compare to higher-
volume egos, as defined by the distribution. For the case of ego
volume, the Diff-in-Diff estimate is computed as:

𝐷𝑖𝐷 (𝑓𝑚) = 𝐷 (𝑓𝑚 |𝑣𝑜𝑙 = 𝑄3(𝑣𝑜𝑙)) − 𝐷 (𝑓𝑚 |𝑣𝑜𝑙 = 𝑄1(𝑣𝑜𝑙)) (8)

This analysis provides insights into the varying response contin-
gent on different ego attributes on socialization network metrics
during the defined time frame surrounding ego departures.

B RESULTS APPENDIX
Following, we list the plots concerning robustness tests. First, Fig. B.1
shows the robustness test varying the weighting scheme in the con-
struction of the network. In this case, the weighting scheme is
performed with the harmonic mean as described in appendix A.1.
The estimates we find are qualitatively similar to using simple aggre-
gation of weights. This means that the behavior we are observing in
the networks is likely not a result of one-sided interactions. Second,
Fig. B.2 shows the main results plot varying the freeze window that
is used in the definition of the socialization set, using longer values
for the window of 𝑛𝑓 𝑟𝑒𝑒𝑧𝑒 = 5, 6. The value used in the main paper
uses a window size of 𝑛𝑓 𝑟𝑒𝑒𝑧𝑒 = 4. Compared to the results in Fig. 3,
results for longer windows are qualitative similar. This means that
the construction of the socialization sets is robust to variations
in the weeks included, that include more possible contacts in the
socialization sets.

As complementary results, we display marginal estimates of the
metric models across time in Fig. B.3 for the group perspective and



David Gamba, Yulin Yu, Yuan Yuan, Grant Schoenebeck, & Daniel Romero

n active socset

group volume/node group largest comp share

group components group conns/node

group closeness group cohesiveness

−10 0 10

−10 0 10

−0.4

0.0

0.4

0.8

−0.4

0.0

0.4

0.8

−0.4

0.0

0.4

0.8

−0.4

0.0

0.4

0.8

Relative time to departure

M
et

ric
 m

od
el

 m
ar

gi
na

l e
st

im
at

es

role
A=1

A=0

role
resign

match

Model Marginal Estimates (group perspective)

Figure B.3:Modelmarginal estimates of themetrics including
the effect over time. Using the models for RQ1 as defined in
Section 3.5.
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Figure B.4:Modelmarginal estimates of themetrics including
the effect over time. Using the models for RQ1 as defined in
Section 3.5.
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Figure B.1: Main result plot fr RQ1 using the harmonic
weighting for aggregating directed edge weights. These re-
sults are qualitatively similar to Fig. 3

closeness

clustering

cohesion components

conns

conns/node

diversity

largest comp share

n active socset

volume

volume/node

III: long−term
 decline

I: long−term
 increase

II: decline and
 return

IV: increase and
 return

−0.03

−0.02

−0.01

0.00

0.01

0.02

0.03

−0.50 −0.25 0.00
Value DiD

Sl
op

e 
D

iD metric type
a
a

group
individual

DiD estimates, treated − control

(a) 𝑛𝑓 𝑟𝑒𝑒𝑧𝑒 = 5
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Figure B.2: Main result plot for RQ1 varying the freeze win-
dow that determineswhich contacts fall into the socialization
set as described in Section 3.2. These results are qualitatively
similar to Fig. 3

Fig. B.4 for the individual perspective. We provide these plots for
reference of the time behavior of the metrics. However, our main
analysis is conducted in the basis of the more simple Value DiD
and Slope DiD estimates (defined in Section 3.5). As such, instead
of comparing multiple estimates of the metrics, we abstract the
comparison to relative changes in value and slope between the
groups.
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