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[. INTRODUCTION AND MOTIVATION

FPGAs are often deployed in IoT devices: sensor technology
is advancing rapidly and microcontrollers may be unable to
handle the needed throughput. But with their connections to
the internet and only basic system support, [oT devices may be
easy targets of cyberattacks. Current FPGA-based SmartNIC
defenses against cyberattacks, however, are mostly applicable
in cloud deployments. In order to mitigate cyberattacks on
resource-limited IoT devices, we have developed a multi-core
multi-rule VeBPF (Verilog extended Berkeley Packet Filter)
firewall for FPGA-based IoT devices. This VeBPF firewall
accepts standard eBPF bytecode as firewall rules; these rules
are run by VeBPF CPU cores. Any number of VeBPF cores
can be generated by specifying the Ny,zpr parameter.

II. MULTI-CORE MULTI-RULE VEBPF FIREWALL

In order to run eBPF bytecode on the VeBPF firewall, we
have developed a VeBPF CPU core (Fig. 1), which is eBPF
ISA compliant. A few details are omitted, but these are purely
related to the software OS (e.g., the call instruction which we
modified to integrate custom hardware accelerators).
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Fig. 1: VeBPF CPU core computer microarchitecture.

The overall architecture of the multi-core multi-rule VeBPF
firewall for FPGA-based IoT devices is show in Fig. 2. The
various subsystems that make up the VeBPF firewall, along
with additional subsystems, are a part of our larger hardware
OS project: highly flexible, loosely-coupled subsystems are
being developed that use native tool-chains and drivers. These
include eBPF (for the VeBPF firewall) and VirtlO [1], [2].

The novel contributions of our work are the designs of the
various finite state machines (FSMs) for implementing any
number of eBPF firewall rules, plus generation and integration
of any number of VeBPF CPU cores as specified with the
Ny,ppr parameter. The only limitation on the number of
VeBPF CPU cores or the number of eBPF firewall rules is
the resources available on the FPGA-based IoT device. The
VeBPF firewall FSMs are designed so that more VeBPF cores
leads to faster processing of the eBPF firewall rules on the
network packets.

We evaluated the multi-core multi-rule VeBPF firewall on a
Xilinx Arty A7-100T board at 100 Mbps network throughput.
The VeBPF firewall was able to filter network packets at line
rate as compared to a RISC-V softcore which was not able to
keep up with the throughput and latency.

Network Subsystem
Jooati st combctons
Multi-core multi-rule VeBPF firewall

Softcore Subsystem

&)

— on-board internal
FPGA fabric connections

DDR

‘-I
RISCV pgm foader RISCY MMIO ‘
Printf()
UART-RX UART-TX Memory Subsystem
|

wayshsqns yiomION
1 0INN AISIY

Smartswitch Subsystem
R

o
I
3
s
H
o
g
EH
S
g

UART Subsystem
N

IFPGA fabric

off-board external connections.

Fig. 2: Multi-rule Multi-core VeBPF Firewall architecture.
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