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ABSTRACT

Background: For successful biomarker discovery, it is essential to develop computational frameworks that
summarize high-dimensional neuroimaging data in terms of involved sub-systems of the brain, while also
revealing underlying heterogeneous functional and structural changes covarying with specific cognitive and
biological traits. However, unsupervised decompositions do not inculcate clinical assessment information, while
supervised approaches extract only individual feature importance, thereby impeding qualitative interpretation
at the level of subspaces.

New Method: We present a novel framework to extract robust multimodal brain subspaces associated with
changes in a given cognitive or biological trait. Our approach involves active subspace learning on the gradients
of a trained machine learning model followed by clustering to extract and summarize the most salient and
consistent subspaces associated with the target variable.

Results: Through a rigorous cross-validation procedure on an Alzheimer’s disease (AD) dataset, our framework
successfully extracts multimodal subspaces specific to a given clinical assessment (e.g., memory and other
cognitive skills), and also retains predictive performance in standard machine learning algorithms. We also
show that the salient active subspace directions occur consistently across randomly sub-sampled repetitions of
the analysis.

Comparison with Existing Method(s): Compared to existing unsupervised decompositions based on principle
component analysis, the subspace components in our framework retain higher predictive information.
Conclusions: As an important step towards biomarker discovery, our framework not only uncovers AD-
related brain regions in the associated brain subspaces, but also enables automated identification of multiple
underlying structural and functional sub-systems of the brain that collectively characterize changes in memory
and proficiency in cognitive skills related to brain disorders like AD.

1. Introduction

using various learning models on the neuroimaging datasets (Kloppel
et al., 2012), many studies have also been focusing on delineating the

In recent decades, it has become increasingly vital to understand
the workings of the human brain. With the advent of better and
newer neuroimaging technologies, many efforts have been launched to
improve our understanding of the structure and function of the brain.
With more complexity in the neuroimaging data, computational meth-
ods for understanding the underlying patterns have been employed in
numerous neuroimaging studies throughout the years. While on the
one hand, studies have focused on enhancing the diagnostic capabilities

inherent structural and functional properties of the brain at various
levels, especially in relation to finding biomarkers associated with
various mental disorders as well as cognitive traits (Blair et al., 2022;
Woo et al., 2017). Towards both these goals, numerous studies utiliz-
ing structural and functional magnetic resonance imaging (MRI) data
have been conducted with various methods in the domain of machine
learning.
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One of the significant themes in methods exploring the internal
working of the brain has been to understand it in terms of brain
regions/networks and their interactions, which could be arrived at by
manual or data-driven selection methods (Adali and Calhoun, 2022;
Calhoun et al., 2021; Mwangi et al., 2014). Features created at regional
levels from neuroimaging data have been constantly used in various
machine learning techniques to assess the important brain areas and
connections towards a given prediction task associated with brain
disorders (Sui et al., 2020; Chung and Teo, 2022). With the overall
goal of developing relevant biomarkers, many such association studies
have tried to identify indicators for various brain disorders. Given the
variations involved in the sub-categories of brain disorders in terms
of their overlapping diagnostic symptoms, it is increasingly difficult
to relate the underlying changes in the brain to specific types of
disorders (Maria Mateos-Pérez et al., 2018; Nielsen et al., 2020). While
the set of brain regions involved in such disorders can be manually
inferred from the outputs of learning models, more automated methods
are useful to figure out the subsets of regions involved in various
sub-categories or stages of brain disorders.

Subspace learning methods have been used in many contexts, in-
cluding dimensionality reduction for high-dimensional analysis set-
tings, enhancing discriminatory power for classification, transfer learn-
ing across datasets, subspace clustering for population analysis, and
much more. Especially in image recognition tasks, subspace learning
has been instrumental in handling high-volume and high-dimension
data for classification purposes (Turan et al., 2021; Wang et al., 2020).
Subspace learning frameworks have also been developed and employed
for transfer learning by trying to preserve the inherent discrimina-
tory subspace information across multi-corpus paradigms, including
image (Razzaghi et al., 2019) as well as speech recognition tasks (Zhang
and Song, 2019; Liu et al., 2018). Various deep subspace learning
approaches have also been used in the context of classification (Sun
et al., 2018) as well as subspace clustering (Abavisani and Patel, 2018;
Lv et al., 2021).

However, in most cases, subspace learning approaches have been
aimed towards generating low-dimensional features for either enhanc-
ing classification performance or clustering of datasets. Another impor-
tant potential of using subspace learning is the fact that the learned
low-dimensional representations of the data can be interpreted to rep-
resent certain meaningful components that define the feature set. In
the context of the neuroimaging data, this would amount to identify-
ing various regional components of the brain from high-dimensional
voxel-level data.

Towards this goal, many unsupervised techniques like independent
component analysis (ICA) (Calhoun et al., 2009; Erhardt et al., 2011,
Du et al., 2020) and principal component analysis (PCA) (Mwangi
et al., 2014; Arnone et al., 2023) have been used to extract meaningful
data-driven subspaces from high dimensional neuroimaging data. While
decomposing the data, they have been successfully used to reveal
the underlying subspace patterns in the brain (Adali et al., 2018; Du
et al., 2020). However, being unsupervised approaches, PCA- and ICA-
based methods are not designed to take into account the diagnostic
information and any related cognitive or biological assessment scores.
Thus, the components generated with these methods are more general.
While they can be used for further association studies, they are not
optimized to identify or encode information about brain disorders.

More recently, data-driven frameworks summarizing the associ-
ated biomarkers on a higher level in terms of brain-networks and
brain-subdomains have enhanced the understanding of the working
of the brain (Batta et al., 2020). Many studies have shown that the
brain processes involve a well-connected set of networks even in
the resting state, instead of individual regions (Fornito et al., 2015).
In fact, resting-state studies have shown that functional connectivity
within and between brain networks gets altered in various brain dis-
orders (Fornito et al., 2015; Braun et al., 2018). Towards this goal,
the use of multimodal neuroimaging data has also seen prominence in
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creating models that couple both structural and functional properties
for studying and predicting various brain disorders (Calhoun and Sui,
2016; Batta et al., 2021; Sui et al., 2023). The changes in clinical indica-
tors for brain disorders are often marked by underlying reorganization
of the structural and functional properties of the brain. Determining
the directions of such alterations in the brain in association with
changes in cognitive or biological factors is key to defining successful
biomarkers for brain disorders. Moreover, in most cases, there is a set
of multiple brain sub-networks that undergo changes with the onset
of various disorders, instead of a single sub-network or a single set of
affected regions. This further calls for looking at these changes from the
perspective of multiple subspaces instead of a single subset of features.
Thus, it is essential to develop data-driven semi-supervised approaches
that can reveal the brain’s underlying subspaces in terms of important
trajectories of structural and functional changes associated with given
cognitive and biological traits.

Towards this direction, this work presents a new framework of
active subspace learning (ASL) to extract subspaces in the brain that
co-vary together in association with a given trait at hand. We define the
framework (see Fig. 1) such that it can utilize multimodal information
from structural and functional MRI data, resulting in subspaces that
span both structural and functional aspects of changes in the brain.
The framework is based on determining the significant directions of
change from the gradient cloud of a regression function learned on
a given dataset. This is achieved by the eigendecomposition of the
covariance of the gradients of a learned mapping (regression function)
from the input space of neuroimaging features to the output space of a
target variable involving cognitive and biological scores. The prominent
eigenvectors with significantly large eigenvalues correspond to the
active subspaces capturing the essential directions of change in the
brain features with respect to the target variable at hand.

We use support vector regression (SVR) as the underlying function
for performing active subspace learning. While deep learning is also
known to perform well for neuroimaging datasets (Abrol et al., 2021;
Shoeibi et al.,, 2022), in the context of meaningful active subspace
learning, which provides better interpretability with lower-dimensional
features, there are issues with deep learning models when using them
as the underlying regression function. These are mainly due to deep
learning models requiring high-dimensional voxel-level data as input
instead of region-level measures for effective training, and the in-
ability to establish direct correspondence between high-dimensional
input features and the lower-dimensional representations learned in
subsequent deeper layers. Thus, for the scope of this study, we use
SVR, a standard machine learning regression method, as the underlying
mapping function for the ASL analysis.

We also perform a repeated random sub-sampling procedure with
held-out test data by aggregating and clustering active subspaces ob-
tained from each repetition to make the analysis more robust. This
clustering procedure estimates active subspace centers (ASCs) that
essentially summarize important multimodal directions of change in the
structural and functional properties associated with the target scores.
We also show that when the input features are projected onto the
active subspaces, the regression performance is retained, indicating that
the active subspaces retain the predictive information while capturing
the underlying subspace patterns in the brain. We run the analysis
framework for the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
dataset with 7 cognitive and biological assessment scores to successfully
analyze the underlying subspaces, collectively capturing the changes in
the structural and functional components of the brain associated with
various indicators for Alzheimer’s diseases (AD). Our results show that
these subspace patterns are different when subspaces are computed for
different groups within the dataset.

In essence, we show that our framework is successfully able to (a)
identify sparse and stable multimodal subspaces in the brain instead
of determining only associated individual input features, (b) take into
account the information from a given cognitive or biological trait when
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Fig. 1. A schematic diagram showing the step-by-step procedures involved in the overall approach to extract Active Subspace Centers (ASCs) using the Active Subspace Learning
(ASL) framework. Starting with fused structural and functional features from brain components as input, ASL is performed for 100 repetitions with support vector regression as
the underlying function, followed by the aggregation and clustering of active subspace vectors across repetitions to extract the ASCs. ASCs are multimodal vectors representing
consistently occurring important directions in which structural and functional brain features co-vary in association with the target clinical assessments.

computing the subspaces rather than extracting generic unsupervised
subspace patterns, (c) retain predictive information better than unsu-
pervised decompositions while computing subspaces from the original
input features, and (d) provide with subspace signature patterns for
the comparison of control subjects and subjects with specific brain
conditions.

2. Methodology
2.1. Active subspace analysis

For a given point u € R™ in the space of the input data with
m features, consider a function f : R™ — R that maps the input
features from the input space to the space of the target variable y.
The Active Subspace Learning (ASL) framework intends to compute
important directions of covariance with the target variable in the form
of collectively co-varying subspaces within the input space. Since the
data in the input space by itself does not directly capture any direct
information from the target variable, frameworks that work by decom-
posing the data points directly may not suffice for this aim. The ASL
framework achieves this by performing decomposition in the gradient
domain, i.e., the domain defined by the gradient V,f of the function
f with respect to u. Working in the gradient domain inherently takes
into account the coupling of the input domain with the target domain
while decomposing into subspaces. More specifically, this is achieved
by the eigendecomposition of the expected covariance C of V,f. C is
defined as follows:

C=E[(VoH(Vu)] = / § (VS @)(Vf @) du ¢9)
ueRm

¢

VIRV L) @
i=1

In most cases of learning-based approaches, C can be estimated as C
from the data, which is effectively a sampling of the input space to
use the gradients at each sampled point x; € R” for i € {1,...,n}
to calculate the estimator C as in Eq. (2). In most cases, the defining
parameters of the function f mapping the input and target variable
space are learned as part of the regression process from the dataset
of sample size n, [X,y] with X € R™" y € R". Once the function f is
learned, the gradients and the expected covariance required to compute
the matrix C can either be determined as a closed-form estimation
or inferred from the data depending on the manner in which f is

defined. Subsequently, the matrix € can be used as a close estimate
for C.

It can be noted that the eigendecomposition of C would effectively
capture the information of the average direction of the gradients. The
eigendecomposition of C can therefore be used to define a set of active
subspaces based on the eigenvectors corresponding to a significantly
larger set of eigenvalues as below. These active subspaces, constituting
the subset of “active” eigenvectors of C, can also be used to recreate a
set of transformed features X for further learning applications.

C=WAWT" 3)
A= [AA " ] W = [W, W] , such that A; ~0,and

I
A >0V4; € Ay (@]
X=Wix (5

Essentially, the eigenvectors represented by the columns of W are
the principal axes of variation in the gradient cloud of the function f
based on the dataset [X,y], while eigenvalues in the diagonal matrix A
capture the extent of this variation. Based on a threshold value of 4, in
the eigenvalue-spectrum, W is written as a horizontal concatenation of
two matrices W, and Wj representing active and inactive subspaces,
respectively. The active subspaces signify the important directions in
which the features in the input space co-vary together the most with
variation in the target variable y. The directions with significantly
higher importance are selected based on the corresponding eigenvalues
to give active subspace vectors as in Eq. (4).

Furthermore, the normalized eigenvalues can be used to define the
fractional contribution of the corresponding subspace vectors towards
the eigen-spectrum of subspaces. This can be used to measure the
subspace vectors’ conducive strength towards the overall subspace
structure. Using the vector form A of the diagonal eigenvalue matrix A
as A = [A}y, Ayy...A,,,], the vector 1 containing fractional eigenvalues
is defined for the eigenvectors in the matrix W as follows:

. A i
A= A ,and A, = 24 for the active subspaces. 6)
A1l 1Al

Note that the L1 norm here is the same as dividing by the sum of
eigenvalues because the covariance matrix is symmetric and positive

semi-definite by definition, resulting in all eigenvalues being positive.
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2.2. Application to neuroimaging data

This analysis can have two-fold usage. Firstly, the transformed
features X are then used for further learning to get potentially bet-
ter prediction performance. Secondly, if a given active eigenvector
represented by a column of W, is sparse, we can identify features
(e.g., components or brain regions in structural magnetic resonance
imaging (sMRI) data, functional connectivity in case of functional MRI
data) that together form the active subspace corresponding to that
eigenvector. This subspace can be said to be associated with the target
variable y, which, in this case is a specific cognitive or clinical score.
In terms of structural MRI features (Xu et al., 2009), this can be
interpreted as identifying structural subspaces (subsets of regions) co-
varying the most with changes in a given cognitive trait. For static
functional network connectivity (SFNC) features (Jafri et al., 2008),
this can be interpreted as identifying functional subspaces (subsets of
connections or sub-networks) in the brain whose change is associated
with the prediction of the given score. For a combined multimodal
input with both structural and functional features, one could obtain
a multimodal subspace vector with both structural and functional
elements, representing the collective changes from both modalities.

2.3. SVR-based active subspace analysis

The gradient of the function f is one of the primary measures
used to define the active subspace learning framework. In practical
settings, it is not possible to determine the real function f underlying
the relation between the input and target variables, but f is estimated
by fitting a regression model to the dataset [X,y]. Previous methods
have used Gaussian process regression (GPR) for applications in sensi-
tivity analysis (Wycoff et al., 2021). However, these were applied to a
relatively lower dimension (of up to 10) of data. For handling higher
dimensional neuroimaging features, we employ kernel-based support
vector regression (SVR) function as the mapping function for the afore-
mentioned ASL analysis. The predictive model of SVR described as
follows can be used as f,

f@ =Y (o —a) kX)) +b @)
1<i<n

where (a] — a;) are the Lagrange multipliers (dual coefficients) in SVR,

b is the intercept term, and x(u,X;) is the kernel function used. The

gradient of the learned predictive SVR model can thus be written as:

9fX) _ ’ ok (u, X;)

S = (V= D () - ai)T

ouy 15i<n

(8)

A widely used choice of kernels for the SVR function is the radial
basis function (RBF) kernel because of its stationary, isotropic, and
infinite smoothness properties. The RBF kernel is defined as «(u,X;) =
exp —# [lu=X;[|?). Previous works have employed SVR with RBF kernel
for sensitivity analysis but on relatively lower dimensional data (Ma
et al., 2020). However, for higher dimensions, the exponential term
involved in the RBF kernel expression causes numerical issues in the
computation (Wang et al., 2018), resulting in negligible gradients, mak-
ing it unsuitable for high-dimensional data involved in neuroimaging
datasets. Similarly, the sigmoid kernel which is defined as x(u,X;) =
tanh(y X,.Tu +r), also involves exponential terms in the gradient expres-
sion, leading to computational issues similar to the case of RBF kernel.
While the linear kernel is computationally feasible, it renders a constant
gradient for every point, making it too simplistic for subspace analysis.
The case of issues with using RBF and linear kernels is explained in
further detail in the supplementary materials. With the aforementioned
kernels being unfit for the analysis at hand, the polynomial kernel offers
a balanced choice in terms of its non-linearity as well as avoidance
of numerical issues with gradient expressions. Thus, we develop our
framework using polynomial kernel-based SVR as the underlying func-
tion for computing active subspaces. For the polynomial kernel defined
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as k0, X;) = (y XTu+ r)d, the gradient computation of the prediction
function f is done as follows:

fa= 3 e (rXas ) o o
1<i<n
ag(u) = (Vo= Y, d —a) (rX[utr) & Xy 10
e 1<i<n

It should be noted that while the gradient expression in the case
of the polynomial kernel in Eq. (10) is theoretically derived from the
SVR regression function, the regression function is itself learned from
the data in terms of the involved Lagrange multipliers («] — «;) and
the intercept term b. Thus, it mixes a theoretically derived gradient
expression upon a function learned from data. These gradient value
estimates at various data points can be used to compute the sample
covariance matrix C in Eq. (2), resulting in an estimate of matrix C in
Eq. (1).

2.4. Repeated sub-sampling to extract robust active subspace centers

To make the analysis more robust, we performed the SVR training
procedure for R = 100 repetitions, each with a randomly sub-sampled
train-test split with 5-fold internal cross-validation, keeping aside 20%
data in the test set. Each repetition (1 < r < 100) yields a corresponding
prediction function f, from the trained SVR model, which is used to
compute the matrix WX) as shown in the equations below. It should
be noted that the columns of this matrix represent only the active
subspaces obtained for repetition r, as also defined in Eq. (4).

n

oo = L ) W
€0 = = N (VLN )

i=1

(covariance of training data gradients) (11
— WO AOWOT
(eigendecomposition of covariance matrix) (12)

(r)
W(r) = [WX) W;r)] N A(r) = [AA (r):| )
AI

such that A(l’) ~0,and 1;>0V4; € A:) 13)
)
~0 Ay
=
1471,
where A = diag(A) = [Ayy, Agyer-A ] a4

The above active subspace analysis done on multiple repetitions
with random test-train splits of the data can be used to create a set of

active subspace matrices {WX)} f:] and their corresponding fractional

contributions to the subspace eigen-spectrum {/IAA(r)}fil as defined
above and also in Egs. (4) and (6) respectively. For further posthoc
analysis, the collections of active subspace matrices {Wf:)}f=1 and of
the fractional contributions {AAA(r)} le from all the R repetitions are
reshaped into an overall matrix S and an overall vector r as follows:

T _ rwoO® o w® w® w®
§ = [WA ]r=1 - [WA 'WA "'WA ]

(- represents concatenation operation) (15)
N () A2 o~ R
o MA(')]L B L a6

The matrix S € R"s*" collects the set of n, eigenvectors (n;, > R),
which summarize the spectral properties of V,f via repeated sub-
sampling of the training data. Correspondingly, the vector = captures
the fractional importance of the aggregated eigenvectors in S in their
respective eigen-spectra. The active subspace vectors in the matrix
S can be clustered using a standard clustering algorithm such as k-
means, i.e., clustering is performed on the set of vectors obtained by
aggregating active subspace vectors from all the R repetitions into
one matrix S. The main motivation behind performing the clustering
is to identify as well as quantify any consistently occurring important
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Table showing the peak MNI coordinates and the associated brain regions for the 53 scICA components extracted in the Neuromark framework (Du et al, 2020) on
the fMRI data. The 53 components belonging to 7 subdomains (resting-state networks) are listed in distinct colors in the table and are available in the GIFT toolbox
(https://trendscenter.org/software/gift/) under icatb_templates/neuromark_53. The keyword for each component is shown in parenthesis against the component name and is used
to address them in subsequent figures in this paper. These components were further used to create structural masks in the MNI domain, which were used to create 53 structural
features from the GMV maps of the subjects. The functional connectivity features, along with the structural features, were used as input to the active subspace framework (See

Fig. 1).
Associated brain region for component (keyword-IC ID) X Y zZ Subdomain Primary region for component (keyword-IC ID) X Y zZ Subdomain
Caudate (Caud-69) 6.5 10.5 5.5 Inferior parietal lobule (IPL-68) 455 -61.5 43.5
Subthalamus/hypothalamus (Sub/HypoT-53 ) -2.5 -13.5 -1.5 Insula (Insula-33) -30.5 225 -3.5
Putamen (Put-98) -26.5 1.5 -0.5 Subcortical Superior medial frontal gyrus (SMFG-43) -0.5 50.5 295
Caudate (Caud-99) 21.5 10.5 -3.5 Inferior frontal gyrus (IFG-70) -48.5 34.5 -0.5
Thalamus (Thal-45) -12.5 -18.5 11.5 Right inferior frontal gyrus (R-IFG-61) 53.5 225 185
Superior temporal gyrus (STG-21) 62.5 Audito Middle frontal gyrus (MiFG-55) -41.5 19.5 26.5
Middle temporal gyrus (MTG-56) -42.5 Ty Inferior parietal lobule (IPL-63) -53.5 -49.5 43.5
Right inferior parietal lobue (RIPL-79) 445 -34.5 46.5
Supplementary motor area (SMA-84) -6.5 13.5 64.5 Cognitive Control
Superior frontal gyrus (SFG-96) -24.5 26.5 49.5
Middle frontal gyrus (MiFG-88) 30.5 41.5 28.5
Hippocampus (HiPP-48) 23.5 -9.5 -16.5
Left inferior parietal lobue (LIPL-81) 45.5 -61.5 43.5
Middle cingulate cortex (MCC-37) -15.5 20.5 37.5
Inferior frontal gyrus (IFG-67) 39.5 G415 -0.5
Middle frontal gyrus (MiFG-38) -26.5 47.5 5.5
Calcarine gyrus (CalcG-16) Hippocampus (HiPP-83) -24.5 -36.5 1.5
Middle occipital gyrus (MOG-5) -23.5 -93.5 -0.5 Precuneus (PC-32) -8.5 -66.5 35.5
Middle temporal gyrus (MTG-62) Precuneus (PC-40) -12.5 -54.5 14.5
Cuneus (Cuneus-15) 15.5 -91.5 225 Anterior cingulate cortex (ACC-23) -2.5 35.5 2.5
Right middle occipital gyrus (RMOG-12) 38.5 -73.5 6.5 Visual Posterior cingulate cortex (PCC-71) -5.5 -28.5 26.5 Default mode
Fusiform gyrus (FusiG-93) 29.5 -42.5 -12.5 Anterior cingulate cortex (ACC-17) -9.5 46.5 -10.5
Inferior occipital gyrus (I0G-20) -36.5 -76.5 -4.5 Precuneus (PC-51) -0.5 -48.5 49.5
Lingual gyrus (LingualG-8) -8.5 -81.5 -4.5 Posterior cingulate cortex (PCC-94) -2.5 54.5 31.5
Middle temporal gyrus (MTG-77) -44.5 -57.5 7.5

directions underlying the association between changes in brain struc-
tural and functional features with respect to the target variable at
hand.

Since performing multiple eigendecompositions is known to be
affected by sign ambiguities (Bro et al., 2008), alignment of each
vector in S was done with the gradient cloud for its corresponding
repetition such that its dot product with the majority of the gradient
points is positive, following a procedure similar to Bro et al. (2008). K-
means clustering is then performed with each row of S as a data point,
optimized for the best number of clusters n, using the silhouette coeffi-
cient metric. The correlation between cluster centroids was computed
to remove any further sign ambiguities, and pairs with a high anti-
correlation (> 0.9) were considered duplicates due to sign ambiguity.
From the obtained cluster labels [/, ...,/ ,13] for each eigenvector in S,
the centroids {¢; }:'il were computed for all the clusters as:

> (= 1;)S;
ci=—/;: ;L a7
Xl =1}

where 1 is the indicator function, 1{a} = I ifais True (18)
0 if a is False

The L2-normalized active subspace centers defined by the cluster
centroids for the most discrete clusters essentially summarize across
repetitions the principal directions in which the features from the data
co-vary with the target variable, as represented by the active subspace
vectors.

Finally, for ranking the top active subspace centers, the mean
fractional eigenvalue, as the mean contribution of their constituent
eigenvectors to their corresponding eigen-spectra, was used as the
measure for ascribing importance. For each of the n, clusters, the mean
fractional contribution p = [u;, uy, ... ’”nc] vector for the n, clusters is
defined as:

Yo U =1y
M = —ZnS =1 19
j=1 Wi T

Thus, using the repeated sub-sampling procedure for the extraction
of active subspace centers in the form of cluster centroids [¢;,¢,, ..., cnc]
and the corresponding mean fractional contributions of active subspace
centers (u), one can determine and rank the important directions
in which structural and functional measures from the brain co-vary
collectively in association with scores from a given trait.

3. Experiments and results
3.1. Dataset and preprocessing

Data used in the preparation of this article were obtained from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (www.
adni.loni.usc.edu). The ADNI was launched in 2003 as a public—private
partnership, led by Principal Investigator Michael W. Weiner, MD.
The primary goal of ADNI has been to test whether serial magnetic
resonance imaging (MRI), positron emission tomography (PET), other
biological markers, and clinical and neuropsychological assessment can
be combined to measure the progression of mild cognitive impairment
(MCI) and early Alzheimer’s disease (AD).

We used functional and structural MRI data from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) dataset. The preprocessing was
done as in Abrol et al. (2020), and only first-visit scans for subjects
with available structural MRI, functional MRI, and clinical scores were
used for the analysis. The fMRI data were preprocessed via an SPM12
pipeline involving rigid body motion correction to correct subject
head motion, slice-timing correction, warping to the standard MNI
space using the EPI template, resampling to (3 mm)> isotropic voxels,
and smoothing using a Gaussian kernel (FWHM = 6 mm). The sMRI
data preprocessing included segmentation using modulated normaliza-
tion algorithm, following which we smoothed the gray matter volume
(GMV) maps using a Gaussian kernel (FWHM = 6 mm). For this work,
we included only gray matter for two broad purposes. Firstly, we were
working with an AD dataset. AD is known to be a progressive neurode-
generative disorder involving a decline in various cognitive functions
and memory processing. Atrophy in the gray matter is known to be a
comparatively closer biological signature for the involved effects that
AD has on various cognitive functions (Jack et al., 2010; Zhang et al.,
2021). Secondly, cerebral blood flow is also known to be an important
factor along with gray matter for AD (Hallam et al., 2020). Since this
was a multimodal study also involving functional MRI data, there are
known limitations about the use of white matter areas for fMRI signals
which depends on cerebral blood flow and volume (Gawryluk et al.,
2014). While the use of white matter areas for fMRI is still an area
of active research, we decided not to include or inspect white matter
measurements for the scope of this study.

Quality control (QC) of the preprocessed sMRI and fMRI datasets
included discarding images that exhibited low correlation with indi-
vidual and/or group-level masks. Additionally, for fMRI data, images
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Fig. 2. A total of 53 components corresponding to various brain regions extracted by the scICA procedure using the Neuromark framework are shown in the figure. The components
are shown after dividing into 7 brain subdomains (resting state networks), namely Subcortical (SC), Auditory (AUD), Sensorimotor (SM), Visual (VIS), Cognitive Control (CC),

Default Mode Network (DMN), and Cerebellar (CB) areas.

with high head motion were discarded to rule out potential spurious
differences in functional connectivity. The seven clinical scores used
include age, Mini-Mental State Exam (MMSE), Functional Activities
Questionnaire (FAQ), Clinical Dementia Rating Scale Sum of Boxes
(CDRSB), Alzheimer’s Disease Assessment Scale (ADAS11, ADAS13),
and Rey’s Auditory Verbal Learning Test (RAVLT). After selecting sub-
jects with both sMRI and fMRI data as well as all the scores available,
a total of 606 subjects with 3 groups were used. These groups included
217 control subjects (CN), 324 subjects with mild cognitive impairment
(MCI), and 65 subjects with Alzheimer’s disease diagnosis (AD). More
information about the demographics of the data is included in the
supplementary materials.

3.2. scICA component maps

From a fully automated spatially constrained ICA (scICA) frame-
work on fMRI data based on the Neuromark study (Du et al., 2020),
53 spatially independent components with a high correlation threshold
for multi-dataset correspondence were obtained (Du et al., 2020). The
pre-computed Neuromark components available in the GIFT toolbox
(https://trendscenter.org/software/gift/) were used. Essentially, these
data-driven brain components are computed by the scICA-based de-
composition of pre-processed fMRI time series, leading to spatial maps
with peaks corresponding to various brain regions (Du et al., 2020).
Subsequently, each component map is used to compute the subject-
specific component time-series for functional connectivity analysis. For
structural features, the mean value from voxels in the thresholded
masks from spatial maps of the components is used to compute subject-
specific structural feature vectors. The components are shown in Fig. 2
and Table 1 shows the details with the names and MNI coordinates for
brain regions in these component maps. The fMRI time courses of the 53
components estimated from the scICA framework were used to compute
the functional connectivity features. More specifically, static functional
network connectivity (SFNC) was estimated as pairwise Pearson’s cor-
relation coefficient of these 53 component time-courses, leading to a
total of >3C, = 1378 SENC features for each subject. Likewise, structural
masks of the components were mapped to the structural domain to
extract the 53 structural GMV features for each subject, with each
feature representing the mean value across component voxels in the
brain mask.

3.3. Existence of active subspaces

The SVR-based multimodal active subspace learning framework
described in Section 2.1,2.3 was used on the joint structural (GMV), and

functional (SFNC) features. As mentioned in Section 2.4, the framework
was run for 100 repetitions, each with randomly selected 80% of the
subjects. For each repetition, firstly, an SVR model with a polynomial
kernel was trained with 5-fold internal cross-validation on 80% of
the randomly selected training set. For computation and comparison
of subspaces based on various groups of subjects in the data, the
whole analysis was performed separately with subjects only from each
group (CN, MCI, AD) and with the full dataset (global group). Since
the dimensions of the structural and functional features are 53 and
1378, respectively, we selected the top 100 SFNC features based on the
weights of training a unimodal linear SVR model on the SFNC data,
resulting in 153 total features per subject comprising of 53 structural
GMV and 100 SFNC features. These features were used jointly as input
to the ASL model leading us to compute an active subspace matrix WX)
for each repetition r = 1,2, ..., 100.

Subsequently, the set of active subspace matrices from all repeti-
tions was used to create the matrix S consisting of active subspace
vectors from the columns all matrices in {WX)}:Q? (see Section 2.4
for details). The matrix S was constructed to inspect the existence of
and also compute any consistently featuring directions in the eigen-
spectra of the gradient clouds from the repeated analysis. Towards
this, k-means clustering of eigenvectors (represented by columns of
the matrix S) was done to check for these consistent directions. Since
there are known sign ambiguity issues with eigendecomposition (Bro
et al.,, 2013), the signs of the vectors in the matrix S were aligned
towards the sign of the majority of the points in the gradient cloud
before performing the clustering step. This approach has been used
for singular value decomposition (Bro et al., 2008) and ensures, in
our case, that no two clusters obtained represent the same principle
direction of the gradient cloud but with opposite signs. Thus, if dis-
crete clusters are obtained upon subsequent clustering, they could be
considered as signifying a consistent set of directions in the form of
active subspaces.

The t-Distributed Stochastic Neighbor Embedding (tSNE) plots for
the clustering of active subspace vectors in S are shown in Fig. 3 for
analysis on subjects exclusively from each grouping (global, CN, MCI,
AD). The clustering model order was optimized based on the average
silhouette coefficient for k = 2,3,...,50 for the k-means algorithm.
For all the 28 cases of 4 groupings and 7 scores, the mean silhouette
coefficient was higher than 0.1 for the optimized model order. As
is also clear from the multiple discrete clusters obtained in Fig. 3,
the subspace structure in all the 28 cases does contain several active
subspaces consistently featuring in the repeated analysis on randomly
selected training subsets of the data.
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Fig. 3. t-SNE embeddings are visualized for the active subspace vectors aggregated from across 100 repetitions of the ASL analysis. K-means clustering was performed on the
aggregated vectors for each of the cases of the data from the seven scores and four groupings of the dataset (28 total cases). Top clusters (shown in different random colors) in
each case were selected based on the mean fractional contribution (u > 0.1) of the constituent vectors in that cluster (See Section 2.4). As observable in all cases, the existence
of discrete clusters reveals the existence of important directions that are consistently present across multiple repetitions of the analysis on randomly selected subsets of the data.
The centroid for each of the discrete clusters is a multimodal vector taken as the active subspace center (ASC), encoding an important direction of collective changes in brain

components and connections, which are associated with changes in the target score.

(u: mean fractional contribution, s: mean silhouette score for an individual cluster; s: average silhouette score across all clusters, r: correlation between u and s values of the
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clusters. Since the correlation (r) values are high in each case, using u as a metric does not compromise on cluster separation captured by s.)

3.4. Active subspace centers

the value of y; of the ith subspace center, the subspace centers with
u; > 0.1 were considered as active subspace centers, representing a

As described in Section 2.4, the mean y; of the fractional contri- significant contribution of the constituent eigenvectors of the clusters
bution of the subspace eigenvectors belonging to each of the clusters to their corresponding eigen-spectrum. The threshold of p > 0.1 for
to the eigen-spectrum of their corresponding repetition was used to a cluster centroid (subspace center) to be considered as an active
rank the cluster centroids {ci}f;1 representing multimodal active sub- subspace center was selected so that the mean fractional contribution
space centers (ASCs). Essentially, m is a measure to capture whether value is sufficient to be contributing to the 90th percentile of the eigen-
the subspace centers comprise similar active subspaces from various spectrum. It can be noticed that for each case, the total number of
repetitions. Fig. 3 shows all the clusters and their centroids (active optimized clusters obtained may be different based on the silhouette
subspace centers) for the ASL analysis on each of the 4 groups (global, score-based optimization procedure used for finding the number of
CN, MCI, AD) with each of the 7 scores as the target variable. Based on optimal clusters for the k-means clustering procedure.
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Fig. 4. The most contributing multimodal active subspace centers (ASCs), ranked according to the mean fractional contribution (x) with u > 0.1, computed on all subjects, are
shown for the seven scores. Each ASC is represented by a unit norm multimodal direction vector with elements visualized as a multimodal connectogram. The node and edge
colors signify the values of the structural and functional elements of the multimodal ASC, respectively. Moreover, it can be noted that the contributive strength for memory-related
regions like the hippocampus (Hipp-48, Hipp-83) is negative for scores known for higher values with a decline in memory performance (age, FAQ, CDRSB, ADAS), which is in turn
related to shrinkage in these areas. Along similar lines, scores like RAVLT and MMSE, which have a higher value for a better performance, show a positive contribution from the
hippocampus in the ASCs. This is in line with the expected contribution of the hippocampus, given its role in memory-related tasks and structural as well as functional changes

involved with cognitive decline in Alzheimer’s disease.

Fig. 4 shows all the ASCs that were selected based on a value of
u > 0.1 for the global group. A similar plot for other groups (HC,
MCI, AD) can be found in the Supplementary Materials. Fig. 5 shows a
group-wise layout for the highest-ranked active subspace center (ASC)
for all the cases of 4 groups and seven scores. Since the ASCs are
multimodal vectors with both structural as well functional features,
they are visualized as a multimodal connectogram with the nodes
representing the structural components and edges representing the
functional connection features between them. The color of the nodes
and edges represents the values from the ASCs for the corresponding
structural and functional features, respectively. It should be noted that
the ASCs are unit norm multimodal direction vectors representing the
direction in which the multimodal brain features show the highest
change in association with the target variable at hand. As is clear from
Fig. 5, our framework is able to extract multimodal subspaces that
are sparse and expressed in terms of subsets of combined structural
and functional features. Notably, there are significant differences in
multimodal features that constitute the most active subspace centers
for various groups for each of the given scores, indicating that the
underlying subspaces in the brain differ according to the various stages
of Alzheimer’s disease.

3.5. Discussion on biological findings

Fig. 4 shows the top multimodal active subspace centers (ASCs)
for each of the seven scores used in the analysis. Many previous

studies have been done to find the association of individual brain
regions and connections with aging and Alzheimer’s disease. However,
with the ASL framework, it is possible to decompose the association
pattern to get underlying subspaces that collectively characterize their
relationship with the target variables at hand. Based on the results
depicted in Fig. 4, it can be noticed that many of the regions that
define the top ASCs are previously known to have associations with the
target scores. For example, the structural and functional connectivity
of the hippocampus is known to be affected in Alzheimer’s disease.
This is also observable with respect to its negative contribution in the
ASCs corresponding to age, FAQ, ADAS, and CDRSB, all of which are
indicators of higher dementia, which in turn is related to shrinkage in
the hippocampal volume and connectivity. Along similar lines, RAVLT
and MMSE scores, which have a higher value for better performance
in memory and impairment-related tasks, the contributive strength of
hippocampus areas was positive (Fig. 4). For the RAVLT score involving
the performance for episodic memory recall, a positive contribution of
the hippocampus components was observed, in line with its known role
in being positively associated with episodic memory and RAVLT score
prediction (Moradi et al., 2017).

Aging is known to affect various brain systems, including memory
and cognitive control. Regions that define the ASCs corresponding to
changes in age were hippocampus, putamen, middle temporal, post-
central, superior, and mid-frontal gyri, which are in line with previous
findings about age-related changes in gray matter volume and func-
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Fig. 5. Top multimodal active subspace centers (ASCs). Each ASC is a unit norm multimodal direction vector with elements visualized as a multimodal connectogram with node
and edge colors showing the values of contributive strength of the brain components and connections from the structural and functional parts of the vector. It can be noted
that in line with the findings of previous MRI studies on Alzheimer’s disease having greater sensitivity for brain structure compared to function, structural features are the main
contributors to the multimodal ASCs corresponding to the AD group, unlike the other groups.

tional connectivity (Salami et al., 2012; Nyberg et al., 2020). For
the functional part of the multimodal ASCs, connections involving
the hippocampus, thalamus, inferior frontal, superior frontal, insular,
calcarine, and fusiform areas had major contributions.

The MMSE score (Folstein et al., 1975; Molloy and Standish, 1997),
which is a composite measure of orientation, attention, memory, lan-
guage, and visual-spatial skills, has been studied well for underlying
associations of brain regions (Zhang et al., 2012; Bhagwat et al.,
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2019; Wan et al., 2012; He et al., 2007; Golbabaei et al., 2016).
Changes in MMSE score are known to be associated with changes in
structural and functional properties of various brain regions, including
the hippocampus, middle-superior temporal (Zhang et al., 2012) and
inferior frontal areas (Wan et al., 2012). All of these areas feature
in the ASCs associated with the MMSE score. For the RAVLT score,
regions featuring in the ASCs like middle/inferior occipital, middle
cingulate, inferior occipital, inferior frontal (pars triangularis), inferior
parietal, and middle temporal gyri (entorhinal cortex) are all known to
be individually associated with RAVLT score prediction (Moradi et al.,
2017; Wan et al., 2012; Gomar et al., 2011). Regions associated with
the FAQ score included areas from the hippocampus, entorhinal cortex,
inferior parietal areas, precuneus, and middle temporal gyrus. Many of
these areas have previously known associations with FAQ scores and
also with predicting the transition into AD during the MCI stage (Gomar
et al., 2011).

The CDRSB score (Hughes et al., 1982) is measured based on a
combination of various cognitive and behavioral domain functions
like memory, orientation, judgment and problem-solving, community
affairs, home and hobbies performance, and personal care. Different
values of this score are also used to categorize patients into healthy,
MCI, and AD conditions (Hughes et al., 1982). Regions in the ASCs
associated with CDRSB involved areas from the hippocampal, caudal,
middle frontal, superior frontal, inferior parietal, and medial temporal
gyri, as well as the posterior cingulate cortex (PCC). Previous studies
on the association of CDRSB with neuroimaging features (Chang et al.,
2011) have also found a similar set of areas, including frontal, tempo-
ral, parietal, and PCC regions (Perneczky et al., 2007) to be associated
with thinning of the cortex in MCI groups.

ADAS rating (Rosen et al.,, 1984) consists of both cognitive and
non-cognitive sections covering language, memory, praxis, and ori-
entation. Hippocampus, middle temporal, entorhinal cortex, inferior
parietal, caudate, and middle occipital gyrus areas were the primary
contributors to the multimodal ASCs for ADAS scores. Many of these
areas have previously known associations with changes in ADAS-cog
score (Zhang et al., 2012; Gomar et al., 2011; Bhagwat et al., 2019).
Interestingly, ASCs associated with ADAS11 and ADAS13 scores are
highly overlapping in Figs. 4 and 5 in terms of the contributing brain
components and connections. Since both these scores are very simi-
lar to each other, this further points towards the robustness of our
overall framework in extracting stable associated subspaces from the
multimodal neuroimaging data.

Based on group differences, many studies have found the structure
and connectivity of default mode network (DMN) being affected in AD
and MCI (Greicius et al., 2004; Balachandar et al., 2015; He et al., 2007;
Rombouts et al., 2005). Zhou et al. (2010) also found changes in DMN
and saliency networks between AD, MCI, and CN groups. Our method
also captures this in the ASCs obtained for various groups. Zhang
et al. (2012) also analyzed brain regions with the most contribution
towards classification into AD/MCI/CN groups, which overlap with the
differences in the set of the regions involved in defining ASCs in Fig. 5.

More importantly, since sMRI features are known to be more sensi-
tive to Alzheimer’s disease than functional measures, the ASCs associ-
ated with the AD group in Fig. 5 are primarily defined by structural
elements of the multimodal vector rather than the functional ones.
Within the structural elements, it can be observed that the contribution
could be either negative (diminishing gray matter volume) or posi-
tive (increase in gray matter volume) depending on the scores and
regions, which could be attributed to atrophy/neuro-degeneration (Pini
et al,, 2016; Fox and Schott, 2004; Wenk et al., 2003) as well as
neuro-inflammation, Akiyama et al. (2000), Rogers and Shen (2000),
Rogers (2008) involved in various brain regions in Alzheimer’s disease,
respectively.
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Table 2

Regression performance comparison in terms of normalized root mean squared error
(NRMSE) and person correlation (Corr) between predicted and true scores is shown
for features generated using SVR-ASL with baseline SVR method without ASL (Raw),
and also with PCA-based unsupervised decomposition (PCA) and sparse PCA (sPCA). It
can be noted that the performance for various scores for ASL features is closer to the
baseline performance while being better than PCA-based approaches. This indicates that
SVR-ASL is able to retain predictive information better than unsupervised PCA-based
decompositions.

Score Features NRMSE Corr
Raw 0.17 + 0.02 0.67 + 0.05
age SVRASL 0.21 + 0.05 0.65 + 0.07
g PCA 0.20 + 0.02 0.62 = 0.05
sPCA 0.21 + 0.03 0.59 + 0.07
Raw 0.17 + 0.03 0.53 + 0.08
SVRASL 0.20 = 0.05 0.51 + 0.09
MMSE PCA 0.18 + 0.04 0.48 + 0.08
sPCA 0.18 + 0.03 0.45 + 0.09
Raw 0.22 + 0.02 0.52 + 0.07
FAQ SVRASL 0.25 + 0.05 0.52 + 0.09
PCA 0.24 + 0.03 0.45 + 0.1
sPCA 0.24 + 0.04 0.41 + 0.11
Raw 0.16 + 0.04 0.61 + 0.07
SVRASL 0.20 + 0.06 0.57 + 0.09
CDRSB PCA 0.18 + 0.04 0.48 + 0.08
sPCA 0.19 + 0.04 0.46 + 0.09
Raw 0.16 + 0.02 0.58 + 0.06
SVRASL 0.23 = 0.07 0.56 + 0.08
ADASI1 PCA 0.18 + 0.03 0.54 + 0.08
sPCA 0.18 + 0.03 0.50 + 0.09
Raw 0.17 + 0.02 0.61 + 0.06
SVRASL 0.24 + 0.07 0.58 + 0.08
ADAS13 PCA 0.19 + 0.03 0.55 + 0.08
sPCA 0.19 + 0.03 0.54 + 0.09
Raw 0.19 + 0.02 0.59 + 0.06
SVRASL 0.24 + 0.07 0.50 + 0.11
RAVLT PCA 0.22 + 0.03 0.49 + 0.07
sPCA 0.21 + 0.03 0.43 + 0.08

3.6. Performance comparison

Regression analysis was done by projecting multimodal input fea-
tures of the randomly selected validation set of each repetition onto
the active subspaces from the corresponding repetition. This amounts
to computing the transformed feature matrix X in Eq. (5) as input to the
regression model. The SVR model with polynomial kernel was trained
with 5-fold internal cross-validation on each repetition. Fig. 6 shows the
Pearson correlation and normalized root mean squared error (NRMSE)
between predicted and actual values for all the 7 scores used in the anal-
ysis. To compare the predictive performance between the modalities,
ASL was done to compute subspaces using only structural, only func-
tional, and multimodal input features, followed by the aforementioned
regression analysis on transformed features X for each modality case.
As is clear from Fig. 6, multimodal features lead to a significantly better
regression performance in almost all cases, implying that multimodal
subspaces are more predictive than subspaces computed with a single
modality

Additionally, the performance using multimodal ASL features was
compared with features generated by projecting the input onto com-
ponents from PCA-based transformations (standard PCA and sparse
PCA). The same threshold (90%) of captured variance for the PCA
components was used as the one used for determining active subspaces
(see Section 3.4). While there is no direct correspondence between
these thresholds for PCA and ASL, both amount to the percentage
of cumulative eigen-spectrum captured for the involved eigendecom-
positions. The regression performance (Table 2) using ASL features
for the 7 scores used in the analysis, was comparable to the baseline
features without transform (Raw) and was better than the performance
using features from PCA-based decompositions. This leads to informed
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Fig. 6. Regression performance of ASL features for 100 repetitions of random sub-sampling with 5-fold cross-validation using SVR with the polynomial kernel. The boxplots show the
(a) Pearson correlation and (b) normalized root mean squared error (NRMSE) between the predicted and actual values of the 7 clinical scores for the 100 repetitions. Comparison is
shown for active subspaces and projections of features using only static functional network connectivity (SFNC), only structural (fSTR), and multimodal input features (fSTRSFNC).
It can be noticed that the multimodal features are better at retaining the predictive power of the transformed features than using only structural or only functional features.

interpretability of the participating components/connections that form
each of the active subspace centers, and also indicates that the baseline
predictive information is retained better in the active subspaces than in
unsupervised PCA.

4. Conclusion

Our framework to infer multimodal active subspace patterns can
successfully uncover brain subspaces associated with changes in a
given cognitive or biological assessment while fusing both structural
and functional features. Moreover, since the framework considers the
information about the target variable into account, it can retain predic-
tive performance better than comparable unsupervised methods when
features projected onto subspaces are used to predict test data. As is
clear from the results, various measures and groups of subjects involve
different kinds of changes in the underlying subspace patterns in the
brain. Thus, rather than looking at the intricate changes at the level of
individual features, our framework summarizes the dynamic patterns
of modifications in the brain at the level of multimodal subspaces. In
the context of Alzheimer’s disease, our framework not only identifies
regions that are known to be affected (like the hippocampus, entorhi-
nal cortex, DMN), but also summarizes the multiple structural and
functional brain sub-systems that characterize the changes in clinically
measured outcomes in relation to AD. Such frameworks are essential
for the successful development of biomarkers associated with brain
disorders. Additionally, this approach can be extended to various deep
learning and classification frameworks in the future. To conclude,
further research involving the basic and advanced applications of active
subspace learning to brain disorders should be conducted.
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