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ABSTRACT
Robust classification of the operational environment of wire-
less devices is becoming increasingly important for wire-
less network optimization, particularly in a shared spectrum
environment. Distinguishing between indoor and outdoor
devices can enhance reliability and improve coexistence with
existing, outdoor, incumbents. For instance, the unlicensed
but shared 6 GHz band (5.925 - 7.125 GHz) enables sharing
by imposing lower transmit power for indoor unlicensed
devices and a spectrum coordination requirement for out-
door devices. Further, indoor devices are prohibited from
using battery power, external antennas, and weatherization
to prevent outdoor operations. As these rules may be circum-
vented, we propose a robust indoor/outdoor classification
method by leveraging the fact that the radio-frequency en-
vironment faced by a device are quite different indoors and
outdoors. We first collect signal strength data from all cellu-
lar and Wi-Fi bands that can be received by a smartphone in
various environments (indoor interior, indoor near windows,
and outdoors), along with GPS accuracy, and then evaluate
three machine learning (ML) methods: deep neural network
(DNN), decision tree, and random forest to perform classifica-
tion into these three categories. Our results indicate that the
DNN model performs the best, particularly in minimizing
the most important classification error, that of classifying
outdoor devices as indoor interior devices.

CCS CONCEPTS
• Computing methodologies → Supervised learning by
classification; Neural networks; • Networks → Network
measurement.
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1 INTRODUCTION
1.1 Indoor/Outdoor Classification
The continuing growth of wireless applications requires ac-
cess to new spectrum. The mid-band frequency range (1-10
GHz) is industry’s preference due to the balance between
coverage and capacity compared to low-band (<1 GHz) and
mmWave (>24 GHz) [1]. However, the widespread deploy-
ment of various wireless technologies has led to congestion
in this spectrum band, which in turn highlights the need for
spectrum sharing between multiple wireless networks, maxi-
mizing the efficiency of spectrum use [2, 3]. There have been
efforts by regulatory bodies to promote spectrum sharing in
the mid-band. Recently, the 6 GHz (5.925 - 7.125 GHz) band
has been a particular focus of spectrum sharing with various
incumbents, notably radio astronomy, fixed microwave links,
cable television relay services (CTRS), satellite, and mobile
Broadcast Auxiliary Services (BAS).
In the U.S., the Federal Communications Commission

(FCC) has permitted unlicensed operation [4, 5], with power
limitations based on indoor/outdoor location of access points
(APs) and clients. The FCC defines three power regimes:
Standard Power (SP), with the highest power but subject to
Automated Frequency Coordination (AFC); Low Power In-
door (LPI), with lower power but without AFC requirement,
deployed indoors without battery-power, weatherization,
and detachable antennas, and; Very Low Power (VLP), with
the lowest power but without AFC or indoor requirements.
Moreover, all client devices are subject to 6 dB lower transmit
power than the AP on all power regimes. While this is in-
tended to mitigate outdoor interference, it arguably penalizes
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even indoor clients connected to LPI APs, as indoor clients
are unlikely to cause significant interference [6, 7]. Accu-
rately determining the indoor/outdoor location of clients
could eliminate this 6 dB power reduction, allowing for more
efficient use of the spectrum without compromising interfer-
ence protection.
Meanwhile, the U.K. telecommunications regulator, Of-

com, has recently proposed innovative hybrid sharing ap-
proaches for the upper 6 GHz band (6.425 - 7.125 GHz), includ-
ing an “indoor/outdoor split” model, i.e., the same frequency
band for outdoor cellular use and indoor Wi-Fi use. However,
the implementation of such strategies underscores the need
for accurate Indoor/Outdoor (I/O) classification.

1.2 Related Work
Given the importance of the I/O classification, how can the
environment be detected using just wireless data? Much like
the discernible differences in visual aspects between indoor
and outdoor spaces, Radio Frequency (RF) observations also
exhibit distinguishable features that set apart indoor and
outdoor environments. For instance, the Wi-Fi Received Sig-
nal Strength Indicator (RSSI) is typically higher in indoor
environments, while the Reference Signal Received Power
(RSRP) of cellular signals and GPS accuracy is higher out-
doors. This is expected due to the deployment location of the
transmitters of the respective networks [8, 9]. ML methods
can discern the inherent relationships between a dataset and
the labeled environment, allowing them to generate precise
predictions for new data.

There are a variety of commonly available RF signals that
are received indoors and outdoors in different frequency
bands, such as television, AM/FM radio, Bluetooth, ultra-
wideband (UWB), Wi-Fi and cellular. Of these, Wi-Fi and
cellular signals are most commonly available and extensively
deployed in most consumer devices. In [10], an ensemble
learning framework was introduced for I/O classification
which considered a specific urban setting, including five
malls, with data taken using a custom Android application.
However, this work considered signals from only one tech-
nology (4G) operating on one frequency band (2.1 GHz),
significantly limiting its broader application scope.
In a more recent study [11], authors incorporated both

Wi-Fi and cellular data across diverse frequency ranges for
classification of I/O environments. Various MLmethods were
evaluated, including Decision Tree (DT) and Random Forest
(RFo), achieving an impressive 99 % accuracy in environ-
ment detection. However, there are certain limitations in this
work: (1) The two-classes I/O classification falls short in the
detection of client devices operating indoors near windows.
These devices can transmit at power levels that could cause
interference to outdoor incumbents. (2) The dataset is un-
balanced, comprised predominantly of outdoor-labeled data,

Figure 1: Example locations representing outdoor, in-
door interior, and indoor near window environments.

resulting in classification errors that are biased towards the
outdoor category. Additionally, outdoor data were primarily
collected via driving; outdoor 6 GHz APs and clients are
more likely to be used while walking rather than driving. (3)
The proposed ML models exhibited degraded performance
when tested with datasets from a new environment, indicat-
ing an inability to maintain the same level of accuracy when
exposed to unknown locations.

1.3 Motivation and Main Contributions
In this paper, we endeavor to tackle some of the above chal-
lenges associated with the classification of I/O status of wire-
less devices. The main contributions of this paper are:

• Comprehensive, Labeled Dataset (§2.1, §2.2): Our data,
collected while walking on the University of Notre Dame
(ND) campus, reflects real-world client mobility. We also
enhance our models by incorporating SIM operator labels
and measurements from newly deployed 6 GHz Wi-Fi.

• Robust Deep Neural Network (DNN) Model (§2.3,
§3.2): We develop a DNN model that utilizes Wi-Fi, cellu-
lar, and GPS data collected through an Android application
to predict client environments. This model outperforms
traditional ML methods.

• Refined Labeling (§2, §3.2): We introduce three distinct
labels: Outdoor (O), Indoor Near Window (INW), and In-
door Interior (II) as shown in Fig. 1. This granularity helps
us identify indoor devices with greater potential for signal
leakage and interference.

• Extended Windowing Techniques for Accuracy Im-
provements (§3.3):We combine multiple data points over
an extended period of time and use two techniques to
improve accuracy: data aggregation and majority voting.
These strategies enhanced the accuracy from typically
above 95% to a perfect classification (100%).

• Testing on Novel Data (§3.4):We validate our models’
ability to generalize to unfamiliar locations by testing it on
data from new environments. We find that the ML models
yield acceptable results in those new locations, without
any additional training. We also demonstrate an accuracy
increase when the novel dataset is included in the training.
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Table 1: Information in a single record of SigCap data.
Category Features

4G LTE Physical Cell ID (PCI), Frequency, Band-
width, Band Number, Reference Signal Re-
ceived Power (RSRP), Reference Signal Re-
ceived Quality (RSRQ), Received Signal
Strength Indicator (RSSI)

5G PCI, Frequency, RSRP, RSRQ, Signal to In-
terference and Noise Ration (SINR)

2.4/5/6
GHzWi-Fi

Basic Service Set Identifier (BSSID), Fre-
quency, Bandwidth, RSSI

GPS Longitude, Latitude, Altitude, Accuracy
Time Time, Date
Others Operating SIM, Android Version

• Open Wireless Dataset for I/O Inference (Table 2,
§2): We believe the data collected in this work is the first
data collection with three distinct labels (O/II/INW) and
comprehensive wireless features as shown in Table 2. We
provide our dataset for usage beyond the paper’s scope at:
https://github.com/hosseinnasi/Environmental-

Classification_ML

2 DATA COLLECTION AND ML
METHODOLOGY

2.1 Measurement Tools and Locations
We employed client devices running SigCap to collect data
across various environments. SigCap is an Android applica-
tion that passively collects data in every 5 seconds. It records
multiple signal features as shown in Table 1. These features
undergo processing and cleaning before being used in our
model to train the network for the I/O classification task.
To mitigate any reliance on external factors like smart-

phone brands, our data collection used a range of devices
from popular brands: Google Pixel 5, Google Pixel 6, Sam-
sung S21, Samsung S22, and Samsung A23. Each device was
equipped with a Subscriber Identification Module (SIM) from
one of the three operators: AT&T, Verizon, and T-Mobile.
Our dataset comprises records collected in South Bend

within the ND campus. The data was used for both training
and testing the ML models. Figure 2 displays the locations
where measurement campaigns were conducted. Figure 1
additionally showcases examples of locations that represent
each of the three target environments (O/INW/II). To com-
pare the performance of three-classes classification with the
prior two-classes I/O classification, we reuse II and INW
data as Indoor (I) data. Additionally, we sought to evaluate
how the ML models, trained on ND data, would perform
on datasets from entirely new environments. Therefore, we
collected data from Washington DC (DC) using a similar

Figure 2: Map of data locations.

methodology and compare the testing accuracy of our model
trained with and without the DC data in §3.4.

2.2 Data Processing and Feature Extraction
SigCap records data in JavaScript Object Notation (JSON)
files, which can be converted into Comma Separated Values
(CSV). Each record encompasses various details regarding
Wi-Fi, cellular, and GPS information, corresponding to a
unique timestamp. Table 1 provides information about the
propertiesmeasuredwithin these records. The pre-processing
procedures are described as follows:

(1) Cleaning the dataset: Entries with invalid values (e.g.,
incorrect GPS information or values outside the practical
ranges for RSRP, RSRQ, RSSI) were removed. Rows lacking
channel information (“NaN” values for Wi-Fi and cellular
data frequencies) were also excluded.
(2) Grouping Wi-Fi and cellular data by frequency:

To preserve essential frequency band information crucial for
classification, we divided all cellular data into two groups
based on their operating frequencies: low-band (< 1 GHz) and
mid-band (1-10 GHz). Similarly, Wi-Fi data was categorized
into 2.4 GHz (2.4-2.5 GHz), 5 GHz (5.15-5.875 GHz), and 6
GHz (5.925-7.125 GHz) bands.

(3) Extracting statistical features: The rawCSV data file,
approximately 12 GB in size, is impractical for direct input
into our ML models. Additionally, each column has a varying
number of entries due to connections to different numbers of
Wi-Fi APs or cellular cells at different times. Therefore, we
extract statistical features (averages, minimums, maximums,
and standard deviations) for the RSRP, RSRQ, and frequency
features in cellular bands (low- and mid-band), as well as

https://github.com/hosseinnasi/Environmental-Classification_ML
https://github.com/hosseinnasi/Environmental-Classification_ML
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Table 2: ML input features.
Category Features

4G LTE Min, Max, Average, and Std. Dev. of RSSI,
RSRP, RSRQ for both low- and mid-range
frequencies, # of unique PCIs

5G Min, Max, Average, and Std. Dev. of RSRP,
RSRQ, SINR for both low- and mid-range
frequencies, # of unique PCIs

2.4/5/6
GHzWi-Fi

Min, Max, Average, and Std. Dev. of RSSI,
# of unique BSSIDs

GPS and
Others

Horizontal and vertical accuracy, SIM op-
erator

Table 3: Cumulative amount of data in minutes with
percentage of total.

Location Label Minutes of data
II 1900.4 (33.6%)

ND INW 1747.8 (30.9%)
O 2014.9 (35.6%)

DC II 1004.2 (71.5%)
(novel INW 85.3 (6.1%)
dataset) O 313.7 (23.4%)

RSSI and frequency features in Wi-Fi data (2.4 GHz, 5 GHz,
and 6 GHz).
(4) Incorporating SIM Operator Information: To in-

clude the SIM operator information, we assigned a unique
number to each of the three major carriers in the USA (Veri-
zon, AT&T, and T-Mobile). This means that, for now, we are
only considering these operators and not others that may,
for example, private networks.
(5) Normalizing: Given the diverse range of features,

the value ranges for each column can vary significantly. For
example, RSRP values for cellular data range from -140 to
-20 dBm, while the number of unique LTE cells is a non-
negative integer. These raw, non-normalized values could
impede ML model convergence. Therefore, we employed
MinMaxNormalization to scale all values in each column
from 0 to 1.
In summary, Table 2 shows the list of features contained

in a single record, while Table 3 shows the amount of data
we collected for each label in ND and DC in terms of minutes.
Note that the ND dataset is balanced between the labels to
prevent over-fitting. As we reuse the II- and INW-labelled
data for I data in two-classes classification, we randomly
sampled them to keep the amount balanced with the O data.
The DC dataset is unbalanced due to weather conditions

limiting the time available for outdoor measurements. DC
INW dataset has fewer samples compared to the other two
environments because of fewer windoew.

2.3 Model Selection
To assess the environment classification, we have chosen the
following ML models:
(1) Decision Tree (DT): This model partitions the data

into two or more homogeneous sets by leveraging the most
influential features to create distinct groups as effectively as
possible. The hyperparameters for training include a maxi-
mum depth of 10 and a minimum of 10 samples per leaf.
(2) Random Forest (RFo): An ensemble variant of the

Decision Tree, it employs a majority voting mechanism by
aggregating classifications from multiple decision trees, each
acting on distinct features. Similar to DT, we used the same
settings for maximum depth (10) and minimum samples per
leaf (10), with the addition of 5 estimators (trees).
(3) Deep Neural Network (DNN): A complex network

of interconnected nodes, resembling neurons in the human
brain, arranged in multiple layers. The network learns hi-
erarchical representations of data, extracting intricate pat-
terns for classification or regression tasks. We trained a DNN
model with 4 hidden layers of neurons, containing 64, 32,
16, and 8 neurons, respectively, from the first to the deepest
layer. The output layer, depending on the classification type
(2- or 3-classes), can have 2 or 3 neurons. The configuration
used the Adam optimizer with a learning rate of 0.001. For
the final layer, we employed the Softmax activation function.
The hyperparameter selection for the three ML models

was conducted through an optimization process, aiming to
maximize the accuracy of each model on the testing dataset
while minimizing complexity. For the testing and training
phase using the ND dataset, we allocated 20% of the entire
record for testing the ML models. Additionally, for the DNN
model, another 20% of the dataset was set aside for validation
purposes.

3 RESULTS & DISCUSSION
3.1 Feature Analysis
To understand how the extracted wireless features contribute
to the classification of II, INW, and O environments, we first
illustrate how these features differ across each environment
and what enables an ML model to achieve high accuracy.
In Figure 3, we present the CDFs of vertical and horizontal
Accuracy (defined as the radius in meter of which the true
GPS coordinate is contained within 68% confidence), number
of unique BSSIDs in 5 GHz Wi-Fi, maximum RSSI of 5 GHz
Wi-Fi, number of PCIs in low-band LTE and number of PCIs
in mid-band LTE, respectively on the three environments.
As expected, both the number of unique BSSIDs and maxi-
mum RSSI of 5 GHz Wi-Fi are higher indoors. We can also
observe variations in vertical and horizontal accuracy: verti-
cal accuracy tends to be lower outdoors, whereas horizontal
accuracy is generally lower indoors. Conversely, there are
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Figure 3: CDF plots of input features.
no distinction for the number of unique PCI in low- and mid-
band LTE: possibly due to the specific deployment of LTE
in ND area. Therefore, we present the prior four features as
the most important features contribution to the results and
we will discuss it in detail in §3.2.

3.2 Performance of ML Models
In this section, we evaluate the performance of the aforemen-
tioned ML models in both 2-classes and 3-classes classifica-
tion tasks. Additionally, we provide performance results for
each model when some features are excluded. The following
feature sets were considered:
(1) All features used for the decision-making.
(2) Excluding 6 GHz Wi-Fi.
(3) Excluding 6 GHz Wi-Fi and 5G NR.
(4) Using only the 4 most important features: vertical acc.,

horizontal acc., # of unique 5 GHz Wi-Fi BSSID, max.
RSSI of 5 GHz Wi-Fi.

Overall, we have 72, 67, 40, and 4 features for feature sets
(1), (2), (3), and (4), respectively.

The rationale behind configuration (2) and (3) is that 6
GHz Wi-Fi and 5G NR are not widely deployed yet. Having
appropriate models that account for these variations could
be beneficial in improving the accuracy of environmental

classification. Moreover, we select 4 most important features
to assess the classification accuracy when very few pieces of
information are provided to our models. These most impor-
tant features are identified using the SHAP and Scikit-learn
libraries in Python.

3.2.1 Two-Classes Classification. Figures 4 and 5 illustrates
the indoor and outdoor accuracy for each feature setup pre-
viously discussed in two bar plots. Generally, including all
features in the classification task leads to higher accuracy.
However, this is not always the case. For example, if Sigcap
is run on an indoor device that cannot capture Wi-Fi 6 GHz
information and a model using all features is applied, the
model might incorrectly infer that the device is outdoors due
to the absence of Wi-Fi 6 data. Similarly, a device operating
in an environment without 5G NR and Wi-Fi 6 GHz might
also produce misleading results when using a model with all
features included. As a result, selecting the model with the
appropriate feature setup can improve accuracy.

DNN DT RF
Models

80
85
90
95

100

In
do

or
Ac

c(
%

)

All Features
No 6 GHz WiFi

No 6 GHz WiFi & NR
4 Best Features

Figure 4: Indoor accuracy by model and feature set,
two-classes classification.
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Figure 5: Outdoor accuracy by model and feature set,
two-classes classification.

3.2.2 Three-Class Classification. The performance of theML
models in the three-class classification task can also be stud-
ied similarly to the two-classes classification. Figures 6, 7, and
8 demonstrate the accuracy results for each model, each envi-
ronment, and all four possible feature setups. DNN achieved



ACM MobiCom ’24, November 18–22, 2024, Washington D.C., DC, USA Hossein Nasiri, Seda Dogan-Tusha, M. I. Rochman, and Monisha Ghosh

DNN DT RF
Models

80
85
90
95

100
II 

Ac
c(

%
)

All Features
No 6 GHz WiFi

No 6 GHz WiFi & NR
4 Best Features

Figure 6: Indoor Interior accuracy bymodel and feature
set, three-classes classification.
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Figure 7: Indoor Near Window accuracy by model and
feature set, three-classes classification.
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Figure 8: Outdoor accuracy by model and feature set,
three-classes classification.

the highest accuracy among all three models. Outdoor ac-
curacy (O) was consistently higher than Indoor Interior (II)
and Indoor Near Window (INW) accuracy. For DT and RFo,
II and INW accuracy increased when Wi-Fi 6 information
and subsequently NR information were removed. However,
for DNN, the accuracy for all classes dropped when features
were removed.

While overall accuracy is an important metric for evalua-
tion, reducing errors that pose the highest risk of interference
is also crucial. For instance, classifying an outdoor device
as indoor might lead to the device being deemed safe for

DNN DT RF
Models

0.0
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0.4
0.6
0.8
1.0

Er
rR

at
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)

All Features
No 6 GHz WiFi

No 6 GHz WiFi & NR
4 Best Features

Figure 9: Outdoor to Indoor Interior error rate bymodel
and feature set, three-classes classification.

transmitting at higher power levels. This could result in in-
terference with incumbent outdoor devices, as the device
was actually located outdoors. Therefore, when comparing
the performance of each model, in addition to the accuracy
rate for each environment, we have also provided the error
rate for outdoor-to-indoor interior misclassification. Figure
9 illustrates the performance of each ML models for O to II
error rate. It is evident that, DNN has the lowest error rate
across all the feature setups.

3.3 Extended Windowing Techniques
As mentioned in Section 2.1, SigCap collects wireless data
every 5 seconds. However, in real-life scenarios, it is not nec-
essary to make environment predictions every 5 seconds be-
cause the device’s environment typically remains stable over
short periods. Therefore, we introduce ExtendedWindowing
(EW) techniques which leverage all data samples within a
certain time window to produce more robust predictions by
minimizing the impact of noise. This can be accomplished
in two ways:
(1) Data Aggregation (DA): This approach involves aggre-

gating data samples over a longer period and thenmaking
a decision based on the combined data. Therefore, we
examine consecutive samples and accordingly adjust the
features. For example, what was once the maximum RSSI
for a single row now becomes the maximum RSSI for
several consecutive rows.

(2) Majority Voting (MV): We utilize all the samples in
the EW by making individual predictions for each record
within an interval and then determine the final prediction
based on the most frequently occurring result. This ma-
jority voting approach ensures that the most consistent
prediction is selected for the entire interval.
The environment predictions should be made after a pe-

riod of time longer than the SigCap data collection rate
(which is 5 seconds). We chose 30-second intervals as they
are long enough to detect environmental changes yet short
enough to permit timely adjustments, such as modifying the
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transmit power limit for Wi-Fi 6E users to avoid interfer-
ence with outdoor incumbents, as discussed in Section 1.1.
Therefore, the MV method will take the majority decision
from 6 individual predictions, while the DA method makes a
decision from a single record created from a combination of
6 consecutive records.

Table 4: Accuracy results for three-classes classification
with MV technique.

Feat. Sets Model O ACC(%) II ACC(%) INW
ACC(%)

All
Features

DNN 100 100 100
DT 100 100 100
RFo 100 100 100

No 6 GHz
Wi-Fi

DNN 100 100 100
DT 100 100 100
RFo 100 100 100

No 6 GHz DNN 100 100 100
Wi-Fi & DT 100 100 99.8
NR RFo 100 100 99.7

4 Best
Features

DNN 100 100 100
DT 100 100 95.5
RFo 100 100 97.5

In both two- and three-classes classification, and on all
feature set categories, we observe DA technique resulted
in accuracy results of around 95%, while MV shows near-
perfect accuracy results. Due to page limitation, we only
include Table 4 which shows MV’s near-perfect accuracy
results for three-classes classification.

3.4 Testing with Data From a New
Environment

Previously, we evaluated the performance of the ML meth-
ods on the testing dataset that came from the same general
environment as training, i.e., South Bend. Now, we aim to
evaluate the performance of the models when they are being
tested with a dataset collected in totally new locations that
were not included in the training process. For this purpose,
one different set of data was collected in Washington DC.
The dataset consists of multiple files, each containing 10 to
20 minutes of measurements, with all samples in a specific
file sharing the same label.
For the new dataset, we introduce a new ML method,

namely “Adjustable Classification”. This method can be de-
scribed as follows: For each measurement record, we first
select a proper model based on the available feature set. For
instance, if one record does not contain 6 GHz Wi-Fi and
NR information, we choose the model trained on the respec-
tive feature set. The overall accuracy is then calculated as
the weighted mean of the collection of records taken in one
recording session, with each collection weighted according
to the number of records contained. In Tables 5 and 6, we

compare the overall accuracy of the ML methods on the DC
dataset for two and three-classes classification, respectively.

Table 5: 2-classes classification, DC dataset, adjustable
classification.

EW
Tech. Model O

ACC(%)
I

ACC(%)

No EW
DNN 89 77
DT 90 87
RFo 99 86

MV
DNN 91 83
DT 95 93
RFo 100 95

DA
DNN 87 73
DT 93 91
RFo 99 88

Table 6: 3-classes classification, DC dataset, adjustable
classification.

EW
Tech. Model O

ACC(%)
II

ACC(%)
INW

ACC(%)

No EW
DNN 89 69 49
DT 90 77 58
RFo 90 91 48

MV
DNN 91 77 52
DT 93 78 64
RFo 94 93 53

DA
DNN 87 66 51
DT 91 84 66
RFo 89 86 59

Table 7: 3-classes classification, DC and ND dataset
combined, all features.

EW
Tech. Model O

ACC(%)
II

ACC(%)
INW

ACC(%)

No EW
DNN 99.4 99.1 99.4
DT 98.1 94.7 96.4
RFo 99.0 96.1 98.0

MV
DNN 100 100 100
DT 100 100 100
RFo 100 100 100

DA
DNN 99.7 99.4 99.5
DT 98.0 94.9 96.9
RFo 100.0 99.9 99.9

The tables show for both types of classification, accuracy
is generally higher in outdoor environments than indoors.
This discrepancy is mainly due to the uniformity of outdoor
environments across different locations, which results in con-
sistent wireless features. Conversely, indoor environments
vary more significantly, affected by the diverse architectures
and materials of buildings from one city to another.
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Overall, DT achieves the highest accuracy among the mod-
els. Using the MV and DA techniques, it consistently reaches
an accuracy of at least 64% in both classification types and
across all environments: O, II, INW.
In comparing MV with DA, the tables clearly show that

MV generally outperforms DA across all ML methods in
both two and three-class classifications. However, DA yields
better results when tested with INW-labeled data.

To address the relatively lower accuracy of the DC testing
data compared to the ND data, we combined the DC and
ND datasets and repeated the procedures outlined in Sec-
tion 3.2, this time using the combined dataset. The results
of the three-class classification on the 20% portion of the
testing dataset are presented in Table 7. (As the accuracy
for the simpler two-class classification task was similarly
high, those results are not included here). As shown in the
table, the near-perfect accuracy results (mostly above 98%)
demonstrate that as more training data becomes available
from diverse environments, both indoors and outdoors, the
model performance will improve.

4 CONCLUSIONS & FUTUREWORK
It is clear that the ability to robustly identify indoor and out-
door environments will be important to efficiently manage
spectrum in shared spectrum environments. In this paper we
demonstrated that such classification using the received RF
environment in a smartphone is possible with different ML
models, with maximum performance obtained with DNNs.
As with any ML methodology, using the right dataset for
training is as important as the model itself: towards that
end we have collected a comprehensive, labeled, first-of-its-
kind dataset for classification, which we continually update
with data from different locations: this dataset will be made
available publicly.We incorporated "ExtendedWindow" tech-
niques that take advantage of data samples over a longer
time period to achieve almost perfect classification accuracy.
We have also introduced an adjustable approach to applying
ML models to data samples, which can further enhance per-
formance. Finally, we examined the performance of the ML
models after incorporating a new dataset into the training
set. We observed consistently high accuracy results on the
testing dataset, mostly exceeding 98%.
Our future work will seek to develop an implementation

of the classification models on the smartphone: SigCap data
will directly feed into trained models on the phone which
will display the environment directly on the phone. Further
model refinements will involve leveraging the correlation
and time-dependent characteristics of signals by treating the
data as a time series. This approach can capture temporal
relationships and patterns within the data, potentially en-
hancing the model’s predictive capabilities. Models such as

GRU (Gated Recurrent Unit), LSTM (Long Short-Term Mem-
ory), and the ROCKET family [12] of networks are promising
for capturing these temporal dynamics, offering deeper in-
sights and improved predictions based on time series data.
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